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RECOGNITION OF MULTI-TYPE AND MULTI-ORIENTED TEXT IN 

VIDEOS 

ABSTRACT 

Text inscribed in video plays an important role to understand the semantic essence of 

the content in several real-time application, such as video events indexing and retrieval, 

license plate recognition, automatic navigation, and surveillance applications. Since video 

suffers from multi-text type, multi-oriented text, low resolution, complex background, 

thus achieving accurate recognition results is challenging and interesting. In general text 

appearance and background in video differs according to application and problems.  

Therefore, in this thesis, a new method has been proposed based on texts and its 

background to classify the video type, which results in the video of particular text type. 

To enhance the video images from the effect of Laplacian operation, fractional Poisson 

model has been introduced for  removing noise introduced by Laplacian operation in the 

video. A multimodal approach is explored for detecting words in complex video images, 

such as sports, Marathon video images, etc. which can cope with the causes of background 

and foreground variations. Then detected words are used for keyword spotting in the 

video to retrieve the video frames efficiently. Since keyword spotting does not involve 

semantic information to retrieve the video events, a new classification algorithm has been 

proposed based on tampered and context features to classify the caption and scene text 

types which facilitates recognition to achieve good recognition rate. To recognize the text 

in video images, Bayesian classifier-based method has been investigated for binarization 

to use available OCR. However, the primary focus of this approach limits to horizontal 

English texts. Therefore, Hidden Markov Model-based recognition method which works 

without binarization has been proposed for recognizing the text of multiple scripts. The 

proposed methods are evaluated over standard datasets and our own datasets using 

standard evaluation metrics. Furthermore, the proposed methods are compared with 
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existing recent methods to show that proposed methods outperform the existing methods 

in terms of quality and quantity measures. 

Keywords: Multi-type Text; Multi-oriented Text; Text Recognition. 
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RECOGNITION OF MULTI-TYPE AND MULTI-ORIENTED TEXT IN VIDEOS 

ABSTRAK 

Teks tertulis dalam video memainkan peranan yang penting untuk memahami intipati 

semantik kandungan dalam beberapa aplikasi masa sebenar, seperti pengindeksan dan 

dapatan semula acara video, navigasi automatik, pengecaman plat lesen dan aplikasi 

pengawasan. Oleh kerana video mengalami jenis teks majmuk, teks orientasi majmuk, 

resolusi rendah, latar belakang kompleks, mencapai keputusan pengecaman yang tepat 

menjadi cabaran yang besar dan menarik. Secara umumnya, pertunjukan teks dan latar 

belakang dalam video berbeza mengikut aplikasi dan pelbagai masalah. Oleh itu, dalam 

tesis ini, kami mencadangkan satu kaedah baru berdasarkan teks-teks dan latar 

belakangnya untuk mengklasifikasikan jenis video, yang menyebabkan video jenis teks 

yang tertentu. Untuk meningkatkan imej video dari kesan operasi Laplace, kami 

memperkenalkan model Poisson pecahan untuk mengeluarkan bunyi yang diperkenalkan 

oleh operasi Lapalcian dalam video. Kami meneroka pendekatan multimodal untuk 

mengesan perkataan dalam imej video yang kompleks, seperti sukan, imej video 

Marathon dan lain-lain yang boleh menampung dengan punca-punca variasi latar 

belakang dan latar depan. Seterusnya, kata-kata yang dikesan akan digunakan untuk 

mengesan kata kunci dalam video untuk mendapat semula bingkai video dengan cekap. 

Oleh kerana mengesan kata kunci tidak melibatkan maklumat semantik untuk 

mendapatkan semula peristiwa video, kami mencadangkan klasifikasi algoritma baru 

berdasarkan ciri-ciri yang diganggu dan konteks untuk mengklasifikasikan kapsyen dan 

tempat kejadian jenis teks yang memudahkan pengecaman untuk mencapai kadar 

pengecaman yang tinggi. Untuk mengecam teks dalam imej-imej video, kami 

mencadangkan kaedah berasaskan pengelas Bayesian supaya binarisasi boleh 

menggunakan OCR yang sedia ada. Walau bagaimanapun, fokus utama kaedah ini 

mengehadkan teks bahasa Inggeris mendatar. Oleh itu, kami mencadangkan Kaedah 

Univ
ers

ity
 of

 M
ala

ya



vi 

pengecaman berdasarkan Hidden Markov Model tanpa binarisasi untuk mengecaman teks 

berbilang skrip. 

Kaedah yang dicadangkan dinaksir berdasarkan piawai dataset dan dataset kami 

sendiri yang menggunakan metrik penaksiran piawai. Tambahan pula, kaedah yang 

dicadangkan dibandingkan dengan kaedah yang sedia ada pada tahun-tahun 

kebelakangan ini agar membuktikan bahawa kaedah yang dicadangkan lebih berkesan 

daripada kaedah yang sedia ada dari segi kaedah kualitatif dan kuantitatif. 

Kata kunci: Teks berbilang jenis; Teks berorientasikan pelbagai; Pengiktirafan teks.  

 

 

 

 

 

 

 

 

 

Univ
ers

ity
 of

 M
ala

ya



vii 

ACKNOWLEDGEMENTS 

I would like to thank everyone who inspired and helped me during my doctoral study.  

First of all, I would like to express my heartiest appreciation and sincere gratitude to 

my supervisors Dr. Palaiahnakote Shivakumara, Dr. Ainuddin Wahid Abdul Wahab, and 

Dr. Umapada Pal. Their support and guidance from the basic to the concluding level 

enabled me to develop an understanding of the subject.  

    My sincere thanks also go to Aniruddha Sinha, project leader of Tata Consultancy 

Services who provided me an opportunity and valuable support for continuing my 

doctoral study. 

   I am indebted to my present and ex-colleagues of Multimedia lab of the University of 

Malaya (UM) for a very pleasant and friendly working environment. I sincerely appreciate 

Vijeta with whom I had many technical discussions and I am thankful for her help during 

my stay in UM.  I also want to thank Pavani, Sarahbukhari, Ishwarya, Saqib, and others 

for their valuable support which helped me stay focused on my graduate study.   

      I am also grateful to all the administrative personnel for their valuable support. 

     Lastly, and most important, my profound gratitude to my family. Words cannot 

express my feelings nor my thanks that how grateful I am to my dearest mother, father, 

elder sister, elder brothers, and parents-in-law. Your blessings, love, and care have been 

my constant motivation towards fulfilling my dreams and aspirations in life. Special 

gratitude goes to my elder brother and mentor Partha Roy for unflagging support, 

guidance, and without whom, I would never have the courage to embark on this journey. 

And my profound gratitude to my loving husband for always standing by my side and 

keeping faith in me. To them, I dedicate this thesis. 

 

Univ
ers

ity
 of

 M
ala

ya



viii 

TABLE OF CONTENTS 

Abstract ............................................................................................................................ iii 

Abstrak .............................................................................................................................. v 

Acknowledgements ......................................................................................................... vii 

Table of Contents ........................................................................................................... viii 

List of Figures ................................................................................................................ xiv 

List of Tables................................................................................................................... xx 

List of Symbols and Abbreviations .............................................................................. xxiv 

CHAPTER 1: INTRODUCTION .................................................................................. 1 

 Introduction.............................................................................................................. 1 

 OCR for Scanned Document Image ........................................................... 2 

 OCR for Camera-based Image ................................................................... 4 

 OCR for Natural Scene and Video Image .................................................. 6 

 Motivation................................................................................................................ 9 

 Multi-Type Video Text Recognition .......................................................... 9 

 Multi-Oriented Video Text Recognition .................................................. 10 

 Multi-Type Oriented Video Text Recognition ......................................... 12 

 Challenges.............................................................................................................. 13 

 Objectives .............................................................................................................. 15 

 Contributions ......................................................................................................... 16 

 Layout of the thesis ................................................................................................ 18 

CHAPTER 2: LITERATURE SURVEY .................................................................... 21 

 Background ............................................................................................................ 21 

 Video Image Categorization .................................................................................. 21 

Univ
ers

ity
 of

 M
ala

ya



ix 

 Without Temporal Information ................................................................ 21 

 Scene/Video Frame Categorization ........................................... 21 

 Video Text Image Categorization ............................................. 23 

 With Temporal Information ..................................................................... 24 

 Video Categorization ................................................................. 24 

 Video Text Image Categorization ............................................. 27 

 Video Image Enhancement .................................................................................... 28 

 Image Enhancement ................................................................................. 29 

 Video Enhancement ................................................................................. 31 

 Video Text Image Enhancement .............................................................. 33 

 Text Detection and Spotting in Video ................................................................... 35 

 Text Detection .......................................................................................... 35 

 Text Detection in Natural Scene Image .................................... 35 

 Text Detection in Video ............................................................ 38 

 Keyword Spotting ..................................................................................... 47 

 Keyword Spotting in Document Images ................................... 47 

 Keyword Spotting in Natural Scene Images ............................. 50 

 Keyword Spotting in Video Images .......................................... 51 

 Video Text Type Classification ............................................................................. 52 

 Printed and Handwritten Text Classification ........................................... 52 

 Multi-Oriented Text Type Classification in Video .................................. 54 

 Video Text Recognition ......................................................................................... 55 

 Recognition through Binarization ............................................................ 55 

 Document Text Binarization ..................................................... 56 

 Natural Scene Text Binarization ............................................... 59 

 Video Text Binarization ............................................................ 61 

Univ
ers

ity
 of

 M
ala

ya



x 

 Multi-Type-Oriented Video Text Binarization ......................... 63 

 Recognition through Classifier ................................................................. 64 

 Document Text Recognition ..................................................... 65 

 Natural Scene Text Recognition................................................ 66 

 Video Text Recognition ............................................................ 69 

 Multi-Type-Oriented Video Text Recognition ......................... 70 

 Summary ................................................................................................................ 72 

CHAPTER 3: FUZZY-ROUGH BASED IMAGE VIDEO CATEGORIZATION 75 

 Background ............................................................................................................ 75 

 Fuzzy-Mass based Approach for Video Type Classification ................................ 75 

 Straight and Curved Edge Components Classification ............................ 77 

 Mass-based Features Extraction from Edge Components for Video Image 

Categorization .......................................................................................... 79 

 Rough-Fuzzy based Approach ............................................................................... 82 

 Grouping Edge Components based on Shapes ......................................... 84 

 Gradient-based Intra and Inter Feature Extraction for the Groups ........... 95 

 Feature Extraction using Temporal Frames for Video Categorization .. 103 

 Experimental Results and Comparative Study .................................................... 104 

 Datasets and Evaluation ......................................................................... 105 

 Experiments on Fuzzy-Mass based Approach ....................................... 108 

 Experiments on Rough-Fuzzy based Approach ..................................... 109 

 Comparative Study and Discussion ........................................................ 114 

 Summary .............................................................................................................. 126 

CHAPTER 4: FRACTIONAL POISSON ENHANCEMENT MODEL FOR TEXT 

DETECTION AND RECOGNITION IN VIDEO FRAMES ................................. 128 

Univ
ers

ity
 of

 M
ala

ya



xi 

 Background .......................................................................................................... 128 

 Overview of Fractional Poisson Model ............................................................... 128 

 A Model for Video Image Enhancement ............................................................. 129 

 Experimental Results and Comparative Study .................................................... 132 

 Datasets and Evaluation ......................................................................... 132 

 Experiments for Measuring the Quality of the Enhanced Image ........... 134 

 Experiments for validating the effectiveness of the Enhanced Results .. 137 

 Comparative Study and Discussion ........................................................ 137 

 Summary .............................................................................................................. 152 

CHAPTER 5: TEXT DETECTION AND KEYWORD SPOTTING IN VIDEO 153 

 Background .......................................................................................................... 153 

 Word/Bib Number Detection in Video Images ................................................... 153 

 Text Candidate Region Detection .......................................................... 154 

 Multimodal based Approach for Word/Bib number detection ............... 156 

 Word Spotting in Images ..................................................................................... 158 

 Texture Features for Text Candidate Selection ...................................... 158 

 Texture-Spatial Feature for Word Spotting in Images ........................... 160 

 Word Spotting in Video ....................................................................................... 163 

 Fractional Means Features for Detecting Text Candidates .................... 164 

 Context Features for Detecting Text Representatives ............................ 169 

 Minimum Cost Path-based Ring Growing for Word Extraction ............ 178 

 Foreground and Background based Features for Word Spotting ........... 187 

 Experimental Results ........................................................................................... 189 

 Dataset and Evaluation ........................................................................... 189 

 Word/Bib number Detection in Images................................... 189 

 Keyword Spotting in Video ..................................................... 190 

Univ
ers

ity
 of

 M
ala

ya



xii 

 Experiments for Word Detection ........................................................... 195 

 Experiments for Multimodal based Approach ........................ 195 

 Comparative Study and Discussion ......................................... 195 

 Experiments on Keyword Spotting in Video ......................................... 200 

 Experiments for Texture-Spatial Features based Approach .... 200 

 Experiments for Fractional Means based Approach ............... 201 

 Comparative Study and Discussion ......................................... 207 

 Summary .............................................................................................................. 212 

CHAPTER 6: CAPTION AND SCENE TEXT TYPES CLASSIFICATION         IN 

VIDEO……………… .................................................................................................. 213 

 Background .......................................................................................................... 213 

 Tampered Feature-based Approach for Line-wise Caption and Scene Text 

Classification ....................................................................................................... 213 

 Tampered Feature-based Approach for Line-wise Caption and Scene Text 

Classification .......................................................................................... 215 

 Classification of Caption and Scene Text Types .................................... 217 

 Temporal Integration for Caption and Scene Text Types Classification at Word 

Level……. ........................................................................................................... 221 

 Wavelet Positive Coefficients for Text Candidate Detection................. 222 

 Cues for Caption and Scene Words from Text Candidates .................... 223 

 Temporal Integration for Deciding the Number of Temporal Frames ... 227 

 Stable Property for Caption and Scene Text Types Classification ........ 230 

 Experimental Results and Comparative Study .................................................... 231 

 Datasets and Evaluation ......................................................................... 232 

 Experiments on Tempered Feature Approach at Text Line Level ......... 235 

 Experiments on Temporal Integration Approach at Word Level ........... 236 

Univ
ers

ity
 of

 M
ala

ya



xiii 

 Comparative Study and Discussion ........................................................ 237 

 ....................................................................................................................................... 238 

 Summary .............................................................................................................. 241 

CHAPTER 7: MULTI-TYPE-ORIENTED VIDEO TEXT RECOGNITION ..... 242 

 Background .......................................................................................................... 242 

 Binarization based Text Recognition................................................................... 242 

 Text Enhancement Integrating Color, Wavelet, and Gradient ............... 244 

 Bayesian Classifier for Binarization ....................................................... 247 

 Classifier-based Text Recognition ....................................................................... 251 

 Automatic Window Size Detection ........................................................ 251 

 HMM-based Method for Video Text Recognition ................................. 259 

 Experimental Results and Comparative Study .................................................... 261 

 Datasets and Evaluation ......................................................................... 261 

 Experiments on Binarization based Approach ....................................... 264 

 Experiments on Classifier-based Approach ........................................... 266 

 Comparative Study and Discussion ........................................................ 267 

 Summary .............................................................................................................. 279 

CHAPTER 8: CONCLUSIONS................................................................................. 281 

 Summary of the Proposed Work ......................................................................... 281 

 Future Work ......................................................................................................... 283 

REFERENCES .............................................................................................................. 286 

 

Univ
ers

ity
 of

 M
ala

ya



xiv 

LIST OF FIGURES 

Figure 1.1: OCR for plain document image. ..................................................................... 3 

Figure 1.2: Examples of scanned documents where (a) Text in  proper scanned image,  
(b) and (c) Skewed  book  and  article,  (d), (e), and (f) Noisy documents. ...................... 4 

Figure 1.3: OCR for degraded, historical, blurred and distorted documents. ................... 5 

Figure 1.4: Examples of camera based images where  (a)  Text in camera based image, 
(b) and (c) Degraded and old historical article,  (d) Blurred article, (e) and (f) Distorted 
and skewed article. ............................................................................................................ 6 

Figure 1.5: Different types of scene text where (a) and (b)  Horizontal text in street map 
and organization name,  (c) Non-horizontal text in shop name. ....................................... 7 

Figure 1.6: Different types of video text, where (a), (b) Horizontal caption and scene text  
in news video, (c) Non- horizontal text in license plate. ................................................... 7 

Figure 1.7: Different types of video text with temporal frames where, (a) Temporal frames 
containing distorted text of sports video, (b)  Temporal frames containing curved text of 
street video. ....................................................................................................................... 8 

Figure 1.8: Natural Scene/ Video based OCR. ................................................................. 8 

Figure 1.9: Examples of multi-type video text frame where (a) contains scene text type, 
(b) contains caption  type, and (c) and (d) contain both caption and scene types in news 
video. ............................................................................................................................... 10 

Figure 1.10: Examples of multi-oriented video text frame where (a) Horizontal text in 
news video, (b) Non-Horizontal text in shop and building and (c) Curvy text in poster.
 ......................................................................................................................................... 12 

Figure 1.11: Examples of multi-type oriented video text frame where (a) and (b) Caption 
text  in   horizontal and scene text in non-horizontal way for sports video, and (c) Caption  
text in horizontal and scene text in curvy way in news video. ........................................ 13 

Figure 1.12: Challenges in marathon video text detection & recognition,  (a) and (b) 
contain horizontal text, (c) and (d) contain non-horizontal text,  (e) and (f) contain 
occluded and distorted text. ............................................................................................ 15 

Figure 1.13: Challenges in video text recognition, (a) Cursive text (b) Curvy Text (c) Text 
with low resolution (d) Text with variant illumination (e) Text with Artifact (f) Curvy text 
with complex background, (g) Multi-type text (caption and scene). .............................. 15 

Figure 1.14: Block diagram of contributions to video text recognition. ......................... 18 

Univ
ers

ity
 of

 M
ala

ya

file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069257
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069258
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069258
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069259
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069260
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069260
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069260
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069261
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069261
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069262
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069262
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069263
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069263
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069263
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069264
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069265
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069265
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069265
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069266
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069266
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069266
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069267
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069267
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069267
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069268
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069268
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069268
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069269
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069269
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069269
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069270


xv 

Figure 3.1: Examples of dense curved edges for Medical video frame. ......................... 76 

Figure 3.2: Framework of the proposed approach. ......................................................... 77 

Figure 3.3: Examples of Fuzzy membership functions for classifying straight and curved 
edge components. ............................................................................................................ 78 

Figure 3.4: Results of Fuzzy logic based straight and curved edge components 
classification of the edge image shown in Figure 3.1. .................................................... 78 

Figure 3.5: Local feature extraction using mass estimation and proximity between 
centroids and straight-curved edge components: (a) Consecutive ellipse to extract local 
information, (b) Denotes centroids for classified straight edge components, (c) Denotes 
centroids. ......................................................................................................................... 81 

Figure 3.6: Unified frame work of the proposed method................................................ 83 

Figure 3.7: Edge component detection for the sample sports input frame. .................... 84 

Figure 3.8: Illustrating rough approximation for an ideal edge component, where the 
component and its mask boundary overlap completely. (a) represents the edge 
component, (b) represents its mask boundary estimated as white region, while the interior 
of the mask is s. ............................................................................................................... 86 

Figure 3.9: Rough set is defined for the edge component of the sports frame where edge 
component boundary and mask boundary does not match completely. (a) is edge 
component with loss of information, (b) shows mask boundary estimated for the 
component as white region.............................................................................................. 89 

Figure 3.10: Fuzzy membership functions for classification of edge components 
according to shapes.  (a) Z Fuzzy membership function for classification of edge 
components according to shapes. X axis denotes the original value calculated and Y axis 
shows resulting m. ........................................................................................................... 91 

Figure 3.11: Fixing mask boundary and recognizing shapes for rotated or tilt edge 
components. .................................................................................................................... 93 

Figure 3.12: Sample components grouping based on shape analysis for the Canny edge 
image of the sports frame using rough-fuzzy. ................................................................. 94 

Figure 3.13: Sample components grouping based on shape analysis for Sobel edge of the 
input sports frame with rough-fuzzy. .............................................................................. 95 

Figure 3.14: Example of plane generation according to gradient direction to extract 
structural features (Best viewed in PDF). ....................................................................... 96 

Figure 3.15: Different clusters for plane P1 in Figure 3.14 (b)....................................... 98 

Univ
ers

ity
 of

 M
ala

ya

file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069271
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069272
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069273
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069273
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069274
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069274
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069275
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069275
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069275
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069275
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069276
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069277
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069278
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069278
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069278
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069278
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069279
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069279
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069279
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069279
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069280
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069280
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069280
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069280
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069281
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069281
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069282
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069282
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069283
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069283
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069284
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069284
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069285


xvi 

Figure 3.16: Determination of the value for k automatically for intra plane features. ... 99 

Figure 3.17: Inter-plane feature extraction for Plane  𝑃1. ............................................ 101 

Figure 3.18: Determination of k value for inter plane feature extraction. .................... 102 

Figure 3.19: Samples of dataset and successful classification results of the proposed 
method. .......................................................................................................................... 106 

Figure 3.20: Samples of video frames of new 5 classes with text detection by (Yin et al., 
2014). ............................................................................................................................ 126 

Figure 4.1: The behavior of PSNR for the values of α, and r. ...................................... 132 

Figure 4.2: Sample qualitative results of the proposed model. ..................................... 135 

Figure 4.3: Sample qualitative results of the proposed model and existing techniques.
 ....................................................................................................................................... 139 

Figure 4.4: Sample qualitative results of the different text detection methods on input, 
Laplacian and enhanced images for ICDAR 2013 video frames. ................................. 141 

Figure 4.5: Sample qualitative results of the different text detection methods on input, 
Laplacian and enhanced images for ICDAR 2013 scene images. ................................ 142 

Figure 4.6: Sample qualitative results of the different text detection methods on input, 
Laplacian and enhanced images for Street View Data.................................................. 144 

Figure 4.7: Sample qualitative results of the different text detection methods on input, 
Laplacian and enhanced images for MSRA data. ......................................................... 145 

Figure 4.8: Recognition results of the binarization methods for the ICDAR 2013 video 
text line images. Note: since OCR engine gives nothing for the binarization results, 
recognition results are not reported for most of the texts except for the Howe’s method.
 ....................................................................................................................................... 148 

Figure 4.9: Recognition results of the binarization methods for the ICDAR 2013 scene 
text line images. “ ” denotes recognition results by OCR engine nothing. ................... 149 

Figure 4.10: Recognition results of the binarization methods for the SVT text line images. 
“ ” denotes recognition results by OCR engine nothing. .............................................. 150 

Figure 4.11: Recognition results of the binarization methods for the MSRA text line 
images. .......................................................................................................................... 151 

Figure 5.1: Text candidate region detection using both face and skin. ......................... 156 

Figure 5.2: Text candidate selection using texture features. ......................................... 159 

Univ
ers

ity
 of

 M
ala

ya

file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069286
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069287
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069288
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069289
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069289
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069290
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069290
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069291
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069292
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069293
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069293
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069294
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069294
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069295
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069295
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069296
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069296
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069297
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069297
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069298
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069298
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069298
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069298
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069299
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069299
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069300
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069300
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069301
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069301
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069302
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069303


xvii 

Figure 5.3: Local information extraction for matching. ................................................ 162 

Figure 5.4: Sample illustration for determining size of the window for extracting Cesaro 
means features. .............................................................................................................. 166 

Figure 5.5: Text candidate detection based on Cesaro means features with k-means 
clustering. ...................................................................................................................... 168 

Figure 5.6: Sample illustration of the Canny edge image for changing background and 
foreground colors. ......................................................................................................... 169 

Figure 5.7: Local Features for Text Candidate Image. ................................................. 172 

Figure 5.8: Global Features for Text Candidate Image. ............................................... 174 

Figure 5.9: Context feature for a text candidate image. ................................................ 177 

Figure 5.10: Context features for a non-text candidate image. ..................................... 178 

Figure 5.11: Text representatives for the input image. ................................................. 178 

Figure 5.12: Illustration for choosing values for K. ...................................................... 180 

Figure 5.13: Property-1 for finding standard deviation for the distances between the paths.
 ....................................................................................................................................... 183 

Figure 5.14: Property-2 for finding standard deviation for the gray difference of forward 
and backward paths. ...................................................................................................... 184 

Figure 5.15: Illustrating distance between characters and words in a text line. ............ 186 

Figure 5.16: Sample word detection results of the proposed approach for different 
databases. ...................................................................................................................... 187 

Figure 5.17: Sample word spotting of the proposed approach. ..................................... 188 

Figure 5.18: Text detection and recognition results of text candidate region. .............. 195 

Figure 5.19: Sample text candidate region detection of proposed and existing techniques 
on collected data. ........................................................................................................... 197 

Figure 5.20: Sample text detection results of the proposed method on collected data. 198 

Figure 5.21: Sample word detection results of the proposed approach for different 
databases. ...................................................................................................................... 204 

Figure 5.22: Sample keyword spotting results of the proposed approach on different 
videos. ........................................................................................................................... 205 

Univ
ers

ity
 of

 M
ala

ya

file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069304
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069305
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069305
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069306
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069306
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069307
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069307
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069308
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069309
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069310
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069311
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069312
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069313
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069314
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069314
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069315
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069315
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069316
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069317
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069317
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069318
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069319
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069320
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069320
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069321
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069322
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069322
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069323
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069323


xviii 

Figure 5.23: Sample keyword spotting results for different natural scene datasets. ..... 206 

Figure 5.24: Sample keyword spotting result of the proposed approach on different 
License Plate databases. ................................................................................................ 207 

Figure 5.25: Qualitative results of the proposed and existing methods. ....................... 208 

Figure 5.26: Tradeoff for cutoff distance on “WEATHER” keyword. ......................... 209 

Figure 6.1: DCT coefficients distribution for Caption and Scene text line images. ..... 215 

Figure 6.2: Linear and non-linear behavior of zero and non-zero coefficients of DCT over 
Caption and Scene text lines. ........................................................................................ 217 

Figure 6.3: Extracting behavior of the Caption and Scene text lines. ........................... 219 

Figure 6.4: Text and non-text candidates of Caption and Scene word images at level 1. 
Red pixels denote positive coefficients and blue pixels denote negative coefficients. . 223 

Figure 6.5: Row profile of standard deviation value of text candidates in Caption and 
Scene words shown in Figure 6.4 (e). ........................................................................... 224 

Figure 6.6: Four features for representing caption and scene words. ........................... 226 

Figure 6.7: Stopping criterion for determining the number of frames. Blue line indicates 
for moving to next frame and red line indicates for stopping criteria which as the present 
error is less than immediate previous and less or equal to all previous errors. ............. 229 

Figure 6.8: Procedure to choose stable features for caption and scene word classification. 
“Yellow” dashed line marks the base line to choose stable features and T is total number 
of temporal frames. ....................................................................................................... 230 

Figure 6.9: Samples of successful classification results of the proposed method for the 
Caption, Scene lines. ..................................................................................................... 236 

Figure 6.10: Examples of qualitative results. The proposed method classifies the above 
text line images successfully while the existing methods misclassify. ......................... 238 

Figure 6.11: Examples of qualitative results. The proposed method classifies the above 
word images successfully while the existing methods misclassify them. ..................... 240 

Figure 7.1: Flow diagram of the proposed method. ...................................................... 243 

Figure 7.2: Text enhancement by integrating sub-bands. ............................................. 245 

Figure 7.3: Integrating three domains to obtain enhanced image. ................................ 246 

Figure 7.4: Illustrations for the enhancement by liner operation. ................................. 247 

Univ
ers

ity
 of

 M
ala

ya

file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069324
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069325
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069325
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069326
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069327
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069328
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069329
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069329
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069330
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069331
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069331
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069332
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069332
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069333
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069334
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069334
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069334
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069335
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069335
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069335
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069336
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069336
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069337
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069337
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069338
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069338
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069339
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069340
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069341
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069342


xix 

Figure 7.5: Illustrations for the enhancement by fusion. .............................................. 250 

Figure 7.6: Automatic window fixing for non-horizontal and curved text: (b) is the last 
result of iterative algorithm for Horizontal (H) and Fused (F) sub-bands. ................... 254 

Figure 7.7: Examples of path estimation for the arbitrary oriented text using fused results 
with angles. ................................................................................................................... 256 

Figure 7.8: Character detection using confidence score of SVM. ................................ 259 

Figure 7.9: Binarization and recognition results of the proposed and existing methods on 
collected data and Hua’s data. ....................................................................................... 269 

Figure 7.10: Binarization and recognition results of the proposed and existing methods 
on curved data of NUS. ................................................................................................. 271 

Figure 7.11: Binarization and recognition results of the proposed and existing methods 
for ICDAR 2003 and ICDAR 2011 scene data. ............................................................ 273 

Figure 7.12: Binarization and recognition results of the proposed and existing methods 
for PAMI, BDIII, SVT and MSRA scene data. ............................................................ 275 

Figure 8.1: Limitations of the proposed approach ........................................................ 285 

Figure 8.2: Samples of unsuccessful classification results of the proposed method. (a) 
Scene text line misclassified as Caption text line and (b) Caption text line misclassified 
as Scene text line. .......................................................................................................... 285 

Figure 8.3: Limitation of the proposed text recognition methods. ................................ 285 

 

 

 

 

 

 

 

 

 

Univ
ers

ity
 of

 M
ala

ya

file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069343
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069344
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069344
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069345
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069345
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069346
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069347
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069347
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069348
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069348
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069349
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069349
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069350
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069350
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069351
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069352
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069352
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069352
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.27.docx%23_Toc517069353


xx 

LIST OF TABLES 

Table 3.1: Confusion matrix using only Local features. ............................................... 108 

Table 3.2: Confusion matrix using only Global features. ............................................. 109 

Table 3.3: Confusion matrix using Local +Global features. ......................................... 109 

Table 3.4: Confusion matrix of covariance+intra+inter+classification. ....................... 111 

Table 3.5: Confusion matrix of correlation+intra+inter+classification. ....................... 111 

Table 3.6: Confusion matrix of covariance+correlation+intra+classification. ............. 112 

Table 3.7: Confusion matrix of covariance+correlation+inter+classification. ............. 112 

Table 3.8: Confusion matrix of the proposed method using Sobel edge components with 
temporal frames. ............................................................................................................ 113 

Table 3.9: Confusion matrix of the proposed method using Canny edge components with 
temporal frames. ............................................................................................................ 113 

Table 3.10: Confusion matrices of the existing classification method (Qin et al., 2016).
 ....................................................................................................................................... 117 

Table 3.11: Confusion matrices of the existing classification method (Bosch et al., 2008).
 ....................................................................................................................................... 117 

Table 3.12: Confusion matrices of the existing classification method (Dunlop, 2010).
 ....................................................................................................................................... 117 

Table 3.13: Confusion matrices of the existing classification methods (Cloud Vision, 
2011) system. ................................................................................................................ 118 

Table 3.14: Confusion matrix of (Cloud Vision, 2011) system. ................................... 118 

Table 3.15: Confusion matrix of the (Bosch, Zisserman, & Muñoz, 2008) classification.
 ....................................................................................................................................... 118 

Table 3.16: Confusion matrix of the (Dunlop, 2010) classification. ............................ 119 

Table 3.17: Confusion matrix of the (Qin, Shivakumara, Lu, Pal, & Tan, 2016) 
classification. ................................................................................................................. 119 

Table 3.18: Text detection results before and after classification (in %) on data of 5 
classes. BC denotes Before Classification, R-Recall, P-Precision, F-Measure and T and 
w are parameters. .......................................................................................................... 120 

Univ
ers

ity
 of

 M
ala

ya

file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727972
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727973
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727974
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727975
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727976
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727977
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727978
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727979
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727979
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727980
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727980
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727981
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727981
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727982
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727982
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727983
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727983
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727984
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727984
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727985
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727986
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727986
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727987
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727988
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727988
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727989
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727989
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727989


xxi 

Table 3.19: Text detection performance of the different existing methods prior to 
classification and after classification for proposed and existing classification methods on 
data of 10 classes. PC denotes “Prior to classification” and AC denotes “After 
classification”. ............................................................................................................... 121 

Table 3.20: Average recognition rate (%) of the different binarization methods for the 
proposed and existing classification methods on data of 5 classes. .............................. 123 

Table 3.21: Average recognition rate of the different binarization methods for the 
proposed and existing classification methods on data of 10 classes. ............................ 123 

Table 3.22: Text detection performance of the different existing methods prior to 
classification and after classification for proposed and existing classification methods on 
new 5 classes. PC denotes “Prior to classification” and AC denotes “After classification”.
 ....................................................................................................................................... 124 

Table 3.23: Average recognition rate (%) of the different binarization methods for the 
proposed and existing classification methods on data of 5 new classes. ...................... 125 

Table 4.1: Average PSNR and SSIM for enhanced images with noisy and input images
 ....................................................................................................................................... 137 

Table 4.2: Quality measures of the proposed and existing models (PSNR and SSIM are 
calculated for Enhanced images with Original (input) images). ................................... 139 

Table 4.3: Text detection before and after enhancement on ICDAR 2013 Video data. 140 

Table 4.4: Text detection before and after enhancement on ICDAR 2013 Scene. ....... 143 

Table 4.5: Text detection before and after enhancement on SVT................................. 143 

Table 4.6: Text detection before and after enhancement on MSRA. ............................ 146 

Table 4.7: Recognition results Before Enhancement (BE) and After Enhancement (AE).
 ....................................................................................................................................... 152 

Table 5.1: Performance of the proposed and existing techniques for text candidate region 
detection. ....................................................................................................................... 197 

Table 5.2: Performance of the text detection techniques before and after text candidate 
region detection. ............................................................................................................ 198 

Table 5.3: Character recognition rate of the binarization techniques on CDI dataset (in 
%). ................................................................................................................................. 200 

Table 5.4: Character recognition rate of the binarization techniques on RBNR dataset (in 
%). ................................................................................................................................. 200 

Univ
ers

ity
 of

 M
ala

ya

file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727990
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727990
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727990
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727990
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727991
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727991
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727992
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727992
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727993
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727993
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727993
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727993
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727994
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727994
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727995
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727995
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727996
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727996
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727997
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727998
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516727999
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516728000
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516728001
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516728001
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516728002
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516728002
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516728003
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516728003
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516728004
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516728004
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516728005
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516728005


xxii 

Table 5.5: Character recognition rate of the proposed and existing techniques (in %). 200 

Table 5.6: Performance of the word segmentation method on different datasets. ........ 201 

Table 5.7: Performance of the key steps of the proposed approach.............................. 202 

Table 5.8: Performance of the proposed approach on word detection. ......................... 204 

Table 5.9: Performance of the proposed and existing methods on keyword spotting. . 209 

Table 5.10: Performance of the proposed and existing approaches for keyword spotting 
on different videos, natural scene and license plate databases...................................... 211 

Table 6.1: Confusion matrix of the proposed method using centroid features at text line 
level. .............................................................................................................................. 236 

Table 6.2: Classification rates in (%) for evaluating intermediate steps of the proposed 
method. .......................................................................................................................... 237 

Table 6.3: Performance of the proposed and existing methods for caption and scene text 
classification at text line level (in %). ........................................................................... 237 

Table 6.4: Character recognition rates of different binarization methods before and after 
classification at text line level (in %). ........................................................................... 239 

Table 6.5: Confusion matrix of the proposed and existing methods on different databases.
 ....................................................................................................................................... 240 

Table 6.6: Recognition rates (RR) at word level of the different binarization methods 
before and after classification (in %). ‘P’ denotes a parameter. ................................... 241 

Table 7.1: Pixel level accuracy of combinations of fusion criteria (in %). ................... 265 

Table 7.2: Average Processing Time of the proposed method for recognition on different 
databases in seconds. ..................................................................................................... 266 

Table 7.3: Recognition rate of the proposed and existing methods before and after 
binarization with Tesseract OCR on video dataset (in %). ........................................... 270 

Table 7.4: Recognition rate of the proposed and existing methods before and after 
binarization with Tesseract OCR  on scene dataset (in %). .......................................... 272 

Table 7.5: Pixel level accuracy of the proposed and existing methods (in %). ............ 276 

Table 7.6: Recognition rates of the proposed and existing approaches on different datasets 
at word and character levels (in %). W and C indicate word and character recognition 
rates, respectively. ......................................................................................................... 278 

Univ
ers

ity
 of

 M
ala

ya

file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516728006
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516728007
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516728008
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516728009
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516728010
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516728011
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516728011
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516728012
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516728012
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516728013
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516728013
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516728014
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516728014
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516728015
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516728015
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516728016
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516728016
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516728017
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516728017
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516728018
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516728019
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516728019
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516728020
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516728020
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516728021
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516728021
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516728022
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516728023
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516728023
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516728023


xxiii 

Table 7.7: Recognition rates of the proposed and existing approaches on South Indian 
datasets at word and character levels (in %). W and C indicate word and character 
recognition rates, respectively. ...................................................................................... 279 

  

Univ
ers

ity
 of

 M
ala

ya

file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516728024
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516728024
file:///E:/thesis_plane/thesis_new_template/Final/thesis_0.8_1_Shiva/trinitrin/V6/thesis_0.26.docx%23_Toc516728024


xxiv 

LIST OF SYMBOLS AND ABBREVIATIONS 

  
2D          :        Two-dimensional 

3D          :        Three-dimensional  

AB         :        After Binarization 

AIV        :        Adjusted Intensity Value 

APT        :        Average Processing Time   

BB          :        Before Binarization  

BDI        :        Born Digital Images 

BNDCG  :       Binary Normalized Discounted Cumulative Gain 

BoW       :        Bag of Words       

CBIR      :        Content Based Image Retrieval  

CC          :        Connected Component   

CLAHE  :        Contrast-Limited Adaptive Histogram Equalization 

CNN       :        Convolutional Neural Network   

CRF        :        Conditional Random Field 

CW         :        Total Number of Correct Word 

DCT        :        Discrete Cosine Transform   

DWT       :        Dynamic Wavelet Transform 

F              :        F-measure   

FCN        :        Fully Convolutional Network 

GVF        :        Gradient Vector Flow   

HE           :        Histogram Equalization 

HMM      :        Hidden Markov Model 

HOG        :       Histogram Oriented Gradients  

IDWT      :       Inverse Dynamic Wavelet Transform 

Univ
ers

ity
 of

 M
ala

ya



xxv 

LBP         :       Local Binary Pattern 

LM          :        Language Model 

LSTM      :       Long short-term memory 

MAP        :       Maximum a Posteriori  

MLP         :      Multi-Layer Perceptron 

MRF        :      Markov Random Field 

MSER      :      Maximal Stable External Region  

MSE        :       Mean Standard Error    

MW         :       Total Number of Matched Word 

NDCG     :       Normal Discounted Cumulative Gain   

NLP        :        Natural Language Processing 

NN          :        Neural Network  

NZC        :        Non-Zero Coefficient  

NW         :        Total Number of Word 

OCR        :       Optical Character Recognizer  

P              :       Precision   

PCA        :       Principal Component Analysis   

PHOG     :      Pyramidal Histogram of Oriented Gradient 

pLSA      :       Probabilistic Latent Sematic Analysis 

PSNR      :       Peak signal-to-noise ratio 

QA          :       Quality Assessment 

R             :       Recall   

RGB       :       Red Green Blue  

RNN       :       Recurrent Neural Network 

RR          :       Recognition Rate  

SIFT       :       Scale Invariant Feature Transform 

Univ
ers

ity
 of

 M
ala

ya



xxvi 

SSIM      :       Structural Similarity  

SVM      :        Support Vector Machine 

SVT        :       Street View Data 

SWT       :        Stroke Width Transform 

TCR        :       Text Candidate Region  

SIFT       :       Scale Invariant Feature Transform 

SURF      :       Speeded Up Robust Features 

SVM       :       Support Vector Machine   

SWT       :       Stroke Wavelet Transform 

WGF       :       Wavelet-Gradient Fusion 

WHO      :       World Health Organization  

ZC         :         Zero Coefficient 

Univ
ers

ity
 of

 M
ala

ya



1 

CHAPTER 1: INTRODUCTION 

 Introduction  

In the last few years, with the recent progress of science and technology, especially the 

evolution of  mobile, use of video and images for daily activities of human being increases 

drastically, thereby resulting in huge demand in information retrieval field (N. Sharma, 

Pal, & Blumenstein, 2012). According to official statistics, almost 300 hours of videos 

are uploaded in YouTube per minute, nearly 5 billion videos are watched in every single 

day, and more than half of YouTube views come from mobile devices. From another 

popular social networking site Facebook, it is declared that an average of 8 billion daily 

video views from 500 million users, which was 4 billion views in April 2016. The wide 

usage of multimedia (image, video) in shape of communication, educational and 

entertaining, needs robust annotation or recognition of text for indexing and retrieving 

the text accurately in minimal time. This is because extracting relevant information from 

huge database efficiently is a hard task for content-based image retrieval methods 

(Doermann, Liang, & Li, 2003). The main reason for poor results of the content-based 

image retrieval methods is that difference between the high-level features and low level 

(Lyu, Song, & Cai, 2005; Jing Zhang & Kasturi, 2008). Due to this gap, the methods are 

not adequate to interpret the meaning of the content in the video or images. To fill such 

gap in image/video, text detection and recognition become popular. The text 

identification and recognition help in obtaining the essence which is much related to 

content. Therefore, accurate and efficient text detection and recognition by overcoming 

different challenges posed by different applications have become challenging and 

interesting.  

Detection and recognition of text is not a new issue in document analysis community. 

It can be seen that many Optical Character Recognizer (OCR) engines have been used for 
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the different script in the literatures (U. Pal & B. Chaudhuri, 2001). However, the video 

and scene text cannot be feed directly to OCR as these OCR were developed for plain 

document images where homogenous background and high contrast exist. In case of video 

or scene images, one can expect multiple adverse factors such as variant font style, 

different font size, complex background, contrast, oriented text, multi-type text, etc. and 

the effect of uneven illumination (Lyu et al., 2005; Q. Ye & Doermann, 2015). The work 

discussed the issues with existing OCR engines and challenges of video and scene text 

recognition in detail in subsequent sections. For recognizing text, Optical Character 

Recognition (OCR) system is the way of converting the image into corresponding 

readable text. In other words, the aim of the system was to convert a given image to 

digitized image such that system can understand the content of the image. OCR translates 

from one script to another script and retrieves the documents from the large database 

automatically through tags (Moghaddam & Cheriet, 2010; Palaiahnakote Shivakumara, 

Trung Quy Phan, et al., 2010; P. Ye & Doermann, 2013). OCR has been evolving over 

many years to fit into the new types of applications starting from scanner to mobile which 

are the different medium of image captured devices. In the following sub-sections, these 

will be described in more details. 

 OCR for Scanned Document Image 

In the beginning, the target was to digitize the documents of plain background scanned 

by a scanner device. Therefore, the steps of general OCR for such document image can 

be seen in  Figure 1.1, where one can see the significant steps, preprocessing, line 

segmentation, character segmentation and text recognition (Ahmad et al., 2016; Mithe, 

Indalkar, & Divekar, 2013). It is noted that while scanning the document image, there 

were two common causes, such as noise introduced by the device and tilt in the image 

due to improper document placement over the scanner.  
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These two causes are the primary issue for not achieving good recognition results from 

the document images (Farahmand, Sarrafzadeh, & Shanbehzadeh, 2017). To prevent the 

effect of the above causes, the methods were developed for noise removal, skew detection 

and correction which were called pre-processing methods. Since the target of the OCR 

development was plain images, the methods were developed for binarizing the image 

where the text is separated from the background. As a result, the system gets a binary 

image for the given input image. For the purpose of text line and character segmentation, 

most of the methods explore projection profiles by taking advantage of the binary form 

of the image. The segmented character can be matched with the predefined templates for 

recognition.  Figure 1.2 shows some examples of the scanned image. A proper scanned 

document can be seen in Figure 1.2 (a). Figure 1.2 (b, c) depicts skewed images, and 

Figure 1.2 (d, e, f) represents noise in scanned book and article. 

Text 
Image 

Figure 1.1: OCR for plain document image. 

Pre-Processing 
Line 
Segmentation 

Feature extraction/ 
 Feature selection 

Recognition 

Recognized Text 

Noise 
removal 

Thresholding based 
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 OCR for Camera-based Image 

However, it is realized that scanner is expensive and it is not feasible for scanning  a 

large number of images (Doermann et al., 2003). In addition, color is limited to the 

scanner  (Doermann et al., 2003; P. Ye & Doermann, 2013). As a result, due to the 

advancement of new technologies, camera devices are introduced to replace scanner for 

capturing images. With this revolution, the OCR development is also extended to 

recognize complex documents such as degraded, distorted, historical, etc. in contrast to 

plain document image obtained by the scanner. Though camera devices are portable and 

provide flexibility in capturing images in terms of resolution, colors, etc., it introduces 

distortion such as low contrast, blur, perspective, multiple views, etc. while capturing 

images in contrast to scanner device. In order to reduce the effect of such issues, the new 

preprocessing methods are developed for enhancing the captured camera images  

(Jagannathan & Jawahar, 2005) as shown in Figure 1.3. For recognition, the method 

Figure 1.2: Examples of scanned documents where (a) Text in  proper 
scanned image,  (b) and (c) Skewed  book  and  article,  (d), (e), and (f) Noisy 

documents. 

               (a)                              (b)                               (c)  

                       (d)                           (e)                               (f) 
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follows the same steps of scanned OCR.  In Figure 1.4, some samples of camera-based 

images are shown where ‘a’ shows the proper camera based image, (b) and (c) are old 

and degraded documents, (d) is blurred and, (e) and (f) are perspective distorted images. 

 

Text 

 

Pre-Processing 

Word 
Recognition 

Line Segmentation 

Character 
Segmentation 

Word 
Segmentation 

Character 
Recognition Classifier OCR 

Binarization 

Without 
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/smoothing method 

Skew/noise 
corrections 

Degradation/blur/
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Feature Extraction 
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Figure 1.3: OCR for degraded, historical, blurred and distorted 
documents. 
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 OCR for Natural Scene and Video Image 

As a number of new applications mentioned in Section 1.1 emerge such as retrieving 

natural scene images, video images which contain text information for labeling images 

and video, license plate recognition to trace the vehicle, and assisting tourist person to 

translate one script to another script, the requirement and complexity of understanding 

images increase drastically  (Q. Ye & Doermann, 2015; H. Zhang, Zhao, Song, & Guo, 

2013). As a result, the image can suffer from the complex background, contrast, font, font 

size, orientation variations and distortion compared to clean document images. It is 

evident from the sample images shown in Figure 1.5 for natural scene images where one 

can see the complexity of the images for text detection and recognition. Similarly, Figure 

1.6 shows sample images for video where low contrast text with different applications 

can be seen. Figure 1.7 shows the sequence of temporal information for the same text. 

Therefore, to develop OCR for such images, the main steps are seen in Figure 1.8. Since 

Figure 1.4: Examples of camera based images where  (a)  Text in 
camera based image, (b) and (c) Degraded and old historical article,  (d) 

Blurred article, (e) and (f) Distorted and skewed article. 

                (a)                                 (b)                            (c)  

              (d)                                  (e)                              (f)  
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the images are complex compared to document images as discussed in the above, Figure 

1.8  shows the step called text detection which has been introduced for separation of text 

region from the non-text region. In case of video, since it provides temporal information, 

it can be explored in detecting and recognizing text for improving the performance. It is 

a major advantage in the video compared to natural scene images. Text detection helps in 

separating text as foreground and non-text as background resulting in a binary image. 

Once the method gets the binary image, the steps that discussed for camera-based images 

can be applied for the scene/video text recognition with modifications (Yingying Zhu, 

Yao, & Bai, 2016).   

 

 

Figure 1.5: Different types of scene text where (a) and (b)  Horizontal 
text in street map and organization name,  (c) Non-horizontal text in 

shop name.  

                   (a)                               (b)                               (c)                                                

Figure 1.6: Different types of video text, where (a), (b) Horizontal 
caption and scene text  in news video, (c) Non- horizontal text in license 

plate.  

                  (a)                               (b)                               (c)  Univ
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Figure 1.7: Different types of video text with temporal frames where, (a) 
Temporal frames containing distorted text of sports video, (b)  Temporal 

frames containing curved text of street video. 

                                                 (a)    

                                     (b) 
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Figure 1.8: Natural Scene/ Video based OCR. 
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 Motivation 

As discussed in the above section and observed from Figure 1.5, Figure 1.6, and Figure 

1.7 that most of the existing method focused on applications where simple text exists such 

as horizontal text, a particular type of text, etc. However, in reality, there are new 

applications, such as tracing the person in sports, marathon video and different types of 

the video where one can expect multi-type text, multi-fonts, multi-font size, arbitrarily 

oriented text apart from contrast and background variations. These challenges make text 

detection and recognition more complex and interesting (Grafmüller & Beyerer, 2013; J.-

G. Park & Kim, 2013; Risnumawan, Shivakumara, Chan, & Tan, 2014). These factors 

motivated to divide the whole problem into several sub-problems, namely multi-type 

video text recognition, multi-oriented text recognition and multi-type-oriented text 

recognition which will be discussed in subsequent sections.  

 Multi-Type Video Text Recognition 

For video understanding through text information, there are many methods developed 

in the recent time (D. Chen & Odobez, 2005; Saidane & Garcia, 2007; Z. Zhang & Wang, 

2013b). However, the performances of these methods are not consistent and not 

satisfactory. The main reason is that there are two texts-types in every single frame in the 

video, namely, scene and caption text. Scene text appears naturally in images whereas 

caption text is manually edited. The two types of texts differ in their nature and 

characteristics. Caption text has good contrast, quality, clarity, uniform color, uniform 

text size, font, and very often it is in the horizontal direction and displayed at the bottom 

of the video since it is edited. Besides, scene text has the following properties, namely, 

low resolution, complex background, variations in font or font size, non-uniform 

illumination effect, blur effect due to text or camera movements,  etc. and might appear 

anywhere in the frame. For example, videos of news especially sport which contains 

courts of different sports with captions (e.g., occurrence of a sports event, score summary) 
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and scene texts (e.g., player name or bib number). Figure 1.9 depicts some examples of 

multi-type video text frames where (a) and (b) contains scene and caption type of news 

event, respectively. In Figure 1.9 (c) and (d) are the example of video frames of sports 

news where caption and scene text, both appear in the same frame. Such multi-type texts 

create much complex and challenging issues in case of text detection and recognition. 

Therefore, achieving better results for video with a single method is hard compared to 

those images having only one type of text, such as natural scene images and document 

images.  

 

 Multi-Oriented Video Text Recognition 

As pointed out in the previous section, it is expected that the text of any orientation 

will be in video/ scene images according to applications. Therefore, recognizing 

arbitrarily oriented text is difficult because of extracting features without including 

background information unlike horizontal text. For instance, displayed text in shop name, 

(a)                                                                      (b) 

Figure 1.9: Examples of multi-type video text frame where (a) contains 
scene text type, (b) contains caption  type, and (c) and (d) contain both 

caption and scene types in news video.   

(c)                                                                        (d) 

Univ
ers

ity
 of

 M
ala

ya



11 

banner, and sports including player name become more stylish which makes detection 

and recognition more complex. Therefore, the challenges in text detection and recognition 

mainly comes from three aspects: (1) Diversity of character appearances in word or text 

line, (2) Complexity of cluttered backgrounds and (3) Arbitrary orientation of text in the 

images. The existing document OCR and camera-based OCR cannot handle non-

horizontal and curvy text. Most of the existing video-based OCR (Epshtein et al., 2010; 

K. I. Kim, Jung, & Kim, 2003; K. Wang, Babenko, & Belongie, 2011a) concentrate on 

recognizing horizontal or slightly non-horizontal texts, which will be discussed in next 

section of literature survey. Obviously, the pre-requisite of being horizontal extremely 

shrink the applicability of those methods in scenarios where images are taken casually 

under less controlled conditions as discussed in the beginning of the section. Thereby, 

multi-oriented video text recognition without any restriction on the background is more 

challenging. Specifically, curved text causes the recognition method to suffer more. 

Figure 1.10 depicts some examples of different orientated video text.   Horizontal text can 

be seen in news video as shown in Figure 1.10 (a). Figure 1.10 (b) shows the non-

horizontal text of building name and shop name due to unconstraint capturing and 

graphics style, respectively. Curvy text appeared in poster and banner are shown in Figure 

1.10 (c), where varying oriented characters are seen in single text line and word.  
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 Multi-Type Oriented Video Text Recognition 

There are chances of images containing both multi-type with different orientation text 

especially sports and marathon video where can see caption text, scene text of different 

orientations. Figure 1.11 portrays some examples of multi-type video text having 

different orientation, especially for scene text. In these examples, all caption text appear 

in a horizontal way but scene text in the different orientation. In Figure 1.11 (a) and (b), 

scene text of person’s bib number, placard and background board are seen in the 

horizontal and non-horizontal way for sports video whereas curvy scene text can be seen 

in wallboard and road in Figure 1.11 (c) for news video. These images are much more 

complicated than multi-type text images and multi-oriented text images. There are 

methods which address the issue of both type and orientation text individually. However, 

Figure 1.10: Examples of multi-oriented video text frame 
where (a) Horizontal text in news video, (b) Non-Horizontal 

text in shop and building and (c) Curvy text in poster. 

          (a) 

            (b) 

            (c) 
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when the methods are performed on the images where both the complexities exist, the 

method reports inconsistent results and poor results. Therefore, this is still considered as 

an unsolved problem for text detection and recognition.   

     

 Challenges 

Based on the above discussion, the challenges are listed and summarized for detecting 

and recognizing text in video and natural scene images.  

• Figure 1.12  and Figure 1.13 show that video can contain multiple types of text 

apart from caption and scene text shown in Figure of Section 1.2.3. As a result, it 

is necessary to develop a method for classification of different text types because 

Figure 1.11: Examples of multi-type oriented video text 
frame where (a) and (b) Caption text  in   horizontal and scene 

text in non-horizontal way for sports video, and (c) Caption  
text in horizontal and scene text in curvy way in news video. 

            (a) 

            (c) 

            (b) 
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it is hard to develop single or a unified method for many type text detection and 

recognition. The main reason is that as text appearance changes, the shape of 

character changes. This makes a problem for feature extraction to achieve better 

results.  

• It is a fact that due to contrast variations, the image can have different contrast 

and resolution. This results in disconnections in the character components and loss 

of significant information. Therefore, there is a need for increasing the resolution 

of text in the video or images for improving the accuracy of text detection and 

recognition.  

• In sports and marathon images, text detection is difficult because of complex 

background and limited text information. This combination makes detection and 

recognition of text more challenging.  

• Since text detection is pre-processing step, it detects both caption and scene text 

well. However, recognition is not as easy as text detection. The main reason is 

scene text can exhibit any characteristic while caption text has fixed 

characteristics. Therefore, it is required to classify the caption and scene text 

before recognition.  

• When the shape of character changes along with low contrast, and orientation, it 

is difficult to apply a binarization method for recognition. Therefore, it is required 

to implement a robust method without binarization.  
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 Objectives 

To address the above challenges mentioned and discussed in the previous section, the 

following objectives are set to achieve the goal.  

        a                                     b                              c  

             d                                     e                            f 

Figure 1.12: Challenges in marathon video text detection & 
recognition,  (a) and (b) contain horizontal text, (c) and (d) contain 
non-horizontal text,  (e) and (f) contain occluded and distorted text. 

 

 
Figure 1.13: Challenges in video text recognition, (a) Cursive text 

(b) Curvy Text (c) Text with low resolution (d) Text with variant 
illumination (e) Text with Artifact (f) Curvy text with complex 

background, (g) Multi-type text (caption and scene). 

          a                                 b                             c  

                  d                                 e                            f 
 

                  g 
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i. To overcome the issue of different text appearance of video according to different 

applications, the combination of rough-fuzzy is explored for classification of video 

frames of different text.  

ii. To increase the low contrast text information, a general enhancement algorithm is 

introduced using fractional calculus for video/images.  

iii.   To ease the background complexity, multimodal approach such as face, skin and 

spatial approach such as texture and context on enhanced video is investigated such 

that subsequent steps work well.  

iv. To reduce the complexity of recognition in video, DCT coefficient is explored for 

separating scene and caption text.  

v.  To prevent the loss of shapes from the binarization, Bayesian-based probabilistic 

approach is introduced for recognition of text. Furthermore, to expand the method 

for the different scripts, the fusion of SVM and HMM is exploited for scene/video 

text recognition.   

 Contributions 

This thesis investigates an efficient text recognition techniques in the video. The 

contributions of this thesis to video text recognition are listed below and address the 

problem discussed in Section 1.3. The overview of contribution is shown in Figure 1.14. 

Contribution 1:  First as one of the major contribution of the thesis, a classification 

method has been proposed for classifying text frames from different video types. When 

the text components share the same characteristics, this leads to confusion, uncertainty. 

To alleviate this issue, the proposed work combines the rough and fuzzy for classification 

of video frames.  

Contribution 2: Exploring fractional calculus for enhancing the low contrast text 

information distorted by Laplacian operation is new. Despite Laplacian operation 
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enhances the low contrast text information, it introduces noise. To reduce the effect of 

noise, a fractional calculus-based model is introduced which suppress background and 

noise such that edges get sharpened.  

Contribution 3:  For the images like sports and marathon, to reduce the complexity of 

the background, a multimodal approach which combines face, torso detection is proposed 

to increase the performance of text detection and recognition. The way the proposed work 

utilizes the advantage of the face, torso detection is the main contribution.  

Contribution 4: Fourth, a classification method has been proposed to classify 

caption/graphics/superimposed and scene texts in video frames for addressing text 

recognition which can significantly improve the recognition performance. This 

classification   scheme explores frequency domain features instead of pixel information 

in spatial domain which is not good in handling noise and distortion. This module 

explores Discrete Cosine Transform and wavelet coefficients of sub-bands at different 

levels for detecting text candidates.  

Contribution 5: Finally, the fifth contribution as a major purpose of thesis aims to 

develop recognition method which can handle contrast variation, multi-type of video text, 

variant font style, orientation, and scripts. To achieve this, the Bayesian classifier is 

explored for recognition through binarization. To prevent the loss of information by 

binarization, a method without binarization is proposed based on fixing automatic 

window detection to extract statistical and texture features in contourlet wavelet domain. 

The proposed method utilizes spatial and frequency domain to preserve the character’s 

shape.  
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 Layout of the thesis 

The organization of the chapters in this thesis is as follows: 

 In Chapter 1, a preview of the whole thesis has been provided including the 

motivation of undertaking this research, research background, challenges, 

objectives and contributions.  

  In Chapter 2, the existing recognition methods are reviewed in an elaborate 

manner in order to understand the necessity of employing video classification, 

enhancement model, video text type classification, and recognition. 

Input: Video Frame 

 Video Categorization  

Text Detection and 
Spotting 

Text Recognition 

Output recognized Text 

Fuzzy-Rough based video image 
categorization 

Fractional possion model based video 
image enhancement 

Text Detection and Keyword spotting 
in video 

Caption and scene text type 
classification in video  

Multi-type oriented video text 
recognition  

Figure 1.14: Block diagram of contributions to video text recognition. 

Text Enhancement  

Text Type Classification 
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 In Chapter 3, a new novel fuzzy-mass based method has been proposed for 

classifying text frames from different video types. Fuzzy logic has been 

introduced for identifying straight and curved components in the edge image. 

For identified edge components, mass-based features and proximity-based 

features are extracted locally and globally in a new way by drawing 

consecutive ellipses over the image. Then Support Vector Machine is 

employed on extracted features for the final classification. 

 In Chapter 4, a new enhancement model has been proposed based on Fractional 

Poisson for increasing fine details in natural scene images as well as video by 

suppressing the noises introduced by Laplacian operation. The proposed 

method considers edges and their neighbour information to derive a 

mathematical model to increase the low contrast information in the scene 

image as well as in video.   

 Chapter 5 presents a multimodal approach for detecting text in the complex 

images using face, torso detection and then text detection. The detected words 

are used for spotting text in the video. This step extracts texture-spatial and 

context-based feature to capture spatial arrangement of pixels in a word. These 

features together reduce the false positive and improve the word retrieval 

relevance accuracy.  

 In Chapter 6, a new idea has been proposed of exploring Discrete Cosine 

Transform for identifying tampering information for the classification of 

caption and scene texts. Furthermore, a new idea of exploring positive and 

negative coefficients of wavelet decomposition is also explored for detecting 

text candidates. The distribution of text and non-text candidates over caption 

and scene word images are studied in a novel for classification.   
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 In Chapter 7, a new binarization algorithm has been developed for video image 

by introducing a Bayesian probabilistic technique. Furthermore, a new idea of 

fixing window is proposed for the character components of arbitrarily oriented 

words based on the angular relationship between sub-bands and a fused band. 

For each window, features are extracted in contourlet wavelet domain to detect 

characters with the help of an SVM classifier. For each detected character, 

HMM is proposed for recognizing words and characters of any orientation 

using the same feature vector. 

 Conclusions are given in Chapter 8. First, a summary of the main contribution 

has been given. Finally, future work is reported. 
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CHAPTER 2: LITERATURE SURVEY 

 Background 

In the previous chapter, the importance, application, future challenges and objectives 

of the thesis are explained. This chapter presents the review of each contribution of the 

work to understand the state of the arts in video and to show that existing methods have 

inherent limitations to find an accurate solution of detection and recognition to multi-type 

and multi-oriented text. 

 Video Image Categorization 

    Categorization of images and videos is a common problem in image processing 

domain. There are mainly four categorization approaches. These are an image without 

text, an image with text, video without text and video with text categorization. This 

section presents a review of the above-mentioned categories in the following sub-

sections. 

   Without Temporal Information 

    In this approach, single frame or scene image is used for classification instead of 

temporal information. This approach can be divided into two classes, namely, natural 

scene image/video frame (without text) categorization, and Image/video text (with text) 

categorization. 

 Scene/Video Frame Categorization  

      There are mainly three processing steps in standard image classification pipeline: first, 

extracting spatial cue like texture using local feature, for example, SIFT (Scale Invariant 

Feature Transform) (Lowe, 2004), HoG (Histogram of Gradients) (Dalal & Triggs, 2005), 

or SURF (Speeded-Up Robust Features) (Bay, Tuytelaars, & Van Gool, 2006)); second, 

encoding of local feature descriptors using the bag-of-words (BoW) (Csurka, Dance, Fan, 

Willamowski, & Bray, 2004) or Fisher vector (FV) (Perronnin, Sánchez, & Mensink, 

Univ
ers

ity
 of

 M
ala

ya



22 

2010) representation; and finally, training the encoded features by classifier, such as, 

Support Vector Machine (SVM), Neural Networks (NN). For example, a combination of 

SIFT and probabilistic approach has been proposed in Bosch et al. (Bosch et al., 2008) 

for scene image classification. For learning representation about thousands of objects 

from millions of images, a CNN-based classifier (Krizhevsky, Sutskever, & Hinton, 

2012) have exceeded the accuracy of related literatures on many challenging image 

datasets. Deng et al. (Deng et al., 2009) has obtained the very promising result using large 

networks trained on ImageNet. They experimented on many standard image classification 

datasets and with an SVM. Razavian achieved the same result with an SVM even with no 

fine-tuning (Razavian, Azizpour, Sullivan, & Carlsson, 2014). Sometimes, the model 

which is trained on one dataset (Krizhevsky et al., 2012) has been successfully transferred 

to the other dataset. This type of model is used as a mid-level image representation 

(Girshick, Donahue, Darrell, & Malik, 2014; Razavian et al., 2014). It shows good results 

in object and action classification and localization (Oquab, Bottou, Laptev, & Sivic, 2014; 

Razavian et al., 2014). Similarly, for image classification, deep learning (Lazebnik, 

Schmid, & Ponce, 2006) has also been explored. For image annotation, a large number 

of features are extracted from cloud computing. The performance of this system relies on 

the type and shape of the objects present in learning database.  Nowadays,  deep learning 

has been explored by many researchers for video classification because it has been proved 

from many state-of-the-art studies, that deep learning framework solves the complex 

image classification problem with higher accuracy (Cloud Vision, 2011; Dunlop, 2010; 

J. Liu, Chen, Zhu, Liu, & Metaxas, 2016; Nogueira, Penatti, & dos Santos, 2017; Ohn-

Bar & Trivedi, 2017; D. Tian, Sun, & Vetro, 2016; Z. Xu, Hu, & Deng, 2016). However, 

most of the methods focus on particular data types, and deep learning frameworks are 

designed according to requirements (W. Liu et al., 2017). Besides, optimizing parameter 

and annotating a large samples are the tricky and cumbersome process, respectively. 
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Therefore, the complex general video image classification problem cannot be solved by 

these methods. 

     From the above discussion, it is noted that the methods ignore text information in the 

images or video image for understanding content. Most of the methods focus on shapes 

of the objects in the image and consider character as one of the objects for studying the 

content of the image. However, the methods do not consider advantage of text 

information, which helps to extract meaning close to content. 

 

 Video Text Image Categorization  

     In general, the video text provides information in the form of scene text or sub-

tiles/caption which helps in understanding the semantics of the images easily. Therefore, 

this section reviews the methods on video or scene with text information. 

   There are a very few text frame classification methods in the literature. These methods 

help to increase the accuracy of text detection methods. For instance, Qin et al. (Qin et 

al., 2016) extracted spatial, structural and statistical features for classifying text type 

images. However, these methods cannot solve the problem when images have uncertainty 

and ambiguity. In addition, the classes considered in this work are different for 

classification. Shivakumara et al. (Shivakumara & Tan, 2010) proposed an edge based 

method to identify text and non-text block. The edge-based features, like, height and 

straightness of the edges are exploited in the block level. However, the block losses its 

text properties due to fixed size blocks. Therefore, the classification accuracy is not 

satisfactory for text frame compared to the  non-text frame. In another work, Shivakumara 

et al. (Shivakumara, Dutta, Phan, Tan, & Pal, 2011) proposed a text frame classification 

based on wavelet and moments at the block-level to identify the text candidate. Although 

the performance of the method is satisfactory on different orientation, scripts, etc., the 
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accuracy is not good for some text frames. The reason is that very strict conditions are 

imposed on the blocks for identifying the text.   

   In summary, the above methods are good for the images but not video because the 

method ignores vital information of video, such as temporal information for 

understanding content of the images. In addition, current video categorization approaches 

do not consider the relationships among video semantic; rather they often generate 

multiple tags to a video sample.  

   With Temporal Information 

    In this subsequent sections, categorization methods that utilize temporal frames will be 

reviewed.  

 Video Categorization  

One straightforward approach considers a video as a set of images and relies on 

techniques designed for image classification discussed in subsection 2.2.1.1. The progress 

of video classification using temporal information has been accelerated by robust features 

like SIFT, HOG, and SURF. For example, HoG feature based on 3D spatial-temporal 

gradients (Klaser, Marszałek, & Schmid, 2008) has been used  for action recognition. 

Similarly, Harris corner detector is introduced into 3D volumes (Laptev, 2005) to detect 

space-time interest points due to its great success in 2D application. Wang et al. (H. Wang 

& Schmid, 2013) presented an approach based on densely sampled local patches for  

estimating dense trajectory features. This feature is tracked over temporal frames in an 

optical flow field.  Later, quantization techniques like Fisher Vector and Bag-of-Words 

are combined with the extracted features. This fusion achieved prevailing performance 

on different types of standard databases (Han, Singh, Morariu, & Davis, 2017; Oneata, 

Verbeek, & Schmid, 2013). Although this approach can model the local motion patterns 

for a short period of time, it totally ignores the temporal feature of videos. 
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Graphical models, such as, Hidden Markov Models (HMM), Conditional Random 

Fields (CRF), Probabilistic graphical model (PGM), etc., have widely been applied to 

extract spatial structure and long-term temporal pattern (Tang, Fei-Fei, & Koller, 2012; 

Vail, Veloso, & Lafferty, 2007; Y. Wang & Mori, 2009). For example,  Tang et al. has 

proposed an approach based on HMM (Tang et al., 2012). They explored a variable 

duration HMM and latent variables are explored over the frames of a video. The 

advantage of this model is that it performs fast, which is very important for processing a 

very large number of videos efficiently and quickly. A graphical model is proposed by 

Deng et al. (Deng et al., 2009) to encode hierarchy structure for improving classification 

accuracy. Fernando et al. (Fernando et al., 2015) explored the spatial and motion 

information. They introduced a learning-based temporal pooling method for capturing the 

global temporal feature. Wang et al. (L. Wang et al., 2016) modelled long-range temporal 

structure in a temporal segment network. They combined video-level supervision and 

sparse temporal sampling technique for efficient and effective learning. Recently, LSTM 

(Long short-term memory) has been explored in sequential modeling for video 

classification by many researchers due to its success in speech recognition (Graves, 

Mohamed, & Hinton, 2013) and video captioning (Sutskever, Vinyals, & Le, 2014). It 

helps to extract temporal dynamics of a video. Srivastava et al. (Srivastava, Mansimov, 

& Salakhudinov, 2015) proposed an auto-encoder framework  to learn video features. 

This framework is based on LSTMs. A long-term recurrent convolutional networks 

(LRCNs)  has been proposed by  Donahue et al. (Donahue et al., 2015). This approach 

integrates long-range temporal recursion and convolutional layers. Two LSTM models 

are used. These are spatial and motion features, extracted from CNN. A multiple-layer 

LSTM has been proposed by Ng et al. (Ng et al., 2015). In this approach, LSTM is 

extended to five layers and integrated with several pooling architectures. This type of 

architecture leverages LSTMs to acquire temporal structure and it avoids the 
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shortcomings of the frame based CNN approach.  There are many literature works which 

work on the fusion of multiple features or multiple approaches to accelerate classification 

score.  Mainly, there are two fusion approaches, i.e., early fusion and late fusion. Early 

fusion is performed at the feature level whereas later is executed at the classification score 

level (Snoek, Worring, & Smeulders, 2005), (Y. Yang et al., 2013). Generally, early 

fusion combines features by simple concatenation (H. Wang & Schmid, 2013) or a linear 

combination of their kernels (Jianguo Zhang, Marszałek, Lazebnik, & Schmid, 2007) 

before classification. Additionally, Multiple Kernel Learning (MKL) approach can also 

be used to combine feature kernels to learn the weights automatically. On the other hand, 

late fusion approach combines prediction scores from multiple classifiers (D. Liu, Lai, 

Ye, Chen, & Chang, 2013; G. Ye, Liu, Jhuo, & Chang, 2012). Due to the simplicity, both 

fusion methods work well. However, the features or prediction scores are assumed to be 

explicitly complementary to one another; thus these approaches fail to capture potential 

hidden correlations among features. Recently, Deep Boltzmann Machines (DBM), has 

been applied  by Srivastava et al. (Srivastava et al., 2015) and   deep auto-encoder has 

been exploited by Ngiam et al. (Ngiam et al., 2011). These techniques learn the 

association among different modalities, for example, image and text. In Wu et al. (Z. Wu, 

Jiang, Wang, Pu, & Xue, 2014) relationship between feature and class is explored by 

imposing trace norms. From the above-stated literature, it can be said that the context 

feature or co-occurrence of semantic information, can provide useful a clue. For example, 

Rabinovich et al. (Rabinovich, Vedaldi, Galleguillos, Wiewiora, & Belongie, 2007) 

proposed a CRF model incorporating the semantics context information. The internal 

relationships of video semantics is captured by Wu et al. (Z. Wu et al., 2014) for  

regularizing the categorization process. To anticipate the context of a category, Chen et 

al. (X. Chen & Gupta, 2015) exploited confusion matrix during training of CNN's. To use 

CNN on video data, the most straightforward strategy is stacking frames as inputs. Using 
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3D convolutions (Ji, Xu, Yang, & Yu, 2013; Karpathy et al., 2014; Tran, Bourdev, Fergus, 

Torresani, & Paluri, 2014), this CNN-based approach learns spatial-temporal features. 

However, these works did not perform well compared to existing trajectory features (H. 

Wang & Schmid, 2013). To effectively model 3D signals, Simonyan et al. (Simonyan & 

Zisserman, 2014) explored separately two CNN’s to capture spatial and motion structure.  

Following the same idea, Wang et al. (Xiaolong Wang, Farhadi, & Gupta, 2016) 

introduced a method which learns the transformation between two states. Different types 

of fusion strategy are integrated by Feichtenhofer et al. (Feichtenhofer, Pinz, & 

Zisserman, 2016) to combine spatial and temporal information. Generally, stacked optical 

flow images are not considered; thus the temporal information of videos are avoided to 

reduce computation complexities. Wu et al. (Z. Wu, Jiang, Wang, Ye, & Xue, 2016) integrated 

CNN and LSTM to utilize the advantages of both the approaches. Specially, spatial, short-term 

motion, and audio clues are modelled in different layer of CNN and long-term temporal dynamics 

are explored using LSTM networks. 

  In summary, the current methods use temporal structure but ignore text in the image for 

categorization. As a result, the methods process a large number of temporal frames using 

complex operations; thus become expensive.   

 

 Video Text Image Categorization 

     This section reviews the methods that use text information for categorization. 

      Dimitrova et al. (Dimitrova, Agnihotri, & Wei, 2000) has classified a TV program 

based on text/face. The video clip is represented as a series of frame labels using HMM 

method. The label strings as observation sequences are used to train HMM’s. The final 

model estimates the probabilities or confidence score of the test clip being one of the four 

categories of TV programs (news, commercials, sitcoms and soaps). Shahraray and D. 

Gibbon (Shahraray & Gibbon, 1995) explored  two information, mainly, key-frames and 
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text information of news video. In this approach, automatic structural and content analysis 

are not required.  Xu et al. (C. Xu, Wang, Wan, Li, & Duan, 2006) have proposed a novel 

framework for event detection incorporating web-casting text in sports video. The authors 

have extended their work in (C. Xu et al., 2008).  Zhang and Chang (D. Zhang & Chang, 

2002) have detected baseball video event using caption text detection and recognition. A 

integrated method using text and visual features  has been proposed by Brezeale and Cook 

(Brezeale & Cook, 2006) for video classification. This approach extracts closed captions 

from DVDs and caption are represented as term-feature vectors. Finally, an SVM is used 

for classification. There are some works which have used multi-modality approach for 

video text categorization (Evangelopoulos et al., 2009; Q. Huang, Liu, Rosenberg, 

Gibbon, & Shahraray, 1999). For instance, Huang et al. (Q. Huang et al., 1999) has 

integrated audio, video, and text for automatic generation summary of news clips. Qi et 

al. (Qi, Gu, Jiang, Chen, & Zhang, 2000) explored a combination of audio, visual  and 

text in a video. This fused technique extracts content and structure information of video. 

A new frame classification method has been proposed in (N. Sharma, Shivakumara, Pal, 

Blumenstein, & Tan, 2015) using linear and non-linear properties of the text component. 

Manisha and Sharmila (Manisha & Sharmila, 2016) have classified text frame in video 

sequence before feeding it into detection and recognition method to increase accuracy. 

    In summary, because of arbitrary text movement, variation in background, low contrast 

and low resolution, the methods may not work well for the arbitrary orientated text. In 

addition, there is no proper method reported in the current literature to decide the frames 

needs to be processed for categorization.  

 Video Image Enhancement 

In general, video suffers from low resolution. There are many methods proposed for 

video and image enhancement which can be classified as image enhancement where they 
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focus general images, video enhancement where they explore temporal information for 

enhancement and video text enhancement where the method focus on text in the image. 

 Image Enhancement  

     There are a number of image enhancement approaches reported in the literature. The 

most popular approach is the Unsharp Masking (UM) technique (Polesel, Ramponi, & 

Mathews, 2000) for image enhancement. The approach consisted of three basic steps. 

First, a low-pass filter is applied on target image to make it blurred. After that, the 

disparity between blurred and observed image is calculated. Finally, a part of the disparity 

is added to the target image. Although this method is robust to recover the sharpness of 

the image, it introduces unwanted ringing artifacts in the image. There is another class of 

enhancement method, which  is shock filter (Guichard & Morel, 2003; Rudin, 1987).  In 

this approach, image edges are enhanced by finding the solution of an inverse partial 

differentiation. A dilation and erosion based process has been proposed by Osher and 

Rudin (Osher & Rudin, 1990). This approach sharps the images. However, due to the 

morphological operations, the enhanced image becomes piecewise constant. There are 

many other types of shock filters designed by (Guichard & Morel, 2003; Schavemaker, 

Reinders, Gerbrands, & Backer, 2000; Weickert, 2003) to enhance edges. The shock 

filters can generate a highly sharp enhanced image; however, it sharps all the detected 

edges irrespective of their original sharpness. 

   Recently, there have been many enhancement works which are based on super-

resolution of a single image. The techniques of super-resolution are classified into three 

categories, namely, interpolation, reconstruction, and learning technique. In, the 

interpolation-based approach (Hou & Andrews, 1978; X. Li & Orchard, 2001; Thévenaz, 

Blu, & Unser, 2000) surrounding known pixels interpolate the value of unknown pixels 

to increase the resolution. Recently, some authors have made a sophisticated interpolation 

using the sparse mixing estimation (Mallat & Yu, 2010) and 2-D autoregression 
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(Xiangjun Zhang & Wu, 2008). However, the interpolation-based approach blurs the 

high-frequency details if image has jaggy artifacts. The second, reconstruction based 

approach (Baker & Kanade, 2002; Ben-Ezra, Lin, & Wilburn, 2007; Irani & Peleg, 1993; 

Lin & Shum, 2004) imposes a reconstruction constraint. This entails the down-sampled 

and smoothed images, generated from the high-resolution (HR) image. A typical 

reconstruction based method is Back-projection (Irani & Peleg, 1993). It creates jaggy or 

ringing artifacts in the vicinity of edges because no regularization parameters are 

constrained. Therefore, for reducing these artifacts, it is necessary to regulate the 

reconstruction constraint. Nowadays, machine learning approach has been applied to 

single image super-resolution (SR) using low-resolution (LR) and high-resolution (HR) 

image. The co-relation or association between LR and HR patches has been learned by 

machine learning. In the learning-based approach, high frequency details  are 

“hallucinated” from HR/LR image pairs, present in a training set (Chang, Yeung, & 

Xiong, 2004; Fattal, 2007; Freeman, Jones, & Pasztor, 2002; Freeman, Pasztor, & 

Carmichael, 2000; Jianchao, Wright, Huang, & Ma, 2008; Q. Wang, Tang, & Shum, 

2005). In (J. Sun, Zheng, Tao, & Shum, 2003), primal sketches such as,  corners,  edges, 

and ridges, are hallucinated because these features are more susceptible for recognition 

to the human eye. The main disadvantage of the learning-based approach is that the 

number and types of training data determine the performance of the system. The selection 

of a number of training examples is fuzzy to the generic images. An edge statistics using 

Edge-Frame Continuity Moduli (EFCM) has been proposed by Fattal (Fattal, 2007). For 

image up-sampling, the learning of EFCM is done between HR and LR pairs. Various 

learning algorithms have been explored to learn the relationship between LR to HR. Some 

of learning algorithms are nearest neighbor approaches (Freeman et al., 2002),  manifold 

learning (Chang et al., 2004), sparse coding (C.-Y. Yang, Huang, & Yang, 2010; J. Yang, 

Univ
ers

ity
 of

 M
ala

ya



31 

Wang, Lin, Cohen, & Huang, 2012; Zeyde, Elad, & Protter, 2010), and convolutional 

networks (Dong, Loy, He, & Tang, 2014).  

    However, the learning methods have some disadvantages. First, the selection of types 

and number of images for training are not clear. Therefore, a training set consisted of 

wide variations data are often required to learn a vast LR-HR dictionary. Second, for 

every new type of data, the model needs to be retrained using sophisticated learning 

algorithms. To avoid problems associated with learning methods, internal patch 

redundancy is exploited by several approaches (Ebrahimi & Vrscay, 2007; A. Singh & 

Ahuja, 2014) for SR. The fractal properties of images are extracted from the image 

(Barnsley, 2014). Ebrahimi and Vrscay (Ebrahimi & Vrscay, 2007) fused concept of 

example-based approaches and fractal coding (Barnsley, 2014). Non-local means filtering 

(Buades, Coll, & Morel, 2005) is an example of this approach. The author explored self-

similarity technique. Similar to this, Michaeli and Irani  (Michaeli & Irani, 2013) applied 

self-similarity to blur kernel and recover the HR image. Singh et al. (A. Singh, Porikli, & 

Ahuja, 2014) extended the self-similarity approach to convert the noisy image into SR. 

           However, through self-similarity matching, these methods are not sufficient to 

handle multiple planes and recover regular textural patterns. In addition, these methods 

do not perform well in both video, and natural scenes in one framework as these are not 

a generic SR algorithm. 

 In summary, it is noted from the review that strong attention has been given in 

modeling natural image in the last 2 decades. But it is a fact that the resolution of the 

video is much lower than scene image due to a variety of capture mediums as seen in the 

Introduction section. Therefore the method may not work well for video. 

 Video Enhancement  

In this section, the existing works of enhancement from the low-resolution video are 

reviewed. Various super-resolution methods have been explored on low resolution input 
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videos. For enhancing the resolution, some have introduced in the frequency domain 

(Tsai, 1984), and some have designed in the spatial domain (Keren, Peleg, & Brada, 

1988), and there exist methods which combine both approaches (Demirel & Anbarjafari, 

2011). In video enhancement, registration plays an important role. The researcher has 

investigated many techniques to obtain a good registration; thus subsequently, they 

improved resolution enhancement. For example, Reddy and Chatterji (Reddy & Chatterji, 

1996) has explored an approach using frequency domain for increasing the resolution. A 

motion estimation technique has been proposed  in (Irani & Peleg, 1991). In this approach, 

translations and rotations are considered for video enhancement. A frequency domain 

technique has been presented by Cortelazzo and Lucchese (Lucchese & Cortelazzo, 2000) 

for estimating planar roto-translations. Vandewalle et al. (Vandewalle, Süsstrunk, & 

Vetterli, 2006)  also exploited in a frequency domain. In their method, images were 

represented by a planar motion. 

An important role is played by high frequencies in resolution enhancement in video. 

Therefore, it is useful if high frequency is separated from low frequency. Wavelet 

transform is one of the widely used tools especially in video super-resolution techniques 

(Anbarjafari & Demirel, 2010; Piao & Park, 2007). Mallat (Mallat, 1999) proposed a 

discrete wavelet transform (DWT) in a video sequence. This one-level DWT operates on 

a single frame at a time. DWT yields a low-frequency sub-band, and three high-frequency 

sub-bands. These sub-bands are oriented at 0◦, 45◦, and 90◦. Similar to DWT, there is 

another approach, named as Stationary video transform (SWT). Unlike DWT, SWT does 

not down-sample the input; hence the input and output sub-bands have the same size. 

Anbarjafari et al. (Anbarjafari, Izadpanahi, & Demirel, 2015) proposed a new method 

using DWT and  SWT for enhancing video resolution. Before registration process, they 

applied an illumination compensation technique and then used SWT and DWT. They 

applied these two-transform techniques for maintaining the high-frequency part. 
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From the above review, it is noted that the same enhancement methods cannot be used 

for video text enhancement because these are applicable to general video but not on video 

text. In following subsection literature survey of video, text enhancement has been 

reviewed. 

 Video Text Image Enhancement 

      A few number of image/video enhancement approaches has been found in literature. 

As mentioned in previous sub-sections, interpolation method such as cubic-spline 

interpolation is most familiar technique used in enhancement. Interpolation method 

mainly creates two problems. First, smoothing is indiscriminate. It causes blurring in 

sharp edges of text. Second, this approach is unpredictable. Therefore for maintaining 

consistency and ensuring distinct boundaries, a robust model is needed. A deblurring 

method has been proposed on scene text  in video by Li and Doermann (Huiping Li & 

Doermann, 2000) using projection technique. This is especially suited for caption text as 

these texts have clear translation between temporal frames in video. Similarly, a 

projective transform motion model in image sequences has been presented by Capel and 

Zisserman (Capel & Zisserman, 2000) for increasing resolution of text. In both the 

approaches (Capel & Zisserman, 2000; Huiping Li & Doermann, 2000), the authors 

improved the images quality. For enhancing text edges, Mancas-Thillou and Mirmehdi 

(Mancas-Thillou & Mirmehdi, 2005) adapted Teager filter. This filter extracts the high 

frequencies in a video frame.  Any text image property is not considered by most of these 

prior models. A text-specific prior model has been explored by Donaldson and Myers 

(Donaldson & Myers, 2005) using local smoothness with step discontinuity. Although 

piecewise smoothness reduces false speckles in video, but it fails to enhance edges of 

text. A training-based, Bayesian framework was employed by Dalley et al. (Dalley, 

Freeman, & Marks, 2004). Park et al. (J. Park, Kwon, & Kim, 2005) proposed an edge-

based method for enhancing resolution. Initially, the method detects the edges to sub-
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pixel accuracy in video. Then the information of compressed edge is fused into the super-

resolved image with the help of an MRF formulation. For improving the contrast of a 

video text frame, Sattar and Tay (Sattar & Tay, 1999) integrated fuzzy edge detectors and 

a multi-resolution pyramid. A nonlinear optimization was investigated on a grayscale 

image. This optimization minimizes a Bimodal Smoothness Average rate. The 

smoothness function performs well due to its robust property. However, edge and texture 

especially in the corner of text are not preserved by this smoothness function. Here, a 

differential equation based method that process direction of the smoothness constraint is 

characterized by the gradient magnitude. In this approach, the main advantage is that 

random attribute is not considered in the image. Generally, this technique generates a 

negative results around the corners and edges of character. Existing methods 

(Ayyalasomayajula & Brun, 2014; C. Chen, Zhang, Bu, Wang, & Chen, 2010; Howe, 

2013; Phan, Shivakumara, & Tan, 2009; Caijuan Shi, Ruan, & An, 2014; Shivakumara, 

Suhil, Guru, & Tan, 2014) have been exploited based on gradient operation with 

Laplacian mask to enhance text information in video images. Generally, Laplacian helps 

in identifying abrupt changes from background to foreground and vice versa. It provides 

high peaks in positive and negative direction in those changes. This peak information is 

useful for detecting, and recognizing text as this information is the basis for extracting 

features to detect text and separate foreground (text) from the background in binarization. 

By integrating stroke-width transform (SWT) and Grab-cut method, Bosamiya et al. 

(Bosamiya, Agrawal, Roy, & Balasubramanian, 2015) proposed an enhancement method 

in text video. 

   In summary, from the above discussion, it can be inferred that there is no consistent 

enhancement method for reducing the noise effect of Laplacian operation. This shows 

that there is no generalized model for reducing the effect of Laplacian operation.   
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 Text Detection and Spotting in Video 

In the previous section, a detailed review has been presented on enhancement methods 

for video. This section presents a review on text detection and word spotting which are 

required for text recognition in video. 

 Text Detection  

Numerous approaches have already been explored on text detection from natural scene 

images. This section also reviews the literature on text detection in video. The review also 

includes the synopsis of improvement made in the field of horizontal, non-horizontal, 

multi-oriented, multi-types text detection techniques from video. 

 Text Detection in Natural Scene Image   

As an example, a method is proposed by Epshtein et al. (Epshtein et al., 2010) on text 

detection in natural scene images using stroke width transformation. The method detects 

text following the assumption that the width will remain constant over all character-

components and then the eliminations are done based on the extracted text properties. The 

stroke-width method can detect horizontal and slightly inclined but not multi-oriented and 

multi-typed ones. Similarly, in (C. Yi & Tian, 2012), the author explored text detection 

using stroke segmentation, clustering, and string classification in scene images. To filter 

out background interferences, the approach fuses stroke segmentation based on the fusion 

of structural and color aspects of the stroke, clustering and text-segment classification 

based on the Gabor based features. However, it might not perform well in low resolution 

image due to its dependency on color.  

In (Yao, Bai, Liu, Ma, & Tu, 2012), the author extracted geometrical features and 

stroke-width from connected components for identifying probable text entries of any 

arbitrary orientations. Finally the actual text was identified based on the candidate linking 

and chain analysis methods. Having addressed the orientation aspects, this method was 
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not able to find solution for multi-script text, whereas Gomex and Karataza et al.  (Gomez 

& Karatzas, 2013) introduced an approach by investigating the MSER and single linkage 

clustering for detecting multi-script text. Despite its robustness in detecting multi-script 

text, the way value chosen in this paper may not be applicable for arbitrary orientations 

and other languages.  Color External Regions and neural network based generalization 

had been proposed by Sun et al.  (L. Sun, Huo, Jia, & Chen, 2014) for text detection. 

However, there lies a challenge to apply this supervised method which is again limited to 

horizontal text, for a generic and real-life application like multi-script detection, etc. In  

(Yin et al., 2014), the author proposed a method exploring MSER to find possible test 

candidates.  Single-link clustering technique was used to link probable text candidates. 

Then the method eliminates false positives using a classifier. The method works well for 

scene and Born digital images.  However, the applicability is limited to the horizontal 

direction. A robust text line detection method was proposed by Kang et al. (Kang, Li, & 

Doermann, 2014) based on the higher order correlation based partitioning of MSER and 

regularization method. Finally, for eliminating false positives, a texture-based classifier 

is used. Similar to other MSER based method, this method can only detect straight text 

line.  For two-level hierarchical method has been proposed by Rong et al. (Rong et al., 

2014) where connected components are identified through adaptive thresholding, 

followed by SVM based classification of text segments. This supervised, adaptive 

threshold based method might not perform well for complex video text images directly. 

A random forest-based unified framework has been proposed by (Yao, Bai, & Liu, 2014) 

for segregating text and non-text.  This supervised technique performs poorly for multi-

oriented text images. The method proposed by Wang et al. (L. Wang et al., 2014) depends 

on the identification of user's intention specific connected components by adaptive 

thresholding. In their work, AdaBoost classifier was employed to categorize text 

candidates based on the geometrical and texture related features. Although the method 
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has less computational overhead, it does not take care complex background related 

interferences. Besides, the method can only perform horizontal text direction. Wang et al. 

(Xiaobing Wang, Song, Zhang, & Xin, 2015) introduced a multi-layer segmentation and 

CRF for text detection.  The method developed by Yuan et al.  (Yuan, Wei, Liu, Zhang, 

& Wang, 2015) used the dimensions and distance related features of candidate regions. 

The method extracts full text lines using seed candidate regions. Finally, for filtering false 

positives, a sparse classifier is used.  The robust hybrid approach introduced in (Z. Zhao, 

Fang, Lin, & Wu, 2015), depends on the generation of confidence map through learning-

based partial difference equations. Specifically the map is generation via adaptive 

binarization technique along with cluster-based analysis. Simple color symmetry based 

rules govern the detection of text in scene image.  However, adaptive binarization makes 

it sensitive to background complexity. For multi-orientation scene text detection, Yin et 

al. 2015 (Yin, Pei, Zhang, & Hao, 2015) proposed adaptive clustering. The possible text 

candidates are grouped using this technique. A simple combination of various characters 

cues has been used by Agarwal et al. (A. Agrawal, Mukherjee, Srivastava, & Lall, 2017) 

for creating bound boxes around text regions. HOG, PHOG and variance of stroke widths 

precisely refine text regions created by edge enhanced MSER.  The Fully Convolution 

Network-based method (FCN) mentioned by Zhang et al. (Z. Zhang et al., 2016) was 

trained to predict the saliency maps of text regions. The combination of saliency map and 

character components formed the basis of their text line hypothesis. Recently neural 

network model has been explored by Liao et al. (Liao, Shi, Bai, Wang, & Liu, 2017) for 

text detection. A novel image operator has been proposed by Zheng et al. (Yang Zheng et 

al., 2017)  to detect as well as localize text in the images. The job is accomplished by 

identifying characters through learning of two classifiers, followed by elimination of 

wrongly identified ones through recursive search algorithm. The method also deals with 

pruning of repeating components by combining component trees and recognition results. 
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An integrated method combining text line entropy-based features with CNN model has 

been developed to verify line segments (Yixing Zhu & Du, 2018). 

In summary, the text contrast is high in scene image; therefore, the character-shape is 

assumed to be preserved in most of the situations. However, in case of video, this does 

not hold good always. For video, distorted shapes, any kid of disconnections or loss of 

pertinent information are expected due to poor illumination or contrast level. Hence text 

detection algorithms, proposed for the high-contrast static image are not exactly 

applicable for video-text detection. 

 Text Detection in Video 

    The review of text detection can be categorized into (1) horizontal (2) non-horizontal 

(3) multi-type (4) multi-type oriented text detection. 

(a)   Horizontal Video Text Detection 

Cai et al. (Cai, Song, & Lyu, 2002) proposed the color and edge information based text 

detection method. It performs well for captions but performance deteriorates with font 

size and orientation. Generally, more false positives occur from the edge and gradient-

based methods due to heuristically chosen values, employed for separating non-text and 

text pixels. A text detection method has been proposed by Wong and Chen (Wong & 

Chen, 2003) based on analysis of intensity values using gradient and statistical based 

modeling. This method fails to make the group of text and non-text components. For 

example, Jung et al. (Jung, Kim, & Jain, 2004) observed that geometric features are 

almost used by most existing works for segmentation of text in the video frames. Since 

most of the character components have uniform color in text lines, it plays a key role in 

the text detection. A sequential Monte Carlo approach has been proposed by (D. Chen & 

Odobez, 2005) in video for detecting text. Initially, text regions are segmented based on 

Otsu threshold, them segment wise pixel distribution is used for separating text pixel from 
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background. Liu et al. (C. Liu, Wang, & Dai, 2005) extracted statistical features from the 

variant directions of edge image. For segregating text and background pixels, hard 

clustering technique namely K-means is applied. Finally, text pixels are grouped and line 

segments are extracted using geometrical properties in video frames as well as in images. 

Shivakumara, Phan, and Tan (Shivakumara, Phan, & Tan, 2009) applied rule-based 

technique to extract of text related information from video. These rules are obtained from 

the edge image. In (Y. C. Wei & Lin, 2012), gradient differences has been performed for 

three images which includes input image as well as two downsized images generated from 

the input one. Finally, in order to identify true text pixels from the text clusters, the SVM 

classifier has been applied. A fusion of color, gradient and logGabor filter has been 

proposed by Zhang et al. (Z. Zhang, Wang, & Lu, 2014) for enhancing video text. Then 

character segmentation is achieved by analyzing vertical properties before text extraction. 

However, this approach is not suitable for texts oriented in arbitrary direction. Based on 

SURF features, Yusufu et al. (Yusufu, Wang, & Fang, 2013) proposed a video text 

detection. For identifying text candidates, this method explored edge and morphological 

information. Motion estimation helps in identifying moving text blocks. The text blocks 

are tracked in two successive frames when the features are found to be identical. Here, 

caption texts are tracked in the horizontal direction but not scene texts. Zhang and Kasutri 

et al. (Jing Zhang & Kasturi, 2008) devised a method based on character and link energies. 

Character component-wise energy has been defined in terms of stroke width distance, as 

it remains constants over all the components. Finally, line extraction both from images or 

video frames is carried out by traversing maximum spanning tree. The literature revision 

regarding edge and gradient-based approaches suggest that although these techniques 

need less processing speed compared to texture-based ones, but results in more fall 

positives while dealing with complex backgrounds.  MSER, color and stroke width 

similarity measures etc. have been integrated in the method developed by Gomez and 
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Karatzas (Gómez & Karatzas, 2014)work to detect and track text segments in real time. 

Since sensitivity of MSER towards blur information is quite high, it deteriorates the 

overall performance if blur exists in the video frames. Therefore, there are a few 

approaches which deal with problems of the scene and caption text detection in video.  A 

Canny Text Detector has been presented by Cho et al. (Cho, Sung, & Jun, 2016). It 

performs well for video texts, but does not consider arbitrary orientation. A multi-

resolution processing algorithm has been introduced by Lalita et al. (Kumari, Dey, & 

Raheja, 2018). The embedded text of different font size are extracted using the algorithm. 

Finally, SVM is used to filter/extract text more accurately. Very recently, a fully 

convolutional network with local context is adapted by Chun et al. (C. Yang, Pei, Wu, & 

Yin, 2018) to localize text. 

In brief, most of the methods discussed above consider high contrast scenes or caption 

in the horizontal direction but not non-horizontal text. However, real video frames or 

images contain the text of any orientations. 

(b) Non-Horizontal Video Text Detection  

There are few methods that address the issue of non-horizontal as follows. For 

example, Huang, Shivakumara, and Tan (Weihua Huang, Shivakumara, & Tan, 2008) 

explored a  motion vector-based approach for detecting text. Although this method works 

on only horizontal, vertical, but not for other directions. Zhou et al. (J. Zhou, Xu, Xiao, 

& Dai, 2007) have proposed a method using multi-stage verification as well as connected 

component-based analysis for horizontal and vertical text detection in the  video. It also 

suffers from orientation issues. For extracting oriented text, a novel method is proposed 

by Crandall et al.(Crandall, Antani, & Kasturi, 2003). However, similar to the above 

methods, it only considered graphic texts oriented particularly in 0, 15, 20 degrees and so 
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on. Anthimopoulos and Gatos (Anthimopoulos, Gatos, & Pratikakis, 2013) proposed a 

method using LBP and a Random forest classifier.  

In contrast to component-based approaches, this method is robust enough to handle 

complex background, but it is computationally heavy.  

The above methods are developed for specific text type such as caption text or scene 

text, born-digital text but not the image with multi-type text. 

(c) Multi-Type Video Text Detection  

Usually, there are multi-type of text such as scene, caption, and born-digital text, etc. 

in video and natural scene images. Therefore, this section reviews the methods that 

address the issue of detecting multi-type text in the videos. 

A method exploiting the advantages of both gradient and color space has been 

proposed by Lienhart and Wernicke (Lienhart & Wernicke, 2002). The input video frame 

is used to generate the various directions of edge image. Neural network is employed to 

discriminate non-text and text region, preceded by generation of edge maps from input 

image. By observing the edge distribution around text, Fourier based statistical feature in 

RGB space has been explored by Shivakumara et al. (Palaiahnakote Shivakumara, Trung 

Quy Phan, et al., 2010). The method works well for unconstrained background, different 

scripts, various fonts etc.  To find the corner points from video frame, Zhao et al.(X. Zhao 

et al., 2011) explored Harris corner detector. The shape features around the detected 

corner points are extracted. Finally, these shape features are employed to formulate the 

rules to identify caption. An unsupervised clustering scheme has been introduced by 

Mosleh et al. (Mosleh, Bouguila, & Hamza, 2013). The proposed approach is based on a 

connected component analysis. The properties of bandlet transform is employed in 

representing local image geometry. In order to identify both caption and text embedded 
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in video, Wu, Shivakumara, Lu, and Tan (L. Wu, Shivakumara, Lu, & Tan, 2014) devised 

an approach by exploiting temporal information and Delaunay Triangulation. Identifying 

moving text is still an issue in this type of approaches. Furthermore, the performance of 

the method is not satisfactory for multi fonts or multi-sizes in the video. Tracking by 

detection, contextual learning (spatiotemporal), linear prediction to anticipate probable 

text location are nicely incorporated in the multi-strategy based text tracking method as 

mentioned in  (Zuo, Tian, Pei, & Yin, 2015). With dynamic programming, Tian et al. (S. 

Tian, Pei, Zuo, & Yin, 2016) construct a robust and precise text detection system. The 

dynamic program locates character candidates extensively (learning locally) and explores 

text regions globally (learning globally). Gaussian-weighted L1 is investigated by Khare 

et al. (Khare, Shivakumara, Raveendran, & Blumenstein, 2016) in the deblurring model 

to restore the sharpness of the edges in the vide frames/images. Recently, a approach 

incorporating Cloud of Line Distribution (COLD) and Random Forest Classifier has been 

explored by Wang et al. (W. Wang, Wu, Shivakumara, & Lu, 2018). In their work, after 

extracting the unique shapes of text components, the shape of the texts are studied in a 

novel way to find the relationship among dominant points over contours of related text 

segments. It is often referred as COLD in polar domain. An edge is considered as a text 

candidate if Sobel and Canny share COLD property for that component. Feature 

extraction occurred in two stages comprising extraction of statistical and angle oriented 

features and studying the COLD distribution at component level. Next, random forest 

classifier has been trained on these features to remove false text entries. The cluster is 

formed to group text lines using distance-based similarity measures between edge 

components. Finally statistical and angle oriented features at word level are computed 

to reduce fall positives. 

Univ
ers

ity
 of

 M
ala

ya



43 

(d) Multi-Oriented Video Text Detection   

Shivakumara  et al. (Shivakumara et al., 2012) introduced a text detection approach 

using enhancement in video.  The low contrast text pixels are enhanced using Laplacian 

and Sobel operations, followed by classification of enhanced text pixel using Bayes 

classifier. The method results in formation of probable non-text and text matrices. Finally, 

using the nearest neighbor information, a boundary growing approach is employed to 

span the entire. In  (N. Sharma, Shivakumara, Pal, Blumenstein, & Tan, 2012), the author 

proposed a new text detection method selecting dominant text pixel, and using region 

growing. Gradient information from Sobel map are exploited to find dominant text pixels. 

This process avoids under-segmentation of text representatives. Then candidate text 

grows its perimeter along the text direction.  Word patches are formed by grouping the 

neighboring text components in the Sobel edge. This continuing process extracts variety 

of oriented text line present in video. A gradient vector flow (GVF) is exploited  for the 

first time by Shivakumara (Shivakumara, Phan, Lu, & Tan, 2013) for detecting text in 

video.  Using Sobel edge map, the method selects dominant text pixels and text 

candidates. The selection of dominant text pixel removes non-text information in video 

frames. A wavelet moments-based approach is proposed by Shivakumara et al. 

(Shivakumara, Dutta, Tan, & Pal, 2014) for detecting text in video frames. Initially, for 

classifying text frame, they employed a novel symmetry based idea, measured in terms 

of wavelet and median moments. Then it uses angle projection boundary growing for 

detecting arbitrarily oriented text. A new multi-modal approach has been presented by 

Shivakumara (Shivakumara, Raghavendra, et al., 2017) for detecting and recognizing 

text/bib number in Marathon video. The author employed an upper body detection method 

along text detection approach to increase the text detection performance. Recently, Yang 

(X. H. Yang, 2017) introduced network flow based tracking method for detecting text. In 

their work, text detection is achieved through FCN. Then motion-based method are 
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explored to track detected text in adjacent frames. Next, the method employs a cost-flow 

network to make association among tracked text. The networks used a min-cost flow 

algorithm to estimate the text trajectory, followed by a post-processing to improve the 

performance. 

In summary, the detailed literature review suggest that none of the methods deals with 

multi-type images. To handle the multi-type image, a robust and generic feature 

extraction is very much required. In addition, when the image contains the multi-type text 

of multi-oriented, the performance of the method degrades. 

(e) Multi-Type-Oriented Video Text Detection  

For multi-type video text detection, a technique based on the Laplacian has been 

introduced by Shivakumara et al. (Shivakumara, Phan, & Tan, 2011)  in the frequency 

domain. First, the Fourier-Laplacian is employed on the input image for filtering purpose. 

The candidate text region is identified by K-means clustering algorithm based on 

maximum difference. Text strings are segregated from each other based on the skeleton 

of each connected component. Finally, for false positive elimination two properties 

namely, straightness of text string and edge density are used. Gradient-based Delaunay 

triangulation has been proposed by  Wu  (L. Wu, Shivakumara, Lu, & Tan, 2015) for 

detecting and tracking texts placed in arbitrary orientation. For text candidate selection, 

the technique exploits gradient directional as well as spatiotemporal information at the 

component level. To evaluate the spatial properties and relationship among corners, 

Delaunay triangulation is proposed. A novel idea has been proposed by Liang (Liang, 

Shivakumara, Lu, & Tan, 2015a) based on  combination of Laplacian  and wavelet. In 

order to preserve the finer details of text, they have explored MSER and stroke width 

distances. They introduced mutual neighbor based clustering to group text candidates 

based on geometrical properties. Finally, the symmetry driven process is iteratively 
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employed to grow the text boundary for extracting oriented text lines. The wavelet and 

Laplacian combination influenced Liang et al. (Liang, Shivakumara, Lu, & Tan, 2015b) 

to design a novel algorithm for character segmentation  from text line oriented in arbitrary 

direction. Khare et al. (Khare, Shivakumara, & Raveendran, 2015) proposed a novel 

feature using Histogram of Oriented Moments (HOM).  HOM computes second-order 

geometric moments, such as values of pixel and spatial information to boost the strength 

of moments. Edge density and dense corners of component are used to remove false text 

candidates. In the same approach, the author further modified optical flow for identifying 

moving text. This method works for detecting static text as well as moving text in video. 

In another work, Khare et al. (Khare, Shivakumara, Paramesran, & Blumenstein, 2017)  

introduced a novel text detection approach using gradient and moments directions for 

multi-oriented and multi-lingual text. The author extracted common stroke width from 

Sobel and Canny images for finding automatic windows and identifying candidate text 

pixels. The temporal information is explored by introducing an iterative procedure for 

candidate text identification. This approach also estimates the starting and ending limit of 

frames, need to be processed. Moreover, the author used the gradient inward and outward 

directions of pixels of the edge for eliminating false text candidates. In case of low 

resolution images such as captured using mobile phones, Shivakumara (Shivakumara, 

Wu, et al., 2017)  proposed another approach based on fractal expansion to detect text for 

the first time. Self-similarity property of fractals is investigated in a very innovative way 

to address variant font sizes, multi-script text lines, different types of background 

contrasts, and arbitrarily-oriented texts. Optical flow is estimated using temporal frames 

to improve text detection results. Wu (Y. Wu, Wang, Palaiahnakote, & Lu, 

2017) explored symmetry and appearance property of the text First, for detecting text 

candidates in images, the proposed method used Extremal Regions (ER). From each text 

region, Multi-domain Strokes Symmetry Histogram (MSSH) feature is extracted. MSSH 
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defines the inherent symmetry property of text. To represent text candidate, deep learning 

network and Auto-Encoder network have been used. Finally, text lines are constructed 

based on the classification results. Mittal (Mittal, Roy, Singh, & Raman, 2017) has  

explored  histogram of Oriented Moment feature. In this work, SVM and RNN classifier 

are used for classifying arbitrarily-oriented text/non-text. Yang et al. (C. Yang, Yin, Pei, 

et al., 2017) followed a dynamic programming approach to solve the problems related to 

multi-orientation video text detection by using multiple frames. Initially, multi-

information based approach is developed to extensively search for probable candidates 

(as characters) and extraction of test regions. Second, to refine the detection, an optimal 

tracking trajectory is learned and linked globally for each successive frames using 

dynamic programming. Fourier-Laplacian filtering in the frequency domain has been 

proposed by Sain et al. (Sain, Bhunia, Roy, & Pal, 2018).  First, in the input image, they 

employ Fourier–Laplacian transform and Laplacian–Gaussian filtering. After that, K-

means clustering is used to find the possible candidate text region using maximum 

difference map. Next, a skeletonized process has been applied on candidate regions to 

separate text from false candidate. Finally, a verification of text/non-text is done using 

HMM. 

In summary, it is found from the state of art review on text detection in video, that 

there are methods which tackle the issues of multi-type oriented images, but these 

methods do not work on the complex video image. 

Therefore, an alternative way to increase the speed of text frame retrieval process 

based on word spotting which does not require character segmentation and recognition 

for retrieving. In the following subsection, a detail literature work of keyword spotting in 

the video is reviewed. 
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 Keyword Spotting 

      After detecting text in the video, keyword spotting method is used for indexing and 

retrieving the video from the archive without recognizing through OCR. It is noted from 

the literature on keyword spotting that keyword spotting is popular work in the field of 

document analysis where lots of methods for keyword spotting from a scanned document, 

degraded images, and handwritten document images can be seen. This section reviews 

the methods on keyword spotting in document images, natural scene images and video 

images. 

 Keyword Spotting in Document Images  

Keyword spotting is a familiar topic in document analysis for document indexing and 

retrieval. The methods in document image extract feature based on zonalization of words 

and analyzing connected component to retrieve documents. Lu and Tan (Y. Lu & Tan, 

2002) proposed a keyword spotting method from digital document images using the 

characteristics of connected components and shape codes. This method works well for 

plain background and high contrast images. Recently, a two-stage method for word 

spotting in a graphical document is proposed (Tarafdar, Pal, Roy, Ragot, & Ramel, 2013), 

where rotation invariant features and a SVM classifier are used. The missing characters 

are restored with the help of SIFT features. For keyword spotting in Bangla handwritten 

documents, Zhang et al. (Xi Zhang, Pal, & Tan, 2014) proposed a segmentation-free 

approach using SIFT features. Similarly, a segmentation-free technique has been 

proposed by Almazan et al. (Almazán, Gordo, Fornés, & Valveny, 2014a). This approach 

proposes HOG descriptors for representing document images and then uses sliding 

window procedure for identifying regions near to query words. It uses exemplar SVM for 

verifying the regions given by HOG descriptor. The scope of the approach is limited to a 

few variations in handwriting document images. A large-scale graph indexing approach 
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has been proposed by  Riba et al. (Riba, Lladós, Fornés, & Dutta, 2015) using binary 

embedding of node contexts. Here, they exploited a sub-graphs matching to reduce the 

computational complexity of conventional graph matching. To achieve their objective, 

they proposed context information for graph matching. However, the proposed method is 

still considered to be expensive as database size increases due to graph construction and 

matching. For keyword spotting, Puigcerver et al. (Puigcerver, Toselli, & Vidal, 2015) 

proposed a probabilistic interpretation method in handwritten document images. This 

method explores HMM-filter. The HMM-filter involves the probabilistic formulation of 

keyword spotting. Since these approaches are developed for documents, the same 

approach may not be used for spotting in videos, natural and license plate images. Wei et 

al. (Wei, Gao, & Su, 2015) (H. Wei, Gao, & Su, 2015) proposed a multiple instances 

approach on historical Mongolian document images. The method finds a ranking for 

query words, and then the rank list is revised by pseudo-relevance feedback to generate 

an actual ranking of the words. This approach improves keyword spotting. However, the 

scope of the approach is limited to Mongolian documents. Howe  (Howe, 2013) proposed 

a word spotting method using an Ink ball model. This method combines character 

recognition modes as string-based queries. Ink ball character model offers an explanatory 

tool for understanding handwritten marking. The performance of the approach lies in the 

localization of characters; however, it is not clear how the proposed approach integrates 

different models. Toselli et al. (Toselli, Vidal, Romero, & Frinken, 2016) proposed a 

keyword spotting  approach using  HMM word graph in handwritten document images. 

This method proposes a holistic and segmentation-free algorithm, which does not require 

character and word segmentation. Instead, it explores language model to predict posterior 

probability. However, the use of language model restricts the ability to apply it to different 

datasets. Mondal et al. (Mondal, Ragot, Ramel, & Pal, 2016) proposed a flexible sequence 

matching technique in the degraded document for spotting words. This flexible sequence 

Univ
ers

ity
 of

 M
ala

ya



49 

matching combines the advantages of other sequential matching algorithms to make it 

robust to noises and outliers created by degradation and distortion. However, the 

performance of the approach relies on text line segmentation and word segmentation. 

Retsinas et al.(Retsinas, Louloudis, Stamatopoulos, & Gatos, 2016) proposed a keyword 

spotting using projections of oriented gradients. This technique works on handwritten 

documents. This approach introduces local and global descriptors based on Radon and 

Fourier transforms for extracting features. To define the descriptors, the approach 

explores gradient information in different directions. Thus the approach works well for 

high contrast images but cannot give a satisfactory result on low contrast. To spot the 

correct keyword in the handwritten document, a Bayesian background model has been 

proposed by Kumar and Govindaraju (G. Kumar & Govindaraju, 2017), This approach 

used an efficient rejection criterion to refine the searching. The inferences of parameters 

are made based on variational methods and Markov chain Monte Carlo method. However, 

the method requires more labeled samples and character level scores for achieving good 

results.  

Recently, use of deep learning is getting popular for keyword spotting in handwritten 

documents as deep learning helps in solving a complex problem. For example, Sudholt 

and Fink (Sudholt & Fink, 2016) proposed PHOCNet based deep learning for word 

spotting in handwritten documents. It is shown that how deep learning can withstand the 

variations of handwriting. Zhang et al. (S. Zhang, Liu, & Qin, 2016) proposed a word 

spotting approach using a deep neural network where it is shown that how deep neural 

network can help to spot the words in speech processing. For handwritten keyword 

spotting, Wicht et al. (Wicht, Fischer, & Hennebert, 2016) proposed deep learning 

features based on HMM and Dynamic Time Warping (DTW). Sharma (A. Sharma, 2015) 

proposed a CNN for spotting and recognizing word where the method is tested on 

different scripts printed documents. It is true that the performance of the deep learning-
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based approach has been improved significantly compared to existing works but the 

following concerns are big question mark for the real-time applications and the data 

affected by multiple adverse factors (A. Sharma, 2015), e.g. (i) determination of a  number 

of annotated samples in training to capture the variety of features at various levels and 

(ii) optimal design of CNN architectures and their training strategies in term of layer  

selection are most challenging and tricky task. 

Nonetheless, the scope of the aforementioned methods is restricted to scanned 

document and handwritten document images, respectively, but not for scene image or 

video. Therefore, it is inferred that performance of existing works is satisfactory for plain 

background and high resolution document where character shapes are preserved.  

 Keyword Spotting in Natural Scene Images  

There are a few approaches which address the issues of keyword spotting in natural 

scene image. In (Mori & Malik, 2003) the authors introduced a novel technique of 

breaking visual CAPTCHAs. Almazan et al. (Almazán, Gordo, Fornés, & Valveny, 

2014b) explored  a word spotting and  approach using embedded attributes. This approach 

considers supervised learning with HMM model for word spotting in the images.  The 

performance of the approach depends heavily on learning and predefined labeled data. As 

a result, the approach may not be used for the images which often have contrast variations 

as in video images. In addition, the approach assumes words are available. Wang and 

Belongie (K. Wang & Belongie, 2010) proposed word spotting in the wild. This approach 

extract features using local descriptors and then it uses lexicons for spotting the words in 

the images. A large number of lexicons is needed for isolating text from non-text 

information in this approach. Since the approach uses local descriptors, the approach may 

not work well for low contrast images like video images as these descriptors give good 

features when the image has high contrast. Zamberletti et al. (Zamberletti, Gallo, & Noce, 
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2015) used augmented text character and CNN for text spotting in scene images. Here, 

the author explored MSER with augmented reality concept and convolutional networks. 

The approach uses augmented concept for patch construction, and the patches are used 

for feature extraction, and classification of text. The proposed approach is tested on both 

license plate and natural images. This approach requires a sufficient number of training 

instance in order to obtain satisfactory results. Moreover, the approach has not been tested 

on video frames. A deep CNN has been proposed by Jaderberg et al. (Jaderberg, 

Simonyan, Vedaldi, & Zisserman, 2016). A random forest approach is employed to 

eliminate false-positive candidate word.  

From the above review, it can be seen that there are few methods for spotting words 

in the natural scene images, but most of the approaches assume words are available for 

spotting. Besides, the performance of the approaches depends on a large and wide range 

of training data. In addition, none of the approaches are tested on low contrast images like 

video images containing multi-oriented texts and multi-script images.  

 Keyword Spotting in Video Images  

There are a very few existing works reported in the literature on keyword spotting in 

video images. In (K. Wang & Belongie, 2010), the author introduced an automatic facial 

expression spotting method in the video. It spots the facial expression among numerous 

facial expressions without training the model; thus it saves the time of high-level facial 

analysis.   Inspired by this, there are a few spotting works in the video published recently. 

Roy et al.(P. P. Roy, Bhunia, Bhattacharyya, & Pal, 2017) presents a novel word spotting 

framework using dynamic shape coding for text retrieval in video frames. They use two-

step word-spotting approach consisted of HMM for extracting contextual information 

from the neighbor to enrich the shape feature. In addition, very recently,  a date spotting 

technique has been proposed by Roy et al. (P. P. Roy, Bhunia, & Pal, 2018) using HMM. 
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This method spot the date online. Initially, date information is detected using HMM in a 

given text. Without segmenting characters or words, the author examined different date 

models from a line. They converted RGB text line to gray image using an efficient 

algorithm to enhance the text information. After that, binary and gray images are used to 

extract the Pyramid Histogram of Oriented Gradient (PHOG) feature. The features from 

the two image are fused with MLP based Tandem technique. Lastly, during word spotting, 

they exploited a shape coding scheme to boost the performance.  This scheme integrates 

the related shape or silhouette of the same class. These approaches are applicable to the 

horizontal word but not multi oriented word.   

In summary, there are a very few spotting at work in video, and they all assume the 

text line are available and are in the horizontal direction. Besides, similar to spotting in 

the natural scene, the performance of above learning-based approaches rely on training 

samples size. Moreover, none of the algorithm aims to handle video images containing 

multi-oriented texts.   

 Video Text Type Classification 

Since video contains multi-type text such as caption, scene, and born-digital text, to 

improve the recognition performance, there is a need for classifying text type such that 

an appropriate method can be used enhancing the performance. There are methods that 

classify printed text from handwritten text to improve the performance of recognition. 

The following sub-sections discuss a review of text type classification methods in 

document and video as well. 

 Printed and Handwritten Text Classification  

For separating the handwritten text from a machine-printed text, Pal and Chaudhuri (U 

Pal & Chaudhuri, 1999; U. Pal & B. B. Chaudhuri, 2001) presented a novel method in 

two renowned scripts, namely Bangla and Devanagari. They explored feature extraction 
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using statistical and structural concept. Projection profile analysis separate horizontal or 

vertical text lines in case of line segmentation. Finally, a tree classifier is employed using 

structural features for achieving the classification. In Kavallieratou and Stamatatos 

(Kavallieratou & Stamatatos, 2004), the lower and upper profiles of a character are 

examined using horizontal projection. Then, discriminant analysis is employed to 

separate handwritten or machine-printed text. A sliding window-based technique has 

been explored by Santos et al. (Dos Santos, Dubuisson, & Bortolozzi, 2002). They 

extracted content and shape-related features on each sliding window for identifying the 

handwritten part in bank checks. 

For word-level classification, Guo and Ma (Guo & Ma, 2001) proposed a connected 

component (CC) based approach. In this approach, the image document is segmented into 

word-blocks using CC analysis. After that, those word-blocks are consolidated following 

a set of rules. A projection profile is calculated for each word-block. Then, the profile 

feature is fed into HMM for classifying machine-printed text or handwritten. Da Silva 

and Conci (da Silva, Conci, & Sanchez, 2009) built a system for classifying various types 

of forms, such as questionnaires, subscription forms, or preprinted memorandums. In 

beginning, the connected component is analyzed to segment form into the word-blocks. 

From each word-blocks, eleven features are extracted. Using pre-determined thresholds 

obtained from off-line database, each word block is labelled. A Gabor filter-based 

approach has been used on word blocks by Farooq et al. (Farooq, Sridharan, & 

Govindaraju, 2006).  Then a neural network is employed for identification of handwritten 

Arabic text. The full document image is modeled using Markov Random Field. Peng et 

al. (Peng, Setlur, Govindaraju, & Sitaram, 2013) separated the documents into three 

classes. These are handwritten text, machine printed text, and overlapped text. A 

printed/handwriting text classification method  has been proposed by Zheng et al. (Yefeng 

Zheng, Li, & Doermann, 2004) in noisy document. Initially, the CC is analyzed in a 
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document. After that, based on spatial proximity, word blocks are formed by merging the 

connected components. They extracted a number of features like Bi-level co-occurrence, 

Gabor filter, and crossing count histogram from those word-blocks. Fisher classifier is 

considered for the classification of handwritten, machine-printed or noisy document. 

The main disadvantage of the previous methods is that the application scope is very 

restricted to a single context. Most of the existing approaches depend on word level 

segmentation. Failure in segmentation stage affects the word level classification. Thus, 

the applicability of application is specifically restricted to document. In these type of 

documents such as forms or bank checks, the layout is anticipated. Moreover, the 

segmentation methods that perform the at the component level, fail to handle the noisy 

content due to the expansion of component size than actual size. 

In summary, the performance of most of the methods is restricted to a document where 

the background complexity of layout is less compared to video text. Since the resolution 

and background of a video frame are low and complex, respectively, the reviewed 

methods may not perform well.  

 Multi-Oriented Text Type Classification in Video 

 There are a very few works that address text type classification in the video. A frame-

based classification has been performed by Shivakumara et al. (Shivakumara, Huang, 

Phan, & Tan, 2010) . This classification separates high contrast and low contrast video 

frame. Two dynamic thresholds are experimentally chosen to separate the frames before 

applying the text detection on the unclassified frame. They showed that this low/high 

contrast classification improves the text detection result compared to without 

classification. Inspired by the work, Raghunandan et al. (Raghunandan, Shivakumara, 

Kumar, Pal, & Lu, 2016) proposed a method to alleviate this problem of text type 

classification in the natural scene, born-digital image, video, and mobile image. 
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Shivakumara et al. (Shivakumara, Kumar, Guru, & Tan, 2014) proposed a fusion 

technique using Canny, Sobel edge and ring radius transform for segregating scene and 

caption texts. Temporal information is not exploited by this fusion method. Later, Xu et 

al. (J. Xu, Shivakumara, Lu, Phan, & Tan, 2014) introduced temporal information to 

separate graphics and scene texts. However, the method requires full-text line for 

achieving better results. Recently, gradient direction is  introduced by Xu et al. (J. Xu, 

Shivakumara, Lu, Tan, & Uchida, 2016) for the same purpose. The medial axis of 

character component, and the gradient direction of edge pixels are investigated in a novel 

way. Ring radius transform is used to find medial axis of character. Bhardwaj et 

al.(Bhardwaj & Pankajakshan, 2016)  explored tampered features for separating scene 

text from caption text. 

From the above literature review, it can be observed that there is a very few text 

classification work in the video. In addition, developed are not adequate to address the 

issues of classification of the multi-type text of different orientations.  

 Video Text Recognition 

Video text recognition methods use either publicly available OCR through binarization 

or own classifier with/without binarization. The methods which fall into the first category 

are based on thresholding technique and the methods which extract scale, rotation 

invariant features such as, HoG, MSER, SIFT, followed by their own classifier, for 

example, SVM, NN, are in the second category. The following sub-sections present the 

past works related to text recognition through OCR and without OCR and their respective 

categories. 

 Recognition through Binarization  

The standard recognition methods which work through binarization generally use 

threshold for segregation of foreground and background information. The determination 
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of the threshold is tricky and depends on the characteristics of the text. The methods in 

(Howe, 2013; Milyaev, Barinova, Novikova, Kohli, & Lempitsky, 2013; Moghaddam & 

Cheriet, 2010; S. Roy et al., 2012; Su, Lu, & Tan, 2013) recognize text through 

binarization require complete shapes of characters to achieve better recognition rates. 

This subsections review the recognition algorithms which work through OCR in the 

document, natural scene, and videos. 

 Document Text Binarization  

There are standard methods which are known as baseline methods for binarizing plain 

documents image. For documents image binarization, generally global thresholding and 

local thresholding method have been used. These threshold methods convert the image 

from gray to binary. In global thresholding method, only one threshold is selected. Otsu 

method (Otsu, 1979) is one of the well-known  global thresholding method. In this type 

of technique, the basic principle of choosing the threshold is to divide the image gray 

pixel into two groups such that it maximizes the between-class variance. Otsu 

thresholding works well when foreground of the image has different intensity values 

compared to the background. Afterwards, in order to overcome the problem of global 

thresholding method, local thresholding method has been exploited. In local threshold 

method, the threshold is calculated based on per pixel and its neighbor information. If the 

input pixel gray color is higher than the neighbor pixels, then it is considered as white, 

otherwise, black. Many papers have been proposed to calculate the local threshold-based 

on some statistics measure. For each pixel, Bernsen  (Bernsen, 1986) has computed a 

local threshold based on minimum, and maximum gray value in neighbor region whereas 

Niblack ‘s (Niblack, 1985) threshold is calculated in each window using  mean and 

standard deviation. Sometimes the threshold calculation depends on histogram analysis. 

For example, Kopf et al. (Kopf, Haenselmann, & Effelsberg, 2005) has first estimated 

dominant text color based on histogram calculated on YUV color space and compared it 

Univ
ers

ity
 of

 M
ala

ya



57 

with  neighbor region’s dominant bin. The drawback of this approach is that it cannot 

differentiate the noisy area and text area. Thus, for the non-text region, the threshold is 

reckoned. Souvola et al. (Sauvola, Seppanen, Haapakoski, & Pietikainen, 1997) has 

overcome this drawback by considering that gray values of text pixel and background  

pixel are near 0 and 255, respectively. This method performs better in case of document 

image than the previous two methods. However, this type of assumption does not work 

in case of video image where more variation can be expected in color for the text and 

background, and this assumption could be reversed for some cases as well. A comparative 

detail study of these threshold-based methods can be found in (J. He, Do, Downton, & 

Kim, 2005). The size of a window is a key factor for the above-mentioned algorithms. 

The character size heavily affects window size. The estimation of threshold becomes 

error-prone if the size of window is small, than the thickness of text edge. As, when the 

window is fixed at an inward pixel of character, it yields a small standard deviation but 

large mean. The reason for this abnormality is that majority of the pixels are located in 

selected window and these pixels belong to the foreground. Therefore, the local threshold 

becomes a large value for those ambiguous pixels, and consequently, the central and black 

portion of thick regions are considered as background. On the other hand, the shape of 

the character becomes imprecise if the size of window is large. Chen & Wu (Y.-L. Chen 

& Wu, 2009) has introduced a new adaptive algorithm to generate a binary image using 

multi-plane segmentation approach.  These algorithms are particularly restricted to some 

small skewed text lines in scanned document images. Since they do not deal with oriented 

words which are more common in the video image, thus the above-mentioned 

shortcomings generate inconsistent results for the video. Sauvola's method is modified by 

Guillaume Lazzara et al. (Lazzara & Géraud, 2014) using a multiscale scheme. Recently, 

a pixel-based binarization evaluation methodology has been proposed by N-tirogiannis, 

K. et al. (Ntirogiannis, Gatos, & Pratikakis, 2013) for document images. However, this 
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method is unable to recover missing punctuation marks. For these issues, Biswas B. et al. 

(Biswas, Bhattacharya, & Chaudhuri, 2014)  introduced a global-to-local method. For 

non-uniformly illuminated and severely degraded documents, Brij M. et al. (B. M. Singh, 

Sharma, Ghosh, & Mittal, 2014) explored a method which corrects touching and broken 

characters. Howe  (Howe, 2011) has  proposed a Laplacian method based on pixel 

intensity for document binarization. Later, the same author (Howe, 2013) improved the 

Laplacian algorithm with  a selection of parameters automatically. As the initial target of 

these approaches is document or handwritten image, they fail to handle text variations in 

scene images, for example, variant changes in stroke width, the same color in foreground-

background and outlier edges present in the single image. Su et al. (Su et al., 2013) 

explored a binarizing algorithm on poor quality document images. A multi-scale 

framework has been proposed by Moghaddam and Cheriet (Moghaddam & Cheriet, 

2010) using adaptive binarization. This work also concentrates on degraded document 

images. Here, Otsu thresholding is adapted in a novel way depending on the complexity 

of image. However, this thresholding constraint might not work well for scene and video. 

Using the concept of retinex theory, Wagdy et al. (Wagdy, Faye, & Rohaya, 2015), 

proposed a binarization technique. The approach integrates the advantages of both 

thresholding techniques (local and global) to enhance the quality document. A novel 

binarization method has been explored by Jia et al. (Jia, Shi, He, Wang, & Xiao, 2016) 

using stroke symmetry. They applied the structural symmetry pixel to calculate the 

threshold in neighbor area to subdue the non-text pixels. Very recently, a de-noising 

method has been investigated by Chen and wang (Y. Chen & Wang, 2017) using the non-

local means. Then, based on the histogram, adaptive thresholding is applied. For each 

pixel, the method uses Rosenfeld's technique to select the threshold. Very recently, Jia et 

al. (Jia, Shi, He, Wang, & Xiao, 2018) estimated the structural symmetric pixels based on 
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the threshold in neighbor region. After that, a pixel corresponds to the background or not 

is determined using multiple thresholds-based voting result.    

    In a global thresholding technique, a major shortcoming is that they don’t consider the 

spatial relationships among the pixels, which create difficulties in the presence of noise. 

Generally, degradations are purely local in the image, so, global methods face many 

challenges. Overall, the threshold is selected by considering the center part of text and 

boundary of the text. However, it does not yields good binarize result when text boundary 

and text are almost same which is common in scene and video image.   

 Natural Scene Text Binarization  

    To overcome the local and global thresholding issues, there is an alternative way for 

enhancing binarization algorithm by preserving the characters shapes irrespective of 

document and scene image. Generally, hybrid or adaptive is based on a combination of 

local and global thresholding has been applied on for natural scene text for binarization. 

The main disadvantage of global and local thresholding is to decide the suitable threshold 

for full image or each possible sub-images, respectively. Global and local both clue are 

utilized in Hybrid methods to decide the pixel label. In this technique, the main emphasis 

has been given on establishing a set of criterion and determining the value of parameters 

by avoiding one fix threshold or simple statistical measure calculated from neighbor 

pixels. Following the same idea, Gllavata et al. (Gllavata, Ewerth, Stefi, & Freisleben, 

2004) investigated a clustering scheme where each region has to be decided text or non-

text region based on estimated parameters from the sub-regions. It first enhances the 

image using cubic interpolation. Afterward, a color quantizer method, which is used to 

reduce most dominant color, determines the color of text and background. Then they 

calculate two color histograms: one is from the center part of the text, and another one 

exactly below and above of the text. Next, the disparity has been estimated from these 
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histograms to choose the minimum value considered as background, and maximum value 

considered as text.  Finally, K-means clustering has been applied to generate binary text 

image. Similarly, Chou et al.(Chou, Huang, Lin, & Chang, 2005) proposed a binarization 

method using decision tree approach. In some works, different color space has been used 

to perform clustering instead of quantizer method. For example, (Yokobayashi & 

Wakahara, 2005)  uses CMY (Cyan, Magenta, Yellow) for binarization. Later the same 

author (Yokobayashi & Wakahara, 2006) has modified color clustering using global 

affine transformation. This transformation is a one type of correlation approach that 

maximizes the class segregation. There are some papers where clustering based 

binarization has been introduced. In the paper proposed by Garcia & Apostolidis  (Garcia 

& Apostolidis, 2000), the cluster number has been fixed at 4 to reduce computation 

complexity. However, these methods only work on high-resolution scene image, not 

video image. A metric-based clustering has been proposed by Mancas-Thillou & Gosselin 

(Mancas-Thillou & Gosselin, 2007) using a cosine-based similarity. This similarity is 

measured by the Euclidean distance. Spatial information is extracted using Log– Gabor 

filtering. This filtering is used for separating the characters components. But this Log-

Gabor filter is specially designed for natural scene image, not video image. Huang et al. 

(R. Huang, Shivakumara, Yaokai, & Uchida, 2013) proposed scene character recognition 

with the co-operative multiple-hypothesis framework. This method obtains responses 

from different hypotheses and then determines weights to integrate the responses for 

recognizing the characters. However, determining the weight for integration is the main 

problem to achieve good accuracy. A MRF (Markov Random Field) based method has 

been proposed by Mishra et al. (Mishra, Alahari, & Jawahar, 2011) for text binarization 

in scene image. This method works well for camera-based images and scanned document 

images. For classifying the text, Wakahara and Kita 2011 (Wakahara & Kita, 2011) 

explored a k-means clustering. A hybrid binarization method has been proposed by 
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Milyaey et al.2015 (Milyaev, Barinova, Novikova, Kohli, & Lempitsky, 2015) for both 

plain and natural scene images. The performance of above binarization methods is 

satisfactory for caption but not scene. Recently Mishra 2017 (Mishra, Alahari, & Jawahar, 

2017), has integrated some new features. Using character-like strokes, they extracted 

possible candidate text regions in an iterative scheme. Later, a stroke based method has 

been introduced by them with the color based energy function. Very recently, a MSER 

based feature detector has been proposed by Baran et al. (Baran, Partila, & Wilk, 2018) 

to extract connected component from image. For separating text and non-text 

component obtained by MSER, different oriented contour and geometrical have been 

applied. Finally, an OCR system is used for recognizing optimal words. All these 

methods need a fixed set of rules and threshold for binarization of documents. 

Therefore, from the review of binarization-based methods, it can be inferred that these 

algorithms focus on those scene text where it has good quality, clarity, high contrast, 

uniform color, uniform text size, and big font. In addition, global or local thresholds 

govern the most of the methods. Since video suffers low contrast and resolution, the 

performance of existing binarization works may not be satisfactory in video.  

 Video Text Binarization  

For overcoming the problems associated with this adaptive thresholding based 

approach in natural scene image, probability-based methods are exploited for video text 

binarization. This approach labels each pixel based on some probability measure. For 

increasing the rate of character recognition through binarization, some researchers 

applied color, stroke, edge, and corner clue. To enhance the resolution of the text image, 

Li et al. (Huiping Li, Kia, & Doermann, 1999) proposed an interpolation method which 

is named as Shannon theory. A multiple frame-based technique has been proposed by  Li 

et al.(Huiping Li & Doermann, 1999)  to isolate background noise from the foreground 
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text. This approach works well when the movements is different between background and 

text. Odobez and Chen (Dobez & Chen, 2002)  explored a binarization method using 

MRF and grayscale consistency constraint (GCC). However, the method fails to address 

the complex background in video. A multiple hypothesis framework has been proposed 

in (D. Chen, Odobez, & Bourlard, 2004) for text recognition in video. Here, for generating 

binary image, an edge detector is exploited. Then the method extracts gradient and texture 

features. However, for images with the varying background, edge detector might not 

perform well. Layer based binarization has been presented by Yaakov Navon (Navon, 

2008) from images. Kim and Kim (W. Kim & Kim, 2009) has introduced a novel 

framework to binarize  caption text in the video. This method assumes that transient colors 

exist between edited text and its adjoining background. This method works on high-

quality scene image, but not low resolution video scene text. Hua et al.(Hua, Yin, & 

Zhang, 2002) and Yi et al. (J. Yi, Peng, & Xiao, 2009a) works on video text with complex 

background. Hua et al.(Hua et al., 2002), extracts text using multiple frame integration. 

Afterwards, it uses block-based adaptive thresholding procedure and K-means clustering. 

These techniques help in segregating the background and text pixel in word level for 

recognition. In the second method (J. Yi et al., 2009a), the text blocks are divided using 

the local Otsu into the text and non-text parts. This method works only on the Chinese 

language. Similarly, Jian et al.(J. Yi, Peng, & Xiao, 2009b) used multiple frame 

integration to increase recognition accuracy in complex background of video. An edge-

based binarization method has been proposed  by Zhou et al. (Zhiwei, Linlin, & Lim, 

2010) for video text image to improve the video character recognition rate. This method 

performs well for small gaps. However, it cannot handle big gaps in character component. 

Moreover, the main target is big and caption text but not scene. A binarization method 

has been introduced by Ntirogiannis et al. (Ntirogiannis, Gatos, & Pratikakis, 2011) based 

on convex hull analysis and stroke width extraction. In this method, emphasized has been 
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given on artificial text. A fusion approach based on wavelet sub-bands has been proposed 

by Roy et al. (S. Roy et al., 2012) for recognizing the image through OCR. They have 

used clustering across row and column on fusion image obtained from wavelet subbands 

and gradient direction images to obtain text candidate. To refine the performance, 

connected components of text candidate are analyzed. Although the method gives a 

satisfactory result for high resolution, big font video text image, the method fails for small 

fonts and low resolution video images. Moreover, the main focus is not arbitrary 

orientation, only horizontal direction. Shi et al. (Cunzhao Shi, Xiao, Wang, & Zhang, 

2012), has explored graph cut. Instead of the using whole image, sub-divided images are 

considered for binarization. Based on color space clustering and MRF, Zhang and Wang 

(Z. Zhang & Wang, 2013a) introduced a binarization method for superimposed text in the 

video. In this approach, emphasize has been given in Chinese text. Using temporal 

information, Phan et al.(Phan, Shivakumara, Tian, & Tan, 2013)  explored a recognition 

method using SIFT and SWT. Multilayer perceptron (MLP) based method has been 

proposed in (Banerjee, Bhattacharya, & Chaudhuri, 2014) to classify text. In this 

approach, SIFT is used on the full frame to search the text.   

Most of the above methods, mentioned above compute the probability on pixel level. 

For this reason, the complex background cannot be handled; thus text-like background 

feature is generated. Moreover, high-resolution video caption text is the target of most of 

the binarization methods but not low-resolution scene texts in the video. 

Overall, the above methods do not consider multi-type and multi-oriented text images 

and videos for recognition.  

 Multi-Type-Oriented Video Text Binarization  

    To  increase recognition rate on multi-type-oriented video text, Wu et al. (Y. Wu et al., 

2016) have restored complete character contours. They utilized directly gray values 
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instead of choosing or optimizing threshold in video/scene images. For identification of 

stroke candidate pixels, the strength of zero crossing points, which are obtained by the 

Laplacian is explored. After identifying candidate pixels pair, a new symmetry feature 

has been introduced using Fourier phase angles and gradient magnitude. For tracking 

based text recognition, Tian et al. (S. Tian, Yin, Su, & Hao, 2018), presented an 

agglomerative hierarchical clustering algorithm and a temporal over-segmentation 

technique. A multi-frame integration is employed by the author using voting strategy for 

text recognition in video.    

Overall, it can be said these OCR based methods are computationally inexpensive and 

simple; however, big font and caption text are only prioritized by these methods. The 

binarization approach may not preserve characters, rather it loses shapes for the images 

of different contrasts and background complexities. Thus these methods fail if scene texts 

and graphic texts are located at the same frame in the video. Moreover, binary based 

recognition method entails a ‘cleaned’ binary text image. Therefore, to get a cleaned 

binary image, various pre-processing and post-processing techniques have been applied 

before the final recognition step, namely: gray-scale filtering, segmentation using edge, 

boundary detection, integration using multiple frame, and graph-based noise removing. 

These filtering processes increase computational complexity. In addition to this, OCR can 

recognize only standard fixed format in the horizontal direction and very sensitive to font 

size and font type.  Therefore, irrespective of text type, font, contrast, and orientation, 

improving the accuracy of video character recognition through binarization is 

challenging. 

 Recognition through Classifier 

To prevent the problems of binarization such as loss of information, shapes, and 

disconnections, the methods proposed classifier for recognition rather than using 
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available OCR which does not accept impaired shapes. This section reviews the methods 

which use classifier for recognition. 

 Document Text Recognition  

There are some recognition methods by researchers who applied machine learning 

approaches (Babaguchi, Yamada, Kise, & Tezuka, 1991; Kuk, Cho, & Lee, 2008; Lelore 

& Bouchara, 2009) in case of document processing. There are different ways of using 

machine learning, including Markov Random Field (Lelore & Bouchara, 2009; Cunzhao 

Shi et al., 2012) , self-learning (Bolan, Shijian, & Tan, 2010), Gabor filters (A. K. Jain & 

Bhattacharjee, 1992; Sehad, Chibani, & Cheriet, 2014) and Laplacian energy 

(Ayyalasomayajula & Brun, 2014). There are some approaches which work on sub-

regions of a document by searching appropriate binarization method. For example, Chou 

et al. (Chou, Lin, & Chang, 2010) partitioned an input image into sub-regions and then 

used SVM on those sub-regions to select the type of binarization algorithm to be used.  

Chamchong et al. (Chamchong & Fung, 2010) tried to opt the best binarization algorithm 

among a set of possible algorithms using a NN. Neural network selects the threshold 

according to the input histograms of image. After that, the chosen threshold binarizes the 

images. In another work, based on gray value of centered pixel and neighboring pixels, 

Sari et al. (Sari, Kefali, & Bahi, 2012) used MLPs to label a pixel as foreground or 

background. LSTM-based approach, which processes long sequences efficiently has been 

proposed by Afzal et al. (Afzal et al., 2015) for document image binarization. In this 

approach, a sequence of pixels represents an image.  A single pixel as a background or 

text is classified using a 2D LSTM. LSTM works well without any feature extraction and 

parameter tuning. Furthermore, any pre or post-processing is not required to get semantic 

meaning of text. In case of non-uniform illuminated document, classifier-based 

binarization methods has been applied to choose a local thresholds that need to be elected 

according to different brightness conditions. For this purpose, Chou et al. (Chou et al., 
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2010) proposed a region-based binarization for document image. From the information 

provided by training samples, decision functions is constructed using SVM.  And finally, 

these rules are used to judge which binarization algorithm will be imposed for that region. 

A discriminative structural-based classifier has been proposed by Ahmadi et al. (Ahmadi, 

Azimifar, Shams, Famouri, & Shafiee, 2015). The main disadvantage of the method is 

that the reported accuracies are not consistent for different databases. Recently, in 

(Amrouch & Rabi, 2017) author has used CNN for text recognition. In (Wigington et al., 

2017) author has introduced two data augmentation and profile normalization techniques, 

which are used with a CNN-LSTM. Very recently, a system for offline recognition 

cursive Arabic handwritten text has been proposed by Rabi et al. (Rabi, Amrouch, & 

Mahani, 2018) using HMMs. The system does not need explicit segmentation. After 

estimating baseline of text, statistical and geometric features are extracted to integrate the 

pixel distribution and text characteristics in the word image.    

In summary, in case of blurred, and distorted image with small font size, the extracted 

features are not robust. It is true that blur is common for scene and video due to text 

movements and camera movements. Therefore, the performance of existing classifier-

based methods is not satisfactory for scene and video. 

 Natural Scene Text Recognition  

For the text recognition in natural scene images, a large number of works have 

addressed the issues associated with the document recognition classifier. These methods 

rely on the spatial frequency analysis, edge detection, and binarization of images. For 

example, a single framework has been proposed by Tu et al.  (Tu, Chen, Yuille, & Zhu, 

2005)  for detection, segmentation, and recognition. In (Weilin Huang, Lin, Yang, & 

Wang, 2013), the author presented a top down-based recognition method which works in 

natural scene text. It extracts rotation invariant features to identify the text part in image. 
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Wang et al. (K. Wang & Belongie, 2010) exploited the HOG for scene text recognition. 

This method employs lexicons in post-processing step to increase the recognition 

accuracy. A text recognition framework has been presented by Gonzalez et al. (A. 

Gonzalez, Bergasa, & Yebes, 2014) on traffic panels. They find the interesting key points 

from the specific color pattern and then recognize the character in the interested part. In 

(Shivakumara, Raghavendra, et al., 2017), the author proposed a text detection approach 

using the different features, namely: Fourier, Polar descriptor, and  Pseudo-Zernike 

moments. Finally, the author used SVM based classification for recognition. An end-to-

end recognition system has been proposed by Jaderberg et al. (Jaderberg, Simonyan, 

Vedaldi, & Zisserman, 2014) from scene images. They used a deep CNN. Using a deep 

learning, they (Jaderberg, Vedaldi, & Zisserman, 2014) proposed text spotting. For word 

recognition, a lexicon free segmentation based approach has been introduced by Alsharif 

et al. (Alsharif & Pineau, 2013) in natural scene. Hybrid HMM model is employed for 

segmentation of words into characters. Viterbi algorithm has been used for recognition. 

Chattopadhyay et al. (Chattopadhyay, Reddy, & Garain, 2013a) applied appropriate 

binarization algorithm among a set of candidate methods. The selection of algorithm is 

based on complexity of the background. For this purpose, to select one of the binarization 

techniques, a SVM was used. However, it is difficult to make a decision of binarization 

methods with the classifiers since the background is very unpredictable for video images. 

Novikova et al. (Novikova, Barinova, Kohli, & Lempitsky, 2012), performed word 

recognition by calculating the maximum a posteriori. This posteriori is estimated using 

character appearance and the language model jointly. Mishra et al. (Mishra, Alahari, & 

Jawahar, 2012a) used a large dictionary to incorporate a robust language model for 

increasing the recognition accuracy. In another work, Mishra et al. (Mishra, Alahari, & 

Jawahar, 2012b) fused bottom-up and top-down cues using character and language, 

respectively for recognizing text. In this approach, local maximum character is detected 
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using sliding window. The interactions between characters are jointly model using CRF. 

Roy et al.  (S. Roy, Roy, et al., 2013a) explored HMM using some gradient related 

statistical features. This recognition method works for multi-oriented scene. However, 

they did not consider video text. 

Deep learning has remarkably overcome many challenging problems in the computer 

vision area. Coates et al. (Coates et al., 2011)  made an initial attempt using an 

unsupervised learning approach for character recognition. Later, a multi-layer neural 

network is proposed by Wang et al.(T. Wang, Wu, Coates, & Ng, 2012) adapted for text 

recognition. In (Weilin Huang, Qiao, & Tang, 2014), Huang et al. integrated MSER and 

CNN for detecting scene text. The MSER extracts possible text component, whereas a 

CNN is used to identify true text component by separating the connections of multiple 

components. Contemporary to this method, a recurrent neural network (RNN) framework  

has been proposed by Su and Lu (Su & Lu, 2014) for recognizing scene text.  Initially, a 

sequential histogram of gradient features is extracted from word image. Finally, a RNN 

is applied to classify these features into words. He et al. (P. He, Huang, Qiao, Loy, & 

Tang, 2016) proposed a deep recurrent model, building on LSTM, to robustly recognize 

the generated CNN  feature from scene text. Recently, Cheng et al. proposed (Cheng et 

al., 2017) a Text Attentional CNN (Text-CNN). Here, the mask of a text region, the binary 

information of the text/non-text, and ground-truth of character are used to train the 

network. This rich supervised information augment the robustness against the noisy and 

complex background. A novel Convolutional Recurrent NN (CRNN), has been explored 

by Shi et al. (B. Shi, Bai, & Yao, 2017). This fuses the advantages of both CNN and RNN 

for scene text recognition. 
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Although the method described above gives satisfactory result for high resolution, big 

font scene image, but the method fails for small fonts and low contrast text, which are 

common for video images.  

 Video Text Recognition  

There are some methods which explore classifier for recognition of video text. For 

example, Saidane and Garcia (Saidane & Garcia, 2007) proposed a binarization method 

using CNN in case of scene/video image. The number of instances used in training 

governs the accuracy. Roy et al.(S. Roy, Roy, et al., 2013b) proposed a method involving 

two level of word recognition/verification using HMM and CNN in scene/video images. 

A well-known feature descriptors, namely, SIFT, HOG, SURF, and LBP are extracted. 

The features extracted based on descriptors work well for high contrast images and 

horizontal video image. An unconstrained approach has been proposed by Jain et al. (M. 

Jain, Mathew, & Jawahar, 2017) for scene text and video text recognition. However, the 

method is limited to Arabic script.  A 3-gram language model (LM) has been proposed by 

Elagouni et al. (Elagouni, Garcia, Mamalet, & Sébillot, 2014) to enhance the text 

recognition in videos. This approach consisted of two steps: the first step segregates texts 

into isolated characters and the next step combines window classification results obtained 

from a graph model and multi-scale scanning window. To find the possible path or word, 

joint probabilities is estimated using LM.  Generally, LM is applied to correct some errors 

pertaining to the ambiguous text character, and over or under segmentation. In (Rong et 

al., 2014), the author proposed a video text recognition algorithm using two level fusion 

approaches, mainly majority voting model and CRF. The voting model predicts labels of 

scene text character (STC) in all frames and the CRF model integrates STC prediction 

scores from multi-frame using vocabulary. Similarly, Greenhalgh and Mirmehdi 

(Greenhalgh & Mirmehdi, 2015) combined the text results from temporal frames. 

Initially, individual OCR results are compared based on text size between frames. Then, 
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the recognition labels are combined from the result of ten frames. After that from each 

tracked word, a histogram of OCR is constructed. The recognition confidence governs 

the weight of histogram. Finally, the highest value obtained from histogram result decides 

the recognized word for each frame. Yousfi &Garcia (Yousfi, Berrani, & Garcia, 2015)   

has  extracted  a sequences of features from Arabic text. Using the BLSTM-CTC schema, 

text recognition is performed. Recently, to improve LSTM  in video text recognition, 

Yousfi et al. (Yousfi, Berrani, & Garcia, 2017) designed recurrent connectionist language 

modeling based on Arabic text. A simple RNN model has been used in this work. 

Language models are learned using a Maximum Entropy language model. Wang et 

al.(Xiaobing Wang et al., 2017) has used the deep neural network to recognize text in the 

video. An ensemble of CNN’s trained on synthetic data is adapted for detecting and 

recognizing characters by  Xu 2018 (Y. Xu et al., 2018). This method is limited to the 

East Asian character.  

 It is observed from the above discussion that all methods concentrate on recognizing 

specific script but not multi-script. Furthermore, the window size cannot be fixed for 

arbitrarily-oriented characters for extracting features; hence the insufficient information 

obtained from character leads to poor performance. For deep learning set, as variations 

on dataset increases, fixing the values of parameters also increases. As a result, there is a 

huge difference between the accuracies on different datasets. Therefore, for the multi-type 

images, the same method discussed in above might not perform well.  

 Multi-Type-Oriented Video Text Recognition 

For recognizing multi-oriented texts, there exist some approaches (Umapada Pal, Roy, 

Tripathy, & Lladós, 2010; P. P. Roy, Pal, Lladós, & Delalandre, 2012) in graphical 

documents. An approach for recognizing the multi-scaled and multi-oriented character 

has been proposed by Pal et al. (Umapada Pal et al., 2010). However, the target of this 

method is scanned images; thus performance is not good enough in case of natural scene 
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or video. A fusion of HMM and CNN is proposed in (S. Roy, Roy, Shivakumara, & Pal, 

2013) to achieve good recognition rate. To find character alignment of a word, sequential 

gradient features are extracted with HMM, and in the later stage, the character alignments 

are verified by CNN. Recently, a novel multi-type text recognition approach has been 

proposed in video by Bhunia et al.(Bhunia, Kumar, Roy, Balasubramanian, & Pal, 2017) 

based on color channel selection. The approach consisted of three steps. Initially, a color 

channel is automatically chosen. A sliding window moves over selected color channel to 

extract PHOG feature. Then extracted features are processed using HMM. Finally, for 

obtaining best recognition accuracy, a multi-label SVM classifier is used. Recently, a 

hybrid CNN-RNN network with a Connectionist Temporal Classification has been 

proposed for multi-type oriented text recognition by Jain et al. (M. Jain et al., 2017). But 

this is limited to Arabic text. An adaptive ensemble of deep neural networks (AdaDNNs), 

is proposed to select and adaptively combine classifier components at different iterations 

from the whole learning system for recognizing multi-type and multi-oriented text. 

Furthermore, the ensemble is formulated as a Bayesian framework for classifier 

weighting and combination Chun et al. (C. Yang, Yin, Li, et al., 2017).  

In summary, most of the above recognition approaches explore well-known 

descriptors, namely, SIFT and HOG for feature extraction. Then they use classifiers with 

a large number of lexicons for recognizing texts in images. A major shortcoming is that 

these methods are restricted to a predefined lexicon. The association between training 

data and lexicons depends on the script. As a result, this kind of approach restricts the 

possibility of flexibility of working on different scripts without updating the training 

scheme and performance of the method drops. Moreover, the classifier is expected to 

output high probability for test sample if similar kind of sample text image is considered 

in training phase. As these algorithms need sufficiently a huge amount of data during the 

training phase, therefore extracting features from each sample are computationally 
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expensive. Most of the methods are not evaluated on words in video and require high 

contrast for scene images. From the review of existing works, it is noted that majority of 

the algorithms give a satisfactory result for the particular data type, on which the methods 

concentrate. But none of the methods deal more than two types of data for recognition.  

Besides, multi-script recognition in case of Indian scripts is still at the blooming stage. 

Therefore, these approaches may not cope with the new problems of multi-type and multi-

oriented video text recognition. Therefore, there is a scope for developing a robust 

recognition algorithm, particularly for different orientations and variant type of text in 

video and scene image. 

 Summary 

Overall, the approaches which are proposed for video text classification, Text 

enhancement, text extraction, text type classification and text recognition are reviewed. 

The fact of working with recognition of video text raises several problems to tackle. By 

reviewing the existing methods, it is noted that there are still major problems as discussed 

in below for text recognition in video.   

(1) It is noted from classification literature that these methods achieve good results 

for a particular video type but show lower performances for heterogeneous types 

of videos. Therefore, there is a huge difference between the accuracies on different 

datasets. Thus, there is an immense scope for the automated classification of 

different video text categories before choosing an appropriate text detection and 

recognition method to achieve better results. 

(2) The existing enhancement methods enhance the video text frame, but they 

introduce too many noises. From the discussion of the literature survey, it can be 

inferred that there is no consistent enhancement method for reducing the effect of 
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Laplacian operation. Till to date, there is not generalized enhancement model for 

the distortions caused by Laplacian or gradient so far. 

(3)  Though there are many conventional text detection, they perform well for text 

lines; thus these methods do not yield good result on bib numbers. Most of the 

existing approaches consider text word to be straight in image and rarely search 

curvy-linear or non-horizontal or arbitrary word due to its complexity. So, the 

problem of detecting word irrespective of orientation did not receive a great deal 

of attention in the literature. In addition, the spotting approach is limited to video 

images affected by low contrast and complex background but not natural scene 

images and license plate images. Therefore, multi-oriented bib detection/spotting 

entails a special attention in such video or images to increase recognition accuracy. 

(4) It is confirmed from text type classification that the performances of the existing 

methods degrade and are unsatisfactory due to the presence of caption and scene 

text types in video frames. Though, temporal frames are explored by some 

approaches, the determination of the required frames is tricky. Generally, based 

on experiments, the methods generally choose the required number of frames. The 

threshold chosen heuristically might not perform well for variant datasets and 

conditions. Therefore, achieving better results for video with a single method is 

not as easy as for those images having only one type of text, such as natural scene 

images and document images. 

(5)  Most of the researcher focus their attention only on binary image for recognition 

and discard the gray part which could be obtained from color image. So, there is 

immense scope of exploring gray value without the need of binarization. In 

addition, the classifier-based method needs lots of training data with a vast 

lexicons for classifying non-text and text pixels. Traditionally, recognition 

approaches concentrate on horizontal, slightly non-horizontal and mostly on 
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single type of text. Moreover, the association between data and lexicons depends 

on the script. As a result, this kind of approach restricts the possibility of flexibility 

of working in different script. Therefore, the methods fail in recognizing multi-

type, multi-oriented and multi-lingual text in video. 

The above shortcomings of the current approaches have motivated to propose new 

methods, which are able to recognize multi-oriented and multi-type text (caption and 

scene) in videos accurately and efficiently, irrespective of font type, size, and scripts.  
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CHAPTER 3: FUZZY-ROUGH BASED IMAGE VIDEO CATEGORIZATION 

 Background  

It is noted from the review presented in the previous chapter on video classification, 

video enhancement, video text detection/spotting, video text type classification, and video 

text recognition that robust method for video type classification, enhancement, text 

detection and recognition is essential for achieving better recognition accuracy on multi-

type text recognition in multi-oriented environment.  

This chapter presents a new approach for categorizing scene videos into different 

classes, namely, Animation, Outlet, Sports, e-Learning, Medical, Weather, Defense, 

Economics, Animal Planet, and Technology, to improve text detection and recognition 

performance. For this purpose, Fuzzy concept is explored in two different way, namely 

fuzzy-mass based approach and fuzzy-rough based approach for video type classification.   

 Fuzzy-Mass based Approach for Video Type Classification  

   For the edge images of videos, such as Defense, Sports, and Medical, it can be observed 

that the degree of cursiveness is more compared to the edge images of Economics and 

Weather videos. This is due to the fact that the backgrounds of the ocean, sky and forest 

in Defense video, stadium and ground with greenery in Sports video, and buildings/streets 

in Medical video usually produce dense curved edges compared to the backgrounds in 

Economics and Weather videos, where less cluttered backgrounds can be seen. One such 

example can be seen in Figure 3.1, where the medical video frame contains more curved 

edge components than straight edge components. In this work, canny edge  operator is 

chosen as it gives fine details of edges for low contrast as well as high contrast images 

compared to Sobel, which usually gives fine details only for high contrast images 

(Palaiahnakote Shivakumara, Trung Quy Phan, et al., 2010). Besides, edge image helps in 

extracting features at the component level which reduces the number of computations. It 
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is illustrated in Figure 3.1, where (a) denotes a sample medical video frame and (b) denotes 

its canny edge image. However, at individual edge components, some parts of edge 

components appear straight, and another part of components appear to curve. This leads 

to uncertainty in identifying exact edge components as straight, and curved. To overcome 

this uncertainty, a new Fuzzy based approach along with mass and a spatial feature has 

been proposed for classification.     

       

For classified straight and curved edge components, the proposed approach extracts 

features to study the degree of the mass of different video types both locally and globally. 

Then the proposed approach combines both local and global features to achieve good 

classification rate. To extract local features, a successive ellipse over edge image has been 

drawn rather than defining a window because ellipse helps in defining granule to extract 

mass based features (Ting, Zhou, Liu, & Tan, 2013). For global features, the proposed 

approach uses the whole edge image without ellipse drawing. The framework of the 

proposed approach is shown in Figure 3.2. 

(a) Input Medical video frame                    (b) Canny edge image  

Figure 3.1: Examples of dense curved edges for Medical video frame. 
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 Straight and Curved Edge Components Classification  

     For each edge component, the proposed approach analyzes its area under the curve to 

classify it as straight or curved. This is valid because if an edge component is curved, it is 

expected that a larger area under the curve or almost zero area under straight. Therefore, 

the proposed approach performs projection onto principal axis from coordinates of the 

edge component. The sum of these projections results in an approximated area under the 

curve. To make the area under the curve scale invariant, the estimated area is divided by 

the length of the segment of the principal axis under the curve. The sum of the square of 

perpendicular distances to the principal component axis is used as an error metric for 

choosing the best straight line that fit data  (Nogueira et al., 2017).               

 
 
        
 
 

Figure 3.2: Framework of the proposed approach. 
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Now the question is how to fix an automatic threshold for the area estimated under 

straight and curved edges. Fuzzy logic based on area approximation has been introduced 

Figure 3.3: Examples of Fuzzy membership functions for classifying 
straight and curved edge components. 

   (a) 

  (b) 

      (a) Straight components                                         (b) Curved components 

Figure 3.4: Results of Fuzzy logic based straight and curved edge 
components classification of the edge image shown in Figure 3.1. 
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to tackle the issue. A principal component axis for each edge component is plotted as 

shown in Figure 3.3, where it can be seen that the principal axis is given by principal 

component analysis and its projections. The value of the area obtained by the above 

procedure can lie in the region [0, ∞). Then scaled Gaussian function has been proposed 

on [0, ∞) interval for finding the fuzzy membership function as  𝑦 = 𝑒−(𝑥2/2), which has 

value 𝑦 = 1 at 𝑥 = 0. The reason to choose Gaussian function is that it is a smooth 

function defined for all the values greater than or equal to 0. Further, centroid method has 

been used for defuzzification  (G. Zhao & Pietikainen, 2007). 

For finding a centroid, note that ∫ 𝑓(𝑥)𝑥 𝑑𝑥 = ∫ 𝑒−(𝑥2/2) 𝑥 𝑑𝑥 =  1
∞

0
. A centroid is 

given by  ∫ 𝑓(𝑥) 𝑥 𝑑𝑥

∫ 𝑓(𝑥) 𝑑𝑥
. The denominator is the area under a curve. The area under 

standardized Gaussian is known to be 1. So, ∫ 𝑒−(𝑥2/2) 𝑥 𝑑𝑥 =  √(𝜋/2)
∞

0
. Therefore, the 

required value of x at centroid is√
2

𝜋
. This is the required threshold. The example shown in 

Figure 3.3 is classified as a curved edge component because it gives a value larger than 

the threshold given by Fuzzy logic. Sample classified straight and curved edge components 

can be seen in Figure 3.4 for the edge image in Figure 3.1 (b).                      

 Mass-based Features Extraction from Edge Components for Video Image 

Categorization 

For the classified straight and curved edge components in the previous section, dense 

observation  has been extracted as discussed in the earlier part of this section by estimating 

mass rather than density because mass is estimated based on small granularity with its 

elements. Hence, mass estimation is simple, efficient and robust compared to density 

estimation  (Ting et al., 2013). Mass (m) is generally defined as the number of the points 

in a region, i.e., 𝑚 = ∑ 𝑝𝑖
𝑁
𝑖=1 , where 𝑝 denotes an individual component in the region, 

and 𝑁 corresponds to the total count of straight and curve components in the image. Here 

a region is granularly defined by an ellipse.   
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In order to extract local information, consecutive ellipses are drawn as shown in Figure 

3.5 (a), where wave patterns can be seen given by consecutive ellipse formation. The step 

size to draw consecutive ellipses has been estimated depending on the major axis of the 

smallest edge component present in the current ellipse. The process of consecutive 

drawing ellipse stops when an ellipse gets at least two edge components. Each ellipse is 

considered as a granule for local features extraction in this work. For each ellipse, the 

proposed approach first gets straight and curved edge components using the method in 

Section 3.2.1 and then extracts features separately. Next, the proposed approach considers 

the sum of all the feature values extracted respectively from each ellipse. The sum is 

divided by the total edge component. This generates two mass based features separately 

for straight and curved groups.  

Therefore, the features f1 and f2 can be defined as equation (3.1) and equation (3.2), 

where 𝑚𝑠 denotes the mass from straight edge components, and 𝑚𝑐 denotes curved edges 

components. The sum is divided by the total number of components (N) in the whole 

image (edge image).  

                               𝑓1 =
𝑚𝑠𝑡

𝑁
            (3.1),                     𝑓2 =  

𝑚𝑐𝑢

𝑁
                              (3.2) 

Similarly, the presented approach extracts local features using spatial proximity, 

computed between the centroids of straight and curved edge components in respective 

straight and curved component clusters, and takes standard deviation for the proximity 

matrices, separately, which can be defined as f3 and f4 in equation (3.3) and equation (3.4), 

respectively. Finally, the sums of standard deviations of all the ellipses divided by the 

total number of edge components in the edge image considered as features. The centroids 

for straight components and curved edge components can be seen in Figure 3.5 (b) and 

Figure 3.5 (c), respectively. 
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𝑓3 = √
1

𝑁−1
∑ 𝑑𝑖

𝑠𝑡 − 𝑑𝑠𝑡̅̅ ̅̅ )2𝑁
𝑖=1           (3.3),     𝑓4 = √

1

𝑁−1
∑ 𝑑𝑖

𝑐𝑢 − 𝑑𝑐𝑢̅̅ ̅̅̅)2𝑁
𝑖=1        (3.4) 

where dst denotes the distance between straight components, and dcu denotes the 

distance among curvy components. 

 

The distance between image centroid and straight edge components centroid is 

calculated, say f5;  image centroid and curved edge components centroid, say, f6; and 

straight edge components centroid and curved edge components centroid, say, f7, 

respectively. The sample centroids for the whole image, the straight edge components, 

and the curved edge components can be seen in Figure 3.5 (d), where red, green and blue 

pixels represent image centroid, straight edge components centroid and curved edge 

components centroid, respectively. As mentioned above, the final features are obtained 

by summing up the feature values of all the ellipses and being divided by N. This results 

                               (c)                                                    (d) 

                          (a)                                                     (b)  

Figure 3.5: Local feature extraction using mass estimation and 
proximity between centroids and straight-curved edge components: 

(a) Consecutive ellipse to extract local information, (b) Denotes 
centroids for classified straight edge components, (c) Denotes 

centroids. 
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in seven local features. In the same way, the similar seven features are extracted for the 

whole edge image without drawing ellipses, which are considered as global features. In 

total, fourteen features are obtained for classification in this work. Inspired by the work 

presented in  (G. Zhao & Pietikainen, 2007) for facial expression recognition, where SVM 

has been successfully used, a similar procedure  has been followed for video text frames 

classification in this work by feeding the 14 extracted features to an SVM classifier. As 

suggested in  (G. Zhao & Pietikainen, 2007) where an SVM is used for discriminating 

two sets of data to achieve good accuracy for facial expression recognition, the five-class 

video classification problem is partitioned into a 10 class problem to achieve the same for 

classification. For example, defense-economics, defense-sports, defense-medical, 

defense-weather, economics-sports without any repetition of groups. Then a voting 

scheme is used for the final classification. However, this voting may lead to having the 

same number of votes for more than one class. To avoid this problem, the first class 

appeared in the resultant voting scheme has been chosen based on experimental 

observations. A polynomial kernel function has been used for SVM classifier in this work. 

In addition, for training and testing, 10 fold cross-validation procedure has been followed. 

The final confusion matrix is obtained after averaging 10 confusion matrices. 

In summary, the proposed approach is limited to simple and few classes of video types 

but not complex classes. To overcome this limitation, to deal with this ambiguity and 

uncertainty between the classes, a Rough-Fuzzy based approach has been proposed.  

 Rough-Fuzzy based Approach  

    In this work, a unified system is proposed as shown in Figure 3.6, where the 

classification step identifies video types, the text detection step extracts text lines from 

video frames, the binarization step extracts foreground from text lines, and finally, OCR 

recognizes texts. Figure 3.6  shows the parameters, which are derived automatically with 
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the help of training samples for respective steps. Since the main goal of this work is video 

categorization, the focus is given to the classification method and use text detection and 

recognition performances for validating the proposed classification.   

 

     For a given scene type video, in this work, key frames and neighboring temporal 

frames are extracted for classifying scene type videos. The Canny operator is applied to 

each frame. This operator gives edge components with their structures  (L. Wu et al., 

2015). The advantage is that it saves a large number of computations by extracting 

features at the component level instead of pixel level. For classifying each video frame as 

a particular class according to the nature of its content, a new combination of rough set 

and fuzzy logic has been proposed to group edge components as Line, Rectangle, Square, 

Parallelogram, Circle, Loop, Ellipse and Trapezium based on geometric shapes of edge 

components to extract local information of the frame. Since the considered video 

categorization problem is complex, one can expect uncertainty in defining shapes of edge 

components. Therefore, to deal such situations, the rough set is introduced to estimate 

lower and upper boundary approximations  (Yu, Pedrycz, & Miao, 2013), which gives 

boundaries for extracting shapes of edge components. Due to the foreground and 

background variations, an approximated shape by rough set may overlap with other 

shapes of edge components. This leads to confusion or uncertainty. Therefore, motivated 

by (Fonseca & Jorge, 2000) where it is shown that fuzzy logic for recognizing elementary 

Testing  

Train

Figure 3.6: Unified frame work of the proposed method. 
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geometric shapes is useful in improving object recognition, fuzzy logic is introduced to 

recognize geometric shapes  (Fonseca & Jorge, 2000; Ghanei & Faez, 2016). This step 

outputs eight groups according to the shapes defined by rough set and fuzzy combination 

for the given video frame. The eight groups are empirically determined by studying 

shapes of edge components for different classes.   

It is true that gradient directions of edge pixels represent stroke direction distribution, 

which in turn provide a vital clue for extracting shapes of edge components (M.-K. Zhou, 

Zhang, Yin, & Liu, 2016). Therefore, each group is divided into several planes according 

to the gradient direction of pixels of edge components in each group. For each plane, 

further correlation and covariance features are extracted using gradient values to encode 

statistical and spatial correlation between stroke directions. Features are extracted for all 

the eight groups by this way. Furthermore, to add stability to these features, temporal 

frames have been explored. Finally, the feature matrix is passed to a neural network 

classifier for frame classification. 

       

 Grouping Edge Components based on Shapes  

   For a sample frame selected from sports video as shown in Figure 3.7 (a), the Canny 

operator is applied. The Canny operator generates an image as shown in Figure 3.7 (b), 

where edge components preserve the structure of components. It is also observed from 

     (a) Sports frame                               (b) Canny edge image 

Figure 3.7: Edge component detection for the sample 
sports input frame. 
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Figure 3.7 (b) that the edge components which represent background and foreground 

(text) have different shapes, such as rectangles, loops, ellipses, parallelograms, circles, 

trapeziums, squares, and lines. Among different shapes, rectangles and lines are more 

prominent due to the presence of courts. This observation leads to propose a new method 

for classifying those components into several groups to find the relationship among them 

for video classification. 

As discussed in the earlier part of this section, the combination of rough set and fuzzy 

logic is extracted for grouping edge components of each frame of each class into different 

geometric shapes, namely, Rectangle, Parallelogram, Trapezium, Circle, Ellipse, Loop, 

and Line. The identification of Line is done using the projection of pixels on the principal 

component axis, while the identification as Loop is done by checking whether a 

component is split into several sub-components after removing a few pixels. Since Square 

is a special case of the rectangle, the same rectangle steps are used for the identification 

of Square. The identifications of Rectangle, Parallelogram, Trapezium, Circle, and 

Ellipse are done as follows: For each edge component C as shape S, the smallest object 

of shape S which covers C (named it the mask of component C and denote it by 𝑀𝐶𝑆) is 

constructed. It can be expected that this mask precisely overlaps C for an ideal shape of 

edge component. However, this is not always true for real edge components due to 

irregular shapes and disconnections, where uncertainties are expected. Therefore, it is 

assumed, to match the component with the boundary of another set  𝑅𝐶𝑆, such that 𝑅𝐶𝑆 is 

an approximation of 𝑀𝐶𝑆. Approximation using rough set allows to ignore small errors 

and decide whether the component under consideration belongs to a given class S. 

However, even if this component does not belong to S, it  is  needed to decide how similar 

it is to class S. This is done by using the proposed fuzzy membership function discussed 

below. Figure 3.8 (a) shows an ideal component. In Fig. Figure 3.8 (b) the boundary of 

rough set 𝑅𝐶𝑆 is shown with white color, and the interior of 𝑅𝐶𝑆 is shown with blue color. 
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Note that the component is marked in green color. Fig. Figure 3.8 (c) shows the precise 

overlap of 𝑅𝐶𝑆  boundary and component boundary. The advantage of the combination of 

rough approximation and fuzzy membership to define irregular shapes of edge 

components can be seen in Figure 3.9, where for the component in (a),  it can be seen that 

its boundary and interior of  𝑅𝐶𝑆 in (b). Note that the overlap between 𝑅𝐶𝑆  and the 

component as shown in (c) is partial for this component. From now, this approximation 

𝑅𝐶𝑆    is defined as the mask. The boundary of this mask is defined using rough set theory 

as follows. 

 

Formally, the rough set is defined with lower and upper boundaries approximation as 

follows. Let 𝑋 be the reference set (𝑋 ⊂ 𝑈 is the reference set, i.e., the set which is needed 

to approximate, while 𝑈 is the universe and refers to all the pixels in the image). Lower 

approximation of 𝑋 is the region where all the data definitely belong to 𝑋. Upper 

approximation is the region such that no point outside this region belongs to 𝑋. The 

difference between upper and lower approximations is defined as the boundary of the 

rough set. This is the region where some points belong to 𝑋, and some do not. It is 

illustrated in Figure 3.9, where (a) gives the sample edge component, (b) shows the lower 

approximation (blue color) and the upper approximation (white color + blue color), and 

  (a) Edge component                (b) Granulation                     (c) Approximation  

Figure 3.8: Illustrating rough approximation for an ideal edge 
component, where the component and its mask boundary overlap 
completely. (a) represents the edge component, (b) represents its 

mask boundary estimated as white region, while the interior of the 
mask is s. 
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(c) is the result of actual overlap between the estimated rough set boundary and the edge 

component boundary. Formal definitions of both approximation and boundary region are 

given by  (Pawlak & Skowron, 2007) as follows: 

R_lower approximation of X  𝑅∗(𝑥) = ⋃ {𝑅(𝑥): 𝑅(𝑥) ⊆ 𝑋}𝑥∈𝑈  

R_upper approximation of X 𝑅∗(𝑥) = ⋃ {𝑅(𝑥): 𝑅(𝑥)  ∩ 𝑋 ≠ ∅}                      𝑥∈𝑈 (3.5) 

R_boundary of X 𝑅𝑁𝑅(𝑥) = 𝑅∗(𝑥) −  𝑅∗(𝑥) 

Boundary  𝑅𝐶𝑆  is defined as the set of all the points 𝑝 such that the neighborhood of  

𝑝 contains some points belonging to mask 𝑀𝐶𝑆 and some points belonging to 𝑀𝐶𝑆′ as 

stated in equation (3.6).   

𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦(𝑅𝐶𝑆) = {𝑝: 𝑁(𝑝) ∩ 𝑀𝐶𝑆 ≠  ∅  and  𝑁(𝑝) ∩ 𝑀𝐶𝑆
′  ≠  ∅}            (3.6)                                       

Here, the lower approximation is the set of all the pixels which definitely belong to the 

estimated shape. This is the interior of the estimated component as shown in Figure 3.9 

(b). The upper approximation is the set of all the pixels which may belong to the estimated 

shape. This region is the complement of the exterior of the component. The boundary is 

the region which is close to both interior and exterior regions of the estimated shape. 

Rough sets allow identifying a component to be of a perfect shape if interior and exterior 

regions match perfectly. This is done by using a thicker boundary region rather than the 

actual outline of the component for comparison as shown in Figure 3.9 (c). To estimate 

boundary approximation for edge component C, the proposed method checks whether all 

the pixels lie in 𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦(𝑅𝐶𝑆) and those pixels which are the neighbors of the 

component. If a component satisfies both the conditions, it is considered as the component 

roughly like shape S.  

If 𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦 (𝑅𝐶𝑆) overlaps with component C completely, it is said to be the 

component that is exactly like S as shown in Figure 3.8. Otherwise, to estimate the degree 
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of overlap information is needed to find the closeness between the boundary and the 

component as shown in Figure 3.9. Let the ratio of component pixels close to masking 

boundary and the total number of component pixels be 𝑢𝑐, and the ratio of mask boundary 

pixels close to component pixels and the total number of mask boundary pixels be 𝑢𝑚.  

In order to find the final value which indicates how close C is to shape S, a Z shaped fuzzy 

membership function is applied to 1 − 𝑚𝑖𝑛(𝑢𝑐, 𝑢𝑚) as defined in (Pawlak & Skowron, 

2007). Z shape fuzzy membership function is a spline based one as defined in equation 

(3.7) and illustrated in Figure 3.10 (a).   

                          𝑧(𝑥, 𝑠, 𝑡) = 1 𝑖𝑓 𝑥 ≤ 𝑠      

                                            = 1 − 2 (
𝑥−𝑠

𝑡−𝑠
)

2

 , 𝑖𝑓 𝑠 ≤ 𝑥 ≤
𝑠+𝑡

2
   

                                             = 2(
𝑥−𝑡

𝑡−𝑠
)2 , 𝑖𝑓  

𝑠+𝑡

2
≤ 𝑥 ≤ 𝑡                                          (3.7) 

                                              = 0 𝑖𝑓 𝑡 <  𝑥  

  If the membership function gives 1, C is an ideal example of the shape S (Lamba, 2008).  

Here the value is set as 1 for all the values which are less than s, and 0 for all the values 

which are greater than t irrespectively. However, the values always lie between s and t 

for real edge components. In this work, the values for s and t are experimentally 

determined according to the defined geometrical shapes.   

Univ
ers

ity
 of

 M
ala

ya



89 

 

The parameters (𝑎 and 𝑏) are required to apply rough set and fuzzy logic for 

recognizing shapes of different edge components according to groups as follows:  

Rectangle: Let the height and width of the rectangle bounding box be  2𝑎 and 2𝑏, 

respectively, and the centroid be (𝑥0, 𝑦0). Thus Rectangle can be defined as in equation 

(3.8):  

         𝑦 ≥ 𝑦0 − 𝑎, 𝑦 ≤ 𝑦0 + 𝑎, 𝑥 ≥ 𝑥0 − 𝑏, 𝑥 ≤ 𝑥0 + 𝑏                                         (3.8) 

Square: If the given component is detected to be a rectangle, check whether both the 

sides of the bounding box are nearly equal.   

Parallelogram: A right tilted parallelogram will be defined as in equation (3.9): 

𝑦 ≤ tan 𝜃 (𝑥 − 𝑥0 + 𝑏) + 𝑦0 − 𝑎, 

                                  𝑦 ≥ tan 𝜃 (𝑥 − 𝑥0 − 𝑏) + 𝑦0 + 𝑎,                                (3.9) 

𝑦 ≥ 𝑦 − 𝑎, 𝑦 ≤ 𝑦0 + 𝑎              

Similarly, a left-tilted parallelogram is defined as in equation (3.10): 

𝑦 ≥ −tan 𝜃 (𝑥 − 𝑥0 + 𝑏) + 𝑦0 + 𝑎, 

                            𝑦 ≤ −tan 𝜃 (𝑥 − 𝑥0 − 𝑏) + 𝑦0 − 𝑎, 𝑥 ≥ 𝑥0 − 𝑎,                 (3.10) 

   (a) Edge component                    (b) Granulation                         (c) Approximation  

Figure 3.9: Rough set is defined for the edge component of the 
sports frame where edge component boundary and mask boundary 

does not match completely. (a) is edge component with loss of 
information, (b) shows mask boundary estimated for the component 

as white region. 
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𝑦 ≥ 𝑦 − 𝑎, 𝑦 ≤ 𝑦0 + 𝑎       

Regular trapezium: A regular trapezium can be defined as in equation (3.11):  

𝑦 ≤ tan 𝜃 (𝑥 − 𝑥0 + 𝑏) + 𝑦0 − 𝑎, 𝑦 ≤ −tan 𝜃 (𝑥 − 𝑥0 − 𝑏) + 𝑦0 − 𝑎, 

                                      𝑦 ≥ 𝑦 − 𝑎, 𝑦 ≤ 𝑦0 + 𝑎                                               (3.11) 

Circle: The proposed method finds the centroid and the pixel which is the farthest from 

the centroid. The distance between the centroid and this pixel gives radius 𝑟, and centroid 

(𝑥0,𝑦0) gives the center of the edge component. Therefore, the mask given by 

(𝑥 − 𝑥0)2 + (𝑦 − 𝑦0)2 ≤ 𝑟2  can be calculated using these parameters. The points on this 

mask can be generated as (𝑥0 + 𝑟 cos 𝜃, 𝑦0 +  𝑟 𝑠𝑖𝑛𝜃) for varying values of 𝜃 from 0 to 

2𝜋.  

Ellipse: Given length 2𝑎 and width 2𝑏 and the location of the centroid (𝑥0, 𝑦0), an 

ellipse defined by (𝑥−𝑥0)2

𝑎2
+

(𝑦−𝑦0)2

𝑏2
≤ 1 gives the required ellipse. The points on this 

ellipse can be generated as (𝑥0 + 𝑎 cos 𝜃, 𝑦0 +  𝑏 𝑠𝑖𝑛𝜃) for varying values of 𝜃 from 0 to 

2𝜋.  

Loop: Suppose the given component contains n pixels, n/10 equidistant pixels are 

chosen from the component. For each pixel, those pixels which are at a distance of two 

pixels or less from the chosen pixel are removed. After removing these pixels, if the 

remaining edge component is still a connected component, then the chosen pixel is a part 

of a closed loop. Otherwise, it is a part of an open component. Repeat this procedure n/10 

times, each time on the original image of the component. As long as the resultant edge 

component remains a connected component, the proposed method estimates the 

percentage of pixels which are a part of a loop. Note that the mask algorithm and Z shaped 

analysis are not used for loop test.  
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Line: The principal component axis for an edge component is plotted as shown in. 

Figure 3.10 (b), where it can be seen that the principal axis is given by principal component 

analysis and its projections. The value of area obtained is scaled by the square of the length 

of the principal axis segment corresponding to it. The value of the area obtained by the 

above procedure can lie in the interval[𝟎, ∞). The values obtained are fed to Z shape fuzzy 

membership function. 

 

The values obtained from the mask overlap algorithm and the line function are fed to 

Z shape fuzzy membership function. Figure 3.10 (a) shows this function with parameter 

values a=0.1 and b=0.5. The values of parameters a and b used for the fuzzy filter are s = 

                            (b) 

                            (a)                                            

Figure 3.10: Fuzzy membership functions for classification of edge 
components according to shapes.  (a) Z Fuzzy membership function for 
classification of edge components according to shapes. X axis denotes 
the original value calculated and Y axis shows resulting m. 
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0.075 and t = 0.5 for each of rectangle, parallelogram, trapezium, circle, and ellipse. For 

line s=1e-3 and t=0.02. 

The above process of recognizing shapes by fixing mask boundary and estimating 

parameters of edge components work well for those edge components having zero degree 

orientations with horizontal. However, in case of irregular shaped edge components, one 

cannot expect all the time edge components without any tilt or orientation. To overcome 

this problem, Principal Component Analysis (PCA) is proposed for estimating angles of 

edge components with respect to the X-axis. Edge components are then rotated by this 

angle, which results in edge components with zero orientation. In other words, PCA is 

proposed to use to check the orientation of each input edge component before applying 

the boundary approximation for them. It is true that when an edge component is rotated 

by an angle, little distortion is expected. However, the proposed rough set and fuzzy 

combination takes care of such tiny distortion affected by rotation conversion. Orientation 

checking using PCA is good for those shapes like Rectangle, Parallelogram, Ellipse, and 

Trapezium. Since Square is treated as a special case of the rectangle, orientation checking 

is similar to the rectangle. On the other hand, for Circle, orientation checking is not 

necessary as this shape does not affect the above process of recognizing shapes. For Loop 

and Line, the proposed method uses an iterative procedure and the projections on the 

principal axis as presented earlier, respectively. It is noted that these two procedures are 

invariant to rotation. Sample illustration of the process of recognizing shapes, which 

involves rotating edge components to zero orientation, estimating mask boundary and 

finding overlapping region between the component boundary and mask boundary for 

rotated/tilted edge components  are shown in Figure 3.11 (a) and Figure 3.11 (b), 

respectively.   
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Sample edge components for grouping according to the shapes defined above are 

shown in Figure 3.12, where it can be seen that the edge components are classified 

according to the definitions of geometrical shapes. As mentioned at the beginning of the 

section, it is preferred to use Canny edge detector because it has the ability to preserve 

structures of edge components and to generate fine edges for both low contrast and high 

contrast frames, which is considered in this work as shown in Figure 3.12. From Figure 

3.12, it is observed that edge components for all the groups in spite of low contrast input 

video frames. To know the effect of the Canny edge detector, Sobel edge detector  is 

compared for the same input frame to classify edge components into respective groups as 

shown in Figure 3.13, where it can be noticed that a few pixels are missing in the groups 

compared to the groups of the Canny edge detector. This shows that Sobel edge detector 

loses sometimes edges for low contrast video frames, which leads to poor performances.  

Section 3.4 presents experimental evidence to support the statement. 

    Oriented P         Zero orientation          Mask boundary           Approximation  

(b) Parallelogram (P) 

Oriented R        Zero orientation         Mask boundary           Approximation  

(a) Rectangle (R) 

Figure 3.11: Fixing mask boundary and recognizing shapes for 
rotated or tilt edge components. 

Note: for the purpose of visualization, morphological operation is performed for 
the edge components. In case of mask boundary results, blue color denotes interior of 

mask boundary. In case of approximation, green color denote edge component 
boundary, while the white region represents the overlapping between edge boundary 

and mask boundary.   
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                            Square                                  Loop 

               Line                                     Rectangle                         Parallelogram                             

          Sports frame                              Canny edge image  

Figure 3.12: Sample components grouping based on shape 
analysis for the Canny edge image of the sports frame using rough-

fuzzy. 

      Trapezium                              Circle                                      Ellipse     
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 Gradient-based Intra and Inter Feature Extraction for the Groups 

For each group given by the above-presented method in the previous section for video 

frames of every class, gradient direction and values are explored for extracting distinct 

features to classify frames. Motivated by the work proposed in  (M.-K. Zhou et al., 2016) 

for recognizing handwriting characters, where it is shown that stroke distribution provides 

the vital clue for recognizing different handwriting styles of characters, the gradient 

directions is explored by distributing pixels into a number of planes according to gradient 

         Sports frame                                   Sobel edge image                

Figure 3.13: Sample components grouping based on shape analysis 
for Sobel edge of the input sports frame with rough-fuzzy. 

          Line                                           Rectangle                               Parallelogram                            

      Trapezium                                 Circle                                           Ellipse                                       

      Square                                   Loop 

Univ
ers

ity
 of

 M
ala

ya



96 

direction to find local distribution of pixels. It is illustrated in Figure 3.14, where (a) 

shows the sample image of Line group, its gradient image, and gradient directions, and 

(b) shows pixel distribution into a number of planes according to gradient angle, which 

generally varies from -180 to + 180. This process results in angular planes for each group. 

For each angular plane, k-means clustering is used to find different clusters as depicted 

in Figure 3.15, where clusters with different colors can be seen for the P1 plane in Figure 

3.14 (b). This helps in finding the relationship between the pixels in each plane. Here the 

relationship is defined as how the pixels are close to each other in terms of contrast. Then 

the proposed method computes the mean, median and standard deviations for each cluster, 

which gives 3 features for each plane. The relationship among the pixels in each plane, 

called intra plane, is encoded by covariance and correlation as defined in equation (3.12) 

and equation (3.13). Inspired by the work in  (M.-K. Zhou et al., 2016), the same features 

are proposed to use for extracting feature vectors of the planes. This process of feature 

extraction results in a 3600-dimensional feature matrix for each input frame.                   

 

Figure 3.14: Example of plane generation according to gradient 
direction to extract structural features (Best viewed in PDF). 

    P1-Angle: 180         P2-Angle: -162              P7-Angle:- 135  --------P16-Angle:-19  

(b)  Planes division according to gradient directions. 

(a)  Line group                          Gradient image                      Directions  
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𝑐𝑜𝑣(𝑋, 𝑌) =
∑ (𝑋𝑖 − 𝑋̅)𝑛

𝑖=1 (𝑌𝑖 − 𝑌̅)

𝑛
                                                                     (3.12) 

where X and Y are real valued random variables.  

𝑅(𝑋, 𝑌) =
𝑐𝑜𝑣(𝑋, 𝑌)

√𝑐𝑜𝑣(𝑋, 𝑋) ∗ 𝑐𝑜𝑣(𝑌, 𝑌)
                                                                      (3.13) 

The feature extraction process is formulated as follows. Let the feature matrix (𝑀) be 

of the size of  𝑝 × 15, where 𝑝  is the number of the total angular planes in the frame, 

while 15 is the dimension of feature vectors (k = 5 clusters and their 3 features). To apply 

covariance according to equation (3.12), the mean and deviation are calculated for each 

feature vector. This yields a matrix of size 𝑝 × 15  using equation (3.14): 

𝑚𝑣𝑝×15 = 𝑀 − 𝐼𝐼′𝑀(1 𝑝⁄ )                                                                                    (3.14) 

where 𝐼 is a 𝑝 × 1 column vector of ones, and 𝐼′ is the transposed matrix of it. After 

transposing 𝑚𝑣𝑝×15 and multiplication is done with the original matrix 𝑀 using the 

following equation (3.15):  

      𝑀𝑉15×15 = 𝑚𝑣𝑝×15
′ × 𝑚𝑣𝑝×15                                                                    (3.15) 

It generates a feature matrix of size15 × 15. And finally, the covariance matrix is 

obtained by dividing with the number of planes 𝑝 as defined in equation (3.16): 

         𝑐𝑜𝑣_𝑀15×15 = 𝑀𝑉15×15 𝑝⁄                                                                               (3.16) 

In the same way, the correlation feature matrix of size 15 × 15  is reckoned using 

matrix multiplication and division according to equation (3.13). As a result, for the 

angular plane P1 in Figure 3.14 (b), the proposed method gives 5 clusters as shown in 

Figure 3.15. Therefore, the proposed method obtains 225 features using covariance and 

225 features using correlation for each group. For 8 groups given by Section 3.3.1 of the 
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frame in Figure 3.7 (a), the proposed method obtains 3,600 features, called as intra plane 

features since it uses each plane separately. Here the value of k is 5 for intra plane features.   

In order to find the value for k automatically, the following procedure is proposed. 100 

samples from each of the 10 classes are chosen randomly, which gives 1,000 frames for 

determining the value of k automatically. For each frame, the proposed method obtains a 

number of planes as discussed above for the Canny image. For each plane, k-means 

clustering is applied with k=n, which gives different numbers of  clusters (the value of k) 

for each plane as shown in Figure 3.16 (a) for frame 1 (F1) and frame 2 (F2), where 

different k values for different planes are seen. To find the common cluster number which 

represents the planes of the frame, histogram operation is performed  for k values of 

planes as shown in Figure 3.16 (b), which  is called a local histogram. The proposed 

method chooses the value which gives the highest peak as k value at the plane level that 

should be represented at the frame level. In order to find k value at frame level, which 

represents the whole database, the same histogram operation is performed on k values 

chosen for each sample frame to choose the value that contributes to the highest peak as 

shown in Figure 3.16 (c) as k value for intra plane features, where k=5 gives the highest 

peak.   

            

Figure 3.15: Different clusters for plane P1 in Figure 
3.14 (b). 
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Intra plane features are extracted in the previous section to find the relationship 

between plane pixels. This leads to extract features across planes to strengthen feature 

extraction to solve the complex scene type video categorization problem. The number of 

clusters for planes is determined with the predefined samples. For each plane, k-means 

clustering has been applied to obtain clusters as shown in Figure 3.17, where 8 clusters 

for plane P1 can be seen. For the second plane also, the proposed method obtains clusters. 

(b) Local histogram for choosing k values at plane level in unsupervised clustering. 

(a) Clusters values with k-n for the planes of sample frames, F1, F2 and so on.  

   F1 

𝑃1 𝑃2 𝑃𝑢 … 

     6     3 𝐾𝑢 …

… 

𝑃2 𝑃𝑣 

  F2 

𝑃1 … 

    4     5 𝐾𝑣 …

… 

(c) Global histogram for choosing k values at frame leve 

Figure 3.16: Determination of the value for k automatically for 
intra plane features. Univ
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To find the relationship between inter planes, gradient values are extracted across the 

planes corresponding to the edge components in the clusters. For those gradient values, a 

histogram is plotted to find the value which contributes for the highest peak as the feature 

of the particular cluster. This gives a feature vector for one cluster. In the same way, the 

proposed method obtains feature vectors for other clusters, which forms a feature matrix. 

The covariance and correlation are estimated for the feature matrix as mentioned in the 

previous section, which gives 64 features (8×8) for each group given by the method 

presented in Section 3.3.1. In total, since k is 8, the number of features would be 64×8 = 

1024 for each frame. As discussed in the previous section, to determine the value for k 

automatically, the following procedure is proposed using the same 1, 000 samples. The 

proposed method obtains Canny edge image (C) for the samples as shown in Figure 3.7. 

Figure 3.18 (a), then it applies k-means clustering with k=m for each edge image as shown 

in Figure 3.18 (a), where different k values for different frames are observed. To choose 

the value for k, the histogram is performed on k values as shown in Figure 3.18 (b), where 

it is noticed 8 is contributing to the highest peak and hence it is considered as the actual 

value of k. For the input frame, 3600+1024 = 4624 features are extracted for classification.  

In summary, algorithmic representation for inter-plane feature extraction and 

determining the value of k are presented below. The steps in training phase describe how 

to determine the number of clusters k, which is the parameter of k-means clustering using 

predefined samples. For each sample, the proposed method obtains Canny edge images. 

Then the same clustering technique is employed on all the Canny images, which outputs 

a number of clusters (the value of k) for each sample. To choose k value which represents 

the whole database, histogram analysis is performed on k values obtained for each sample. 

The value which contributes to the highest peak is considered as the actual k value of k-

means clustering at the frame level. Similarly, the steps in testing phase describe how to 

extract features for testing samples. For each testing sample, the proposed method obtains 

Univ
ers

ity
 of

 M
ala

ya



101 

8 groups using rough-fuzzy combination method presented in Section 3.3.1. Each group 

is divided into angular planes based on gradient direction of components in the group. 

For each angular plane, the proposed method employs k-means clustering with k 

(determined earlier) value on each plane, which results in k clusters. The proposed method 

extracts gradient values across the planes corresponding to edge components in the 

clusters. For those gradient values, a histogram is plotted to find the value which 

contributes the highest peak as the feature vector of the particular cluster. The covariance 

and correlation features are extracted for the feature vectors, and this results in a feature 

matrix for classification. 

    

 

         1                                          2                                           3                                               

Figure 3.17: Inter-plane feature extraction for Plane  𝑷𝟏. 

                    7                                            8 

      4                                         5                                             6                                    
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----------------------------------------------------------------------------------------------------         
Algorithm 3.1: Training for video classification 
------------------------------------------------------------------------------------------------------ 

Input: Gray color image of the input image 

1. For each  gray image in training database: 
    a. Apply canny edge operator on the gray image.   
    b. Apply unsupervised clustering on the canny image to find clustering number. 
2. Find the clustering number (𝑘𝐼𝑛𝑡𝑒𝑟) having more frequency using  max

𝑐
(∑ ℎ𝑖 

𝐶
𝑖=1 ) 

from all the images,  
Where 𝑖 represents the unique cluster obtained from Step 1, while  ℎ𝑖  denotes the 
total contributed clusters in the  𝑖𝑡ℎ cluster.   

Output: Cluster number (𝑘𝑖𝑛𝑡𝑒𝑟) 

 

 

(a) Cluster values of the k-means clustering with k=m for the 1000 sample 
frames.  

𝐹1 

𝐶1 𝐶2 𝐶𝑠 …

… 

  8 𝐾𝑠 …

… 

𝐹2 𝐹𝑠 …

… 

  5 

𝐶3 

  4 

𝐹3 

𝐶𝑡 

𝐹𝑡 …

…

…

… 

…
… 

(b) Histogram for choosing k value automatically.  

Figure 3.18: Determination of k value for inter plane feature 
extraction. 

𝐾𝑡 
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----------------------------------------------------------------------------------------------------- 
Algorithm 3.2: Testing for video classification 
----------------------------------------------------------------------------------------------------- 

Input: Testing images in gray color and 𝑘𝐼𝑛𝑡𝑒𝑟 obtained by Algorithm 3.1, where 
unsupervised clustering has been applied to find the number of clusters. 

1. Apply Rough Fuzzy component grouping method on gray image to obtain 8 groups 
using the steps presented in Section 3.3.1 and shown in Figure 3.12. 

2. For each component group image shown in Figure 3.12,  
a. For every pixel, calculate 𝜃 = tan−1 𝑦

𝑥
  to find angular planes, where all the 

pixels having the same angle belong to one angular plane.  
b. For each unique angular plane, apply k-means clustering, where the number 

of clusters has been set to 𝑘𝑖𝑛𝑡𝑒𝑟  obtain from the training (Algorithm 3.1). 
c. For each clustering group, across all the angular planes, and estimate the 

maximum frequency (𝑣) of gradient component using max
𝜇𝑙,𝜃

(∑ tan−1 𝑌

𝑋
) 

described in Section 3.3.2 (see Figure 3.14).  
d. Compute covariance matrix (𝐶𝑂𝑉) using 1

𝑘𝐼𝑛𝑡𝑒𝑟
∑  𝑣  (𝑣)𝑇𝑘𝐼𝑛𝑡𝑒𝑟

𝑙=1  

e. Compute correlation matrix (𝐶𝑂𝑅) using  Cov𝑖

√ 1
𝑘𝐼𝑛𝑡𝑒𝑟

∑  𝑣 (𝑣 )𝑇𝑘𝐼𝑛𝑡𝑒𝑟
𝑙=1

 

Output: Covariance (𝐶𝑂𝑉) and correlation(𝐶𝑂𝑅) matrix. 

------------------------------------------------------------------------------------------------------ 

 Feature Extraction using Temporal Frames for Video Categorization 

Since the input video provides temporal frames, temporal information is exploited to 

increase the discriminative power of the feature extraction in this work. For the extracted 

features as discussed in the previous section, the same features are extracted from the left 

and right sides of the key frame if available. Otherwise, the proposed method considers 

three consecutive frames for feature extraction. It computes the average of the three 

feature matrices given by three frames, which gives the final feature matrix for 

classification.  

It is noted from the literature that Neural Network (NN) is a nonlinear model and has 

the ability to identify complex nonlinear relationships between dependent and 

independent variables. As a result, it is a non-parametric model compared to parametric 
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models that require higher statistical calculation. Although there are two other types of 

neural networks, namely, Radial Basis Function (RBF) networks and Learning Vector 

Quantization (LVQ) networks, feed forward perceptron trained with backpropagation is 

used in solving problems for its higher degree of generalization from training data. It is 

noted that the feedforward neural network classifier used in  (Huiping Li, Doermann, & 

Kia, 2000)  explores the above characteristics of NN for classifying text and non-text 

pixels in videos, thus the NN classifier is proposed  in the same way for classification in 

this work  (Huiping Li et al., 2000).  

Since the problem is 10 class classification, 10 output nodes are considered, one for 

each of the ten classes. Two intermediate layers are used in this classification. Every node 

on one layer is connected with the nodes on the previous layer. The output of a node is 

defined as a function of the weighted sum of the connected nodes in the previous layer. 

Here, neural network considers random values as the initial weights and then updates the 

weights automatically during learning stage according to problems. For choosing training 

samples, a 10-fold cross validation procedure is used, which automatically provides the 

number of training and testing samples for classification. In this work, 30,000 frames are 

considered for classification, including the temporal frames. Out of which, 27,000 frames 

are used for training.  

 Experimental Results and Comparative Study 

In this section, the datasets used for two approaches are described. The evaluation 

metrics have been explained in terms of image/video classification experiments, text 

detection experiments through F-score, and recognition experiment through binarization. 

Comparative studies are performed for validating the efficiency of the presented and 

existing classification. In addition to these, comparison of detection and recognition 

results has also been tabulated for “before classification” and after classification”.  
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Section 3.4 is organized as follows. Section 3.4.1 discusses the dataset and evaluation 

metrics, Section 3.4.2 and Section 3.4.3 illustrate the results of the proposed approach 

and finally section 3.4.4 gives the details comparison of proposed and existing 

classification methods. 

 Datasets and Evaluation  

Video data is collected from YouTube multi-oriented scene texts with complex 

background images as there are no standard datasets available for the categorization of 

different scene type video in literature. The video classes are chosen according to the 

important role in the smart city and digital city development  (Rathore, Ahmad, Paul, & 

Rho, 2016). The database includes the frames with the resolution ranging from 480×360 

to 1920×1080 pixels, caption texts, and scene texts with variant fonts, orientations, 

backgrounds, contrasts, etc. The dataset used for Fuzzy-mass based approach is different 

than the dataset used for Fuzzy-rough in respect to size and class number. Furthermore, 

later uses temporal frames whereas former takes a single frame for classification. 

For Fuzzy-mass based approach, namely, Defense, Economics, Sports, Medical, and 

Weather are considered. For this approach standard databases such as NUS data   (N. 

Sharma, Shivakumara, et al., 2012), and YVT video data (Nguyen, Wang, & Belongie, 

2014) are considered as there are some video frames similar to the chosen class. In 

summary, 120 for Defense, 100 for Economics, 108 for Sports, 75 for Medical and 100 

for Weather, are collected from different sources of video. This gives total 503 frames for 

experimentation. The sample frames of five classes, namely, Defense, Economics, Sports, 

Medical, and Weather, are displayed in Figure 3.19, where different backgrounds and 

foregrounds are noticed for different classes.   

       For Fuzzy-Rough based approach, more 5 classes are included with existing classes. 

YouTube and other internet sources are used for collecting the dataset for 10 classes with 
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temporal frames. The new classes are namely Animation (A), e-learning (e-L), 

Technology (T), Outlet (O), and Animal Planet (AP), to evaluate the proposed 

classification method as each class consists of 3,000 frames, which includes three 

temporal frames for each keyframe. For the 10 classes, 30,000 frames are obtained for 

experimentation in this work. The considered large data are close to generalized data for 

the above mentioned 10 classes. As discussed in the beginning of the chapter, each video 

classes poses different challenges, like low resolution, contrast, font, font size and 

background variations, multi-oriented texts, etc., due to different nature and 

characteristics.  

           

                   Outlet                                      Animal 

                              Medical                                 Weather                         

        Defense                          Economics                               Sports                 

Figure 3.19: Samples of dataset and successful classification 
results of the proposed method. 

   Animation                           e-Learning                             Technology Univ
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The presented approach involves three types of experiments to evaluate the 

performance of the proposed method: classification experiments, text detection 

experiments, and recognition experiment through binarization. For evaluating the 

proposed classification step, standard classification is calculated rate through confusion 

matrices. For evaluating text detection results of different text detection methods, the 

instructions are followed given in (Epshtein et al., 2010; Khare, Shivakumara, & 

Raveendran, 2015; Huiping Li et al., 2000; Liang et al., 2015a; Mosleh et al., 2013; Rong 

et al., 2014; Palaiahnakote Shivakumara, Trung Quy Phan, et al., 2010; L. Wu et al., 2015; 

G. Zhao & Pietikainen, 2007), which use standard metrices, namely, Recall (R), Precision 

(P), and F-measure (F). For recognition experiments, Recognition Rate (RR) is calculated 

at character level for different binarization methods. Experiments, namely, prior to 

classification and after classification are conducted to verify that the text detection and 

recognition methods generate low scores for prior to classification and significant 

improvement after classification. Prior to classification considers frames of all the 

5classes (for Fuzzy-Mass concept) or 10 classes (for the Fuzzy-Rough concept) as the 

input for experiments, while after classification considers individual classes as the input 

for experimentation. For experiments prior to classification, default parameters are used 

in the text detection methods to calculate R, P, and F. However, for the experiments after 

classification, since classes are known by the classification methods as discussed in 

Section 3.3.1, the parameters are tuned based on training samples of each class to 

calculate recall, precision, and F-measures. In general, after classification, text detection 

and recognition performance improve significantly because by considering the advantage 

of classification. 

In the same way of text detection experiment for each classification methods, average 

Recognition Rate (RR) is reported of the different binarization methods for the classes of 

respective classification methods. Key parameters are determined from each binarization 
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method listed in Table 3.21 and Table 3.23, such as threshold value for the Bayesian 

classifier  (S. Roy et al., 2015), the threshold value for Canny edge image  (Howe, 2013), 

and window sizes for different binarization algorithms  (Milyaev et al., 2013). Since Su 

et al. (Su et al., 2013) provided exe files that find values automatically, there is no option 

for tuning. 

 Experiments on Fuzzy-Mass based Approach 

The classification rates of local, global and combined (local+global) experiments are 

reported in Table 3.1, Table 3.2 and Table 3.3, respectively. According to the experiments 

reported in and Table 3.2, it is observed that local features give better results (the average 

accuracy is 70.52%) than global features (the average accuracy is 48.3%). This is true 

because local features have a more discriminative power than global features due to the 

non-uniform distribution of edges in the edge image of a frame. When Table 3.1,  Table 

3.2 and Table 3.3 (for proposed method) are compared, the combined (local+global) gives 

better results (the average classification rate is 78.3%) than local alone or the global alone 

because the combined method utilizes the advantages of both local and global features. 

 

 

class D E S M W 

D 78.3 2.0 14.7 0.5 4.2 

E 9.6 89.7 0.1 0.1 0.4 

S 8.4 0.4 85.3 0 5.7 

M 29.4 6.8 20.9 15.1 27.6 

W 2.7 0 11.0 1.9 84.2 

 

 

 

 

 Table 3.1: Confusion matrix using only Local features. 
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class        D        E         S        M      W 

D 36.9 22.5 29.5 2.0 8.9 

E 9.0 81.2 7.6 0.2 1.7 

S 1.8 7.0 46.6 2.3 42.0 

M 2.2 9.3 22.9 8.8 56.5 

W 0.8 4.5 23.1 3.4 67.9 

 

 

Class        D        E         S       M       W 

D 75.4 1.5 22.4 0.3 0.2 

E 0.3 99.6 0 0 0 

S 0.1 0 96.2 0 3.6 

M 3.3 2.3 20.2 62.2 11.7 

W 0 0.4 4.7 3.1 91.7 

 

 Experiments on Rough-Fuzzy based Approach 

It is noted that the proposed method involves the following key steps for the 

classification of scene type videos, namely, covariance and correlation feature extraction 

for classified edge components by the combination of rough set and fuzzy, the use of intra 

and inter planes, and the use of Sobel edge images and Canny edge images. In order to 

analyze the contributions of the above key steps, experiments are conducted as follows, 

(1) covariance+intra+inter+classification, (2) correlation+intra+inter+classification, (3) 

covariance+correlation+intra+classification, (4) 

covariance+correlation+inter+classification, (5) 

covariance+correlation+intra+inter+classification using Sobel edges of the input frames, 

and (6) covariance+correlation+intra+inter+classification using Canny edge of the input, 

which are required to analyze the contributions of covariance, correlation, intra plane 

Table 3.2: Confusion matrix using only Global features. 

Table 3.3: Confusion matrix using Local +Global features. 
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features, inter plane features, Sobel edge detector and Canny edge detector, respectively. 

For each experiment, confusion matrices are respectively estimated as reported in Table 

3.4 - for the above 6 experiments. The average classification rate, which is the mean of 

diagonal elements of the confusion matrices for the respective 6 experiments are 55.6%, 

58.9%, 54.0%, 63.0%, 56.3% and 76.0%. This shows that all the 6 key steps contribute 

almost equally except the features using inter planes and the proposed method with Canny 

edge detector. This indicates the features extracted from the edge components 

corresponding to clusters across planes have more discriminative power than intra planes. 

However, the introduced approach with Canny and temporal information achieves the 

best average classification rate (76.0%) compared to the same approach with Sobel and 

temporal information (56.3%). It is true that Sobel edge detector is good for high contrast 

images as it involves the first order derivative with one optimal threshold, while Canny 

is good for high and low contrast images as it involves double optimal thresholds. At the 

same time, the considered dataset contains images of different contrasts variations. 

Therefore, the accuracy with the Canny edge is better compared to Sobel edge. There is 

a significant difference when the average classification rates of covariance, correlation, 

intra and inter are compared with the proposed method (76.0%). This is due to the 

integration of strengths of covariance-correlation among pixels in intra and inter angular 

planes given by rough-fuzzy combination, which extracts unique stroke distributions 

locally and globally from irregular edge patterns in edge components of frames, and 

temporal information which adds stability to features by considering information in 

neighboring frames. Therefore, the proposed idea aggregates the advantages of a new way 

of combination of rough-fuzzy for grouping edge components, covariance-correlation of 

intra, inter planes, Canny edge detector, and temporal information of video to accomplish 

better accuracy for the complex classification.  Samples of successful classification are 

portrayed in Figure 3.19.            
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Class D Ec S   M W A E-l T En   AP 

D 48.1 9 3 11.3   4.1 2.2 3.2 4.1 4.7   10.3 

Ec    4.6   56.7   4.2 3.5   7.3 2.6 6.1 6.3 3.6    5.1 

S 10.4   1.1   50.6   4.1   7.2 4.9 1.8    13.3 3.9    2.7 

M    2.1   3.7    4.2 52.2   1.1   15.2 0.7 2.3 5.6    12.9 

W   4.1   2.9    1.4   3.8  55.8   18.8 7.7 2.9 0    2.6 

A 11.9   3.7    8.9   4.8   1.2   50.1 5.1 0 0   14.3 

E-l   2.1  0   3.7   6.2 12.8   3.5    57.8 5.2 5.1    3.6 

T   1.4   19.2   2.6   4.8   3.9   2.8 0.8    54.9 6.1    3.5 

 En 16.2    3.8   2.4  1.3   0   2.1 4.1 4.8    65.3 0 

AP   3.6   5.8  2.8  4.9 5.3  4.3 2.7 2.4 4.1   64.1 

 

 

Class D Ec S M W A e-L T O AP 

D 40.3     1.2 11.4     2.8 1.9 4.1 4.8 13.3 3.9   16.3 

Ec 9.1 63.8 0.9     1.2 2.3 6.7 8.1 1.2 4.6 2.1 

S 4.2    2.8 66.2     1.1 3.1 1.4 10.8 5.9 2.1 2.4 

M 7.3 1.6    3.3   69.2 3.7 4.1    5.2 2.3 2 1.3 

W 8.4    3.9    7.1    1.8  61.4 4    1.3 4.7 7.4 1 

A 5.8    1.8   3.4 11.3     1.2 56.7    4.9 0.4 1.9 12.6 

e-L 5.2    2.1 19.1    0.2     1.1    1.4 54.7 12.4 2.8 1 

T 0 12.3   1.5 10.4    2.8 15.3 2.1 50.6 3.3 1.7 

O 2.5 4.1 7.1 3.1 1.9 3.9 6.1 5.5 64.5 1.3 

AP 11.7 1.2 0.6 1.3 0 2.7 3.1 5.7 11.9 61.8 

 

 

 

 

Table 3.5: Confusion matrix of correlation+intra+inter+classification. 

Table 3.4: Confusion matrix of covariance+intra+inter+classification. 
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Class D Ec S M W A E-l T En AP 

D 49.8 3.4 1.3 2 2.5 3.2    13.4 8.3   5.9  10.2 

Ec    3.5     42.1 3.8 2.9    14.8    10.3 3.9    12.1   2.8   3.8 

S    7.1 2.8     56.7 4.5 3.9 4.6 3.9 9.8   3.1   3.6 

M    3.6 3.1 8.2    57.1 3.4 2.8 9.8 4.8   2.3   4.9 

W    2.8 1.3 3.8    12.9    59.1 8.5 2.4 1.7   1.7   5.8 

A    6.2 1.8 2.8    2.4 4.5    51.2 6.9 1.4   10.2   12.6 

E-l 14.9 4.8 2.5 0 1.3 1.7    57.8 2.8   2.8  11.4 

T 10.8 6.8 0    1.2 3.2 2.7 2.9   49.8   19.7   2.9 

En   0.5    12.5 1.8    4.6 1.2   11.9 3.1 1.4  56.2  6.8 

AP 10.9   1.8 2.1   2.5 0.7 3.1 3 3.5  11.3  61.1 

 

 

Class D Ec S M W A e-L T O AP 

D 60.1 10.3 1.4 2.1 12.6 2.6 1.8 2.1 2.9 4.1 

Ec 4.7 66.7 4.7 2.9 1.2 3.3 12 0.2 2.1 2.2 

S 0 2.9 69.6 1.3 8.4 1.1 6.2 0.2 7.1 3.2 

M 3.7 2.8 3.9 65.5 2.1 2.8 1.9 0.4 10.8 6.1 

W 3.1 4.9 4.3 1.6 59.8 0.7 0.4 12.8 5.2 7.2 

A 10.1 1.9 3.5 1.7 0.6 62.2 2.8 3.9 10.8 2.5 

e-L 3.7 2.8 2.7 0.8 1.8 14.3 56.3 7.2 0.4 10 

T 10 4.4 1.8 1.3 2.1 1.7 3.1 64.6 8.9 2.1 

O 7.7 3.9 1.7 2.9 9.1 1.1 0.5 3.1 67.4 2.6 

AP 13.1 2.6 3.1 13.3 0.5 2.1 3.1 2.4 1.2 58.6 

 

 

 

 

Table 3.7: Confusion matrix of covariance+correlation+inter+classification. 

Table 3.6: Confusion matrix of covariance+correlation+intra+classification. 
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Class D Ec S M W A e-L T O AP 

D 61.2 2.3 1.2 3.8 11.2 6.3 5.1 4.6 3.1 1.0 

Ec 5.3 58.7 1.3 2.3 1.9 4.8 2.9 1.0 7.3 14.2 

S 8.0 1.0 52.9 16.0 5.0 2.1 3.3 4.8 2.5 4.0 

M 2.5 3.0 5.0 67.0 2.4 3.9 0.3 1.9 11.8 2.9 

W 6.3 2.0 8.2 3.0 49.1 2.7 4.0 12.7 6.0 5.5 

A 2.1 10.0 15.7 1.2 12.9 44.2 5.3 3.7 2.0 2.5 

e-L 5.2 2.4 6.0 4.3 3.0 7.5 55.0 12.0 2.3 1.9 

T 11.0 1.2 2.0 7.6 13.0 2.6 5.2 50.0 1.8 5.2 

O 4.1 3.2 2.4 6.8 8.0 4.2 1.0 6.0 63.3 0.7 

AP 2.1 1.3 5.2 13.0 2.4 3.2 1.9 1.0 7.5 62.0 

 

 

Class  D Ec S M W A e-L T O AP 

D 83.9 1.03 2.7 1.7 2.23 2.3 1.07 1.6 2.4 1.04 

Ec 1.3 75.5 2.04 1.04 1.7 2.67 4.22 1.53 5.8 4.2 

S 2.21 6.47 72.7 2.8 4.7 1.05 3.9 2.4 1.05 2.69 

M 5.8 1.36 2.8 71.5 4.06 6.53 1.23 2.12 3.07 1.49 

W 1.8 2.3 1.32 1.17 80.6 3.5 1.47 2.53 3.71 1.56 

A 1.4 3.26 2.51 2.4 1.1 77.7 2.78 4.9 2.41 1.54 

e-L 1.4 3.26 2.51 2.4 1.1 1.78 78.7 4.9 2.41 1.54 

T 1.83 3.28 6.9 1.07 1.82 1.32 2 75.8 1.78 4.2 

O 12.9 1.82 2.96 1.06 1.93 2.45 1.48 3.73 69.5 2.17 

AP 1.37 2.78 1.05 2.67 6.58 4.72 2.47 6.48 2.38 69.5 

 

Table 3.8: Confusion matrix of the proposed method using Sobel edge 
components with temporal frames. 

Table 3.9: Confusion matrix of the proposed method using Canny edge 
components with temporal frames. 
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 Comparative Study and Discussion 

To show the efficacy of the presented classification, the recent video classification 

methods are implemented as per the instructions given in these papers and use the same 

experimental set up as the proposed method for comparative studies, namely, Bosch et 

al.’s method  (Bosch et al., 2008) which explores probabilistic latent semantic analysis 

and SIFT features for scene image classification, Dunlop’s method  (Dunlop, 2010) which 

proposes scene classification of images and videos through semantic segmentation, and 

Qin et al.’s method  (Qin et al., 2016) which proposes statistical, structural and spatial 

features in color space with an SVM classifier for video text frame classification. The 

reason to choose the above three methods for comparative studies is that Bosch et al.’s 

method focuses on scene image classification, Dunlop’s method focuses on video 

classification, which utilizes temporal frames like  the proposed method, and Qin et al.’s 

method focuses on video text frames as the proposed method. 

To show the advantage of classification, three types of text detection methods are 

used/implemented: the methods that exploit temporal frames, namely, Khare et al. 

(Khare, Shivakumara, & Raveendran, 2015), Moselh et al. (Mosleh et al., 2013), Zhao et 

al. (X. Zhao et al., 2011) and Li et al. (Huiping Li et al., 2000), the methods that do not 

use temporal information, namely, Shivakumara et al. (Palaiahnakote Shivakumara, 

Trung Quy Phan, et al., 2010; Shivakumara et al., 2012), and  the methods that are 

developed for scene images, namely, Yin et al. (Yin et al., 2014), Rong et al. (Rong et al., 

2014) and Epshtein et al. (Epshtein et al., 2010). The text detection methods, developed 

for scene images are considered for experimentation because the video contains scene 

texts in the complex background, which share the same characteristics as in natural 

images. Similarly, three types of binarization methods, namely, Roy et al. (S. Roy et al., 

2015), developed for binarizing text in natural scene images, Milyaev et al.  (Milyaev et 

al., 2013), developed for binarizing text in the degraded document images, Su et al. (Su 
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& Lu, 2014) and Howe  (Howe, 2013) have been used. The main reason to choose the 

three types of methods is that the considered scene type video classification is a complex 

problem which suffers from different challenges, such as contrast and background 

variations. As a result, the challenges influence directly on text in frames.  

To validate the above analysis, the proposed method is compared using GOOGLE API  

(Cloud Vision, 2011), which is available publicly and uses deep learning, cloud, and a 

large number of features for retrieving scene images that contain multiple objects in each 

image. The purpose of doing experiments with this system is to show that the performance 

of the systems which involve deep learning that depends heavily on a number of labeled 

samples and setting optimal parameters to achieve good results. Besides, this set up may 

not be feasible for the data which consists of a small number of samples, or when 

background complexity varies greatly for samples of the same class. Confidence score is 

generated for training samples using GOOGLE API. This process gives different labels 

for each class with confidence scores. For instance, Animal Planet (AP) class can have 

agriculture, black bird, branch, nature labels, etc., while Animation can have amusement 

park, amusement ride, atmosphere, etc. Labels are given by GOOGLE API system. In 

this way, feature vectors are created for all the classes based on training samples. A cut 

off threshold 85% is set to confidence score to generate the final confusion matrix for all 

the classes. This 85% cut of is fixed based on the experiments on training samples. It is 

observed from experiments that if the cut off value is increased, the method includes 

irrelevant labels and if it is decreased, it loses relevant labels.  

The quantitative score of discussed approach is tabulated in Table 3.3, and the 

quantitative result of GOOGLE API is given in Table 3.13 and Table 3.14. According to 

analysis, it is noted that the GOOGLE API system works when it recognizes multiple 

objects correctly in images. If the image contains an object which is not trained by the 
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system, GOOGLE API fails to classify the image correctly, while the proposed method 

is not trained on specific shapes of objects, rather it studies the pattern of edge 

components using Fuzzy and rough set combination; thus it gives better results for the 

dataset. However, if GOOGLE API is trained with the dataset, it may score better results 

than the proposed method. But this is the limitation of the GOOGLE API system as its 

performance depends on the number of labeled samples. Moreover, the discussed 

approach does not require such large number of samples for achieving good results. In 

addition, according to the website  (Engine, 2008) and experiments, it is noticed that 

GOOGLE API works based on shapes of multiple objects in scene images. However, in 

case of the collected dataset, one cannot expect particular shapes of objects because scene 

type images of dataset may contain objects or may not. For example, Weather and 

Economic scene classes do not contain any object with particular shapes. Therefore, 

GOOGLE API scores poor results compared to the proposed method.  

In case of Fuzzy-Mass based approach, Table 3.10, Table 3.11, Table 3.12 and Table 

3.13 include confusion matrices of the four existing methods. It is observed that the 

presented approach exceeds the existing classification’s accuracy. The reason is as 

follows: Qin et al.’s method  (Qin et al., 2016) cannot overcome ambiguity in 

classification as reported in Table 3.10. The methods in (Cloud Vision, 2011; J. Liu et al., 

2016; Z. Xu et al., 2016) require multiple objects with clear shapes for annotating images 

correctly. However, for the images considered in this work, one cannot expect clear 

objects, especially for weather, economics and sports ones. Furthermore, the presented 

method does not depend on object shapes rather it extracts edge patterns of image content 

in a new way for classification.  

For Fuzzy-Rough based approach, the quantitative results of Bosch et al.’s method  

(Bosch et al., 2008), Dunlop’s method  (Dunlop, 2010) and Qin et al.’s method  (Qin et 

Univ
ers

ity
 of

 M
ala

ya



117 

al., 2016) are reported in Table 3.15 - Table 3.17, respectively. It is observed from Table 

3.15 - Table 3.17 that the accuracy of the proposed method is superior to the existing 

methods. The reason for the poor results of the existing methods is that they require 

multiple objects to train classifiers. Moreover, the Fuzzy-Rough approach extracts unique 

shapes from irregular edge patterns by exploring the rough-fuzzy and distinct relationship 

among pixels locally and globally based on covariance-correlation of intra, inter planes 

and temporal information. 

 

   Class    D    Ec     S     M    W 
D 61.1 10.3 8.8 15 4.8 
Ec 4.3 90.7 1.3 2.4 1.3 
S 3.7 4.8 77.6 4.6 9.3 
M 1.03 3.5 5.4 82.1 7.8 
W 1.9 1.7 2.8 2.2 91.3 

 

 

 

   Class  D    Ec    S    M     W 
D 69.2 8.7 5.8 3.4 12.9 
Ec 0.8 86.7 8.2 1.2 3.0 
S 5 1.57 90.2 2.0 1.2 
M 11.03 0.3 2.2 81.2 5.2 
W 3.68 2.5 6.2 0.31 87.2 

 

 

  Class   D    Ec    S    M    W 
D 75.2 2.7 3.5 4.8 13.7 
Ec 0.7 85.6 1.2 5.9 6.5 
S 3.7 0.3 94.0 1.5 0.4 
M 7.3 1.4 4.2 80.4 6.6 
W 7.3 3.9 6.9 2.8 78.9 

 

 

 

 

Table 3.11: Confusion matrices of the existing classification 
method (Bosch et al., 2008). 

 

Table 3.12: Confusion matrices of the existing classification 
method (Dunlop, 2010). 

 

Table 3.10: Confusion matrices of the existing classification method 
(Qin et al., 2016). 
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class D Ec S M W 
D 85.3 3.04 6.2 1.2 4.1 
Ec 13.4 63.0 8.03 8.1 7.2 
S 7.1 2.8 81.4 3.1 5.6 
M 4.2 5.6 0.1 74.0 15.9 
W 2 7.3 6.9 15.1 68.7 

  

 

Class D Ec S M W A e-L T O AP 

D 72.8 3.1 2.4 3.1 2.9 3.2 2.9 2.4 4.7 2.4 

Ec 3.0 73.1 2.4 2.5 2,5 2.7 6.9 2.1 2.1 2.6 

S 2.5 2.4 78.6 2.3 2.4 2.2 2.5 2.1 2.9 2.1 

M 2.7 2.0 2.7 77.4 2.9 2.6 2.6 2.6 2.1 2.5 

W 2.5 2.5 2.2 4.2 72.8 3.6 3.2 2.4 3.8 2.7 

A 2.5 2.8 2.1 2.5 3.3 68.7 3.9 3.5 5.7 5.0 

e-L 2.5 3.7 2.0 2.5 2.1 2.6 75.6 3.2 3.0 2.7 

T 3.1 2.2 2.1 2.9 2.9 4.4 3.4 72.4 4.3 2.3 

O 5.5 3.9 4.5 3.7 6.6 5.8 8.2 9.5 48.9 3.4 

AP 2.6 2.7 2.5 2.3 2.1 3.2 2.3 2.7 2.8 76.8 

 

 

Class D  Ec  S   M  W A e-L T O AP 

D 60.4 3.7 1.2 12.0 2.9 6.0 1.2 4.0 1.3   7.3 

Ec 0.5 90.5 0.0 0.5 0.3 2.4 5.2 0.6 0.0    0.0 

S 0.5 1.0 94.4 2.2 0.9 0.5 0.0 0.2 0.2    0.0 

M 1.1 1.8 0.2 90.3 1.7 0.8 0.3 0.4 0.4    3.0 

W 0.3 0.6 1.4 5.0 81.8 2.1 1.0 0.3 0.4    7.1 

A 5.5 5.1 2.3 8.3 2.8 49.2 3.1 5.4 7.8 10.4 

e-L 3.1 13.7 1.7 2.5 0.2 4.0 71.8 1.0 1.0    1.0 

T 24.4 10.4 4.6 4.9 3.4 7.4 2.5   32.8 7.2    2.5 

O 5.6 1.6 5.6 12.6 5.3 13.9 0.7  13.3 32.8    8.6 

AP 18.9 0.6 0.7 1.0 10.6 2.1 0.4 0.3 1.0 64.5 

 

Table 3.13: Confusion matrices of the existing classification methods 
(Cloud Vision, 2011) system. 

 

Table 3.14: Confusion matrix of (Cloud Vision, 2011) system. 

 

Table 3.15: Confusion matrix of the (Bosch, Zisserman, & Muñoz, 2008) 
classification. 
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Class D Ec S M W A e-L T O AP 

D 71.4 5.1 1.0 7.5 4.7 2.1 1.3 1.7 0.8 4.5 

Ec 2.1 87.9 0.8 1.2 1.0 2.6 2.0 0.9 0.5 0.9 

S 1.0 1.1 90.1 3.1 0.7 0.7 1.2 0.6 1.0 0.6 

M 1.4 1.6 1.3 86.3 3.3 1.1 1.4 1.5 0.9 1.0 

W 1.2 1.4 1.0 3.9 84.2 0.9 2.6 1.4 0.6 2.9 

A 6.5 8.1 7.4 9.1 5.8 46.6 4.1 3.6 3.8 5.1 

e-L 3.5 10.5 1.8 1.4 0.5 2.6 77.1 0.9 0.7 0.9 

T 15.3 1.7 7.7 5.4 7.1 1.3 4.4 54.0 1.9 1.3 

O 9.5 2.2 11.4 14.3 6.3 2.2 1.6 10.1 39.0 3.6 

AP 6.8 1.1 2.3 2.8 13.7 0.5 2.9 0.9 0.6 68.6 

                           

    

Class     D  Ec S    M    W A e-L T O AP 

D 53.1 15.3 1.8 7.4 8.8 1.1 2.7 0.5 0.3 9.0 

Ec 0.0 97.9 0.2 0.0 0.1 1.3 0.0 0.0 0.0 0.5 

S 1.5 0.3 85.6 0.5 4.3 2.3 1.9 2.7 0.4 0.4 

M 2.3 1.7 1.3 80.1 3.3 2.7 4.2 0.1 0.1 4.2 

W 0.9 0.8 0.8 2.1 93.6 0.0 0.0 0.1 1.1 0.6 

A 0.6 13.8 2.8 0.5 2.2 74.7 2.2 0.6 0.5 1.9 

e-L 2.8 0.5 3.0 2.9 2.9 1.5 80.5 1.8 0.7 3.4 

T 6.8 10.1 13.1 14.9 4.4 2.2 2.8 37.5 2.6 5.6 

O 5.6 6.7 13.7 11.8 7.2 14.7 13.7 7.4 7.7 11.6 

AP 1.1 1.0 1.7 1.7 1.8 0.7 0.1 0.1 0.0 91.7 

 

Table 3.18 and Table 3.19 report the average R, P, and F-measure of the different text 

detection approaches on the 5 classes and 10 classes, respectively. For the text detection, 

the parameters, namely, window size, aspect ratio, window size, aspect ratio for stroke 

width, the threshold for Bayesian classifier outputs, window size, the threshold for 

Table 3.16: Confusion matrix of the (Dunlop, 2010) classification. 

 

Table 3.17: Confusion matrix of the (Qin, Shivakumara, Lu, Pal, & Tan, 
2016) classification. 
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features vector, aspect ratio for stroke width and the number of sub-blocks are determined, 

listed in Table 3.18 and Table 3.19.  

For Fuzzy-Mass based feature, it is noted from Table 3.18 that the F-measure improves 

significantly after classification compared to before classification. This validates that the 

presented approach is effective for enhancing text detection performance. 

 

 

M (Shivakumara et al., 2012) (Palaiahnakote Shivakumara, Trung Quy 
Phan, et al., 2010)    (Rong et al., 2014) 

BC R P F T R P F T R P    F w 
70.2 52.4 60 0.5 67.2 63.5 65.3 0.06 39.7 27.8 32.7 25 

Proposed  69.1 67.2 67.8 0.3 70.9 66.7 68.5 0.2 40.4 38.6 38.7 21 
Qin et al., 
2016)  61.2 58.7 59.2 0.3 69.1 62.4 65.4 0.2 44.3 36.0 39.5 21 

(Bosch et al., 
2008) 62.4 61.2 61.6 0.3 60.8 64.1 62.1 0.2 36.4 31.6 33.3 21 

Dunlop, 2010 
 64.4 65.7 64.8 0.3 66.4 62.4 64.2 0.2 33.5 37.8 35.1 21 

GOOGLE  
API) 62.4 63.3 62.4 0.3 62.0 61.9 61.7 0.2 36.1 32.5 34.0 21 

                  

For Fuzzy-rough based feature, it is observed from Table 3.19 that the R, P, and F-

measure improve significantly compared to prior to classification for the text detection 

methods. This shows that classification is effective especially when frames have large 

variations in background and foreground complexities for increasing the performances of 

text detection techniques. At the same time, when text detection performance is compared 

for the proposed classification with the existing classification methods, most of the text 

detection methods score highest F-measure for the proposed classification method than 

the existing methods. The assumption is that text detection methods might score good 

results if the classification methods classify frames correctly without many 

misclassification errors. Therefore, since the proposed classification obtains the best 

classification rate, most of the text detection methods perform better for the proposed 

classification. However, Li et al.’s  (Huiping Li et al., 2000) technique accomplishes the 

Table 3.18: Text detection results before and after classification (in %) on 
data of 5 classes. BC denotes Before Classification, R-Recall, P-Precision, F-

Measure and T and w are parameters. 
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best F-measure for Bosch et al.’s (Bosch et al., 2008) classification, Rong et al.’s (Rong 

et al., 2014) algorithm achieves the best F-measure for Dunlop’s  (Dunlop, 2010) 

classification, Shivakumara et al. (Shivakumara et al., 2012) obtains the best F-measure 

for Qin et al.’s (Qin et al., 2016) classification, and Zhao et al. (X. Zhao et al., 2011)  

attains the best F-measure for GOOGLE API classification (Cloud Vision, 2011).  

 

 

Text Detection Methods Evaluation 
Metric 

  PC                                        AC  

Proposed   (Bosch et 
al., 2008)  

(Dunlop, 
2010) 

(Qin et al., 
2016) 

GOOGLE  
API) 

(Khare, Shivakumara, & 
Raveendran, 2015) 

 R  32.2  50.3   43.3   50.1   53.3   40.3  

 P  40.5  55.7   53.2   53.2   47.6   59.7  

 F  35.8 52.6   47.7   51.6   50.2   48.1  

(Yin et al., 2014) 

 

 R 42.3  55   52.6   45.1   47.4   50.4  

 P  48.4  58.6   46.8   47.7   42.4   53.5  

 F  45.1  56.5   49.5   46.3   44.7   51.9  

(Rong et al., 2014)  R  33.2  45.5   51.3   55.1   44.1   42.5  

 P  37.2  55.6   50.4   52.9   50.4   57.2  

 F  35  50   50.8   52.9   47   48.7  

(Mosleh et al., 2013)   R  35.4  52   47.2   56.1   52.8   54.2  

 P  44.1  56.8   56.2   46.1   47.2   50.2  

 F  39.2  53.7   51.3   50.6   49.8   52.1  

(Shivakumara et al., 2012)  R  33.6  51.3   55.1   55.8   52.5   53.2  

 P  42.7  51.4   49.9   52.8   58.4   45.4  

 F  37.6  50.4   52.3   54.2   55.2   48.9  

 (X. Zhao et al., 2011)  R  32.6  45.5   40.2   42.9   47.1   43.4  

 P  39.6  52.6   47.3   48.8   52.3   53.5  

 F  35.7  47.8   43.4   45.6   59.5   53.5  

(Palaiahnakote Shivakumara, 
Trung Quy Phan, et al., 2010) 

 R  38.4  50.9   51.8   46.9   43.3   53.2  

 P  27.2  53.1   38.9   55.2   50.1   40.3  

 F  31.8  51.6   44.4   50.7   46.5   45.8  

Table 3.19: Text detection performance of the different existing methods 
prior to classification and after classification for proposed and existing 

classification methods on data of 10 classes. PC denotes “Prior to 
classification” and AC denotes “After classification”. 
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Text Detection Methods Evaluation 
Metric 

  PC                                        AC  

Proposed   (Bosch et 
al., 2008)  

(Dunlop, 
2010) 

(Qin et al., 
2016) 

GOOGLE  
API) 

(Epshtein et al., 2010)  R  31.6  53.1   54.7   50.2   46.2   50.2  

 P  35.8  59   53.3   52.8   45.8   57  

 F  33.8  55.7   53.9   51.4   45.9   53.3  

(Huiping Li et al., 2000)  R  31.3  41.9   46.2   40.1   45.7   42.8  

 P  37.4  53   54.9   56.3   48.2   51.2  

 F  34  46.4   50.1   46.8   46.9   46.6  

 

Table 3.20 and Table 3.21 shows that the RR after classification improve greatly for 

all the binarization methods of all the classification methods compared to the RR of prior 

to classification. This is possible because of tuning the parameters based on samples of 

each class by considering advantage of classification step. When the recognition accuracy 

of the presented classification is compared with the existing classifications, most 

binarization algorithms accomplish the best RR for the proposed classification compared 

to the existing classification. However, Milyaev et al.’s method (Milyaev et al., 2013) 

achieves the best recognition rate for GOOGLE API classification. The reason for the 

poor recognition performances by different binarization methods for the existing 

classification is the same as the reason discussed in the previous section.   

 

 

 

 

 

Table 3.19: Continued 
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Classification Methods (S. Roy et al., 2015) (Howe, 2013) (Milyaev et al., 2013) 
Before classification 

Proposed 17.9 0.05   18.4 10 16.6 0.4 

(Bosch et al., 2008) 17.9 0.05   16.6 0.4 18.4 10 

(Dunlop, 2010) 17.9 0.05   16.6 0.4 18.4 10 

(Qin et al., 2016) 17.9 0.05   16.6 0.4 18.4 10 

(Engine, 2008) 17.9 0.05   18.4 10 16.6 0.4 

After classification 

Proposed 25.7 0.22   35.5 0.27 18.4 10 

(Bosch et al., 2008) 21.6 0.2   30.8 0.2 29.0 9.4 

(Dunlop, 2010) 23.0 0.2   32.3 0.2 32.8 9.4 

(Qin et al., 2016) 23.2 0.2   33.2 0.2 30.7 9 

(Engine, 2008) 21.8 0.2   29.8 0.2 23.4 9.4 

   

 

Methods   (S. Roy et al., 2015) (Su & Lu, 2014) (Howe, 2013) (Milyaev et al., 2013) 

Prior to classification   15.78   12.21  13.14   10.31  

Classification methods  Before and after classification 

Proposed  32.3  40.1 37.1 37.2 

(Bosch et al., 2008)  23.2  28.2 24.7 35.8 

(Dunlop, 2010)  28.9  23 22.2 30.4 

(Qin et al., 2016)  30.9  27 20.2 19.4 

(Engine, 2008)  31.8  36.7 35.2 39.3 

 

In order to test the generic nature and robustness of the  presented approach by text 

detection and recognition, 5 new classes are chosen, namely, Recipes of Cooking (RC) 

Table 3.21: Average recognition rate of the different binarization 
methods for the proposed and existing classification methods on data of 10 

classes. 

Table 3.20: Average recognition rate (%) of the different binarization 
methods for the proposed and existing classification methods on data of 

5 classes. 
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which contains text as Animal Planet, Craft Making (CM) which contains caption text as 

Animal Planet, Indian Classical Musical Concert (ICMC) which contains texts as in 

Sports, Outlet, Defense, Teleshopping (TS) which contains caption texts as in Sports, 

Animal Planet, and Yoga (Y) which contain caption texts as in Animal Planet. The sample 

images of new classes with texts are shown in Figure 3.20.   

For experimentation of these new classes, the same setup which has been used for the 

10 classes, is used. Table 3.22  and Table 3.23 report the quantitative results of text 

detection and binarization methods on the data of 5 new classes. With the same parameter 

setup, the results reported in Table 3.22  and Table 3.23 show that the text detection and 

recognition performance improves significantly after classification than those of prior to 

classification with the similar conclusion derived for the data of 10 classes. Furthermore, 

it is noted from the results of 10 classes and 5 new classes, the detection and recognition 

rates report almost similar patterns after classification.  

 

 

Text Detection Method  Evaluation 
Metric  

PC                                       AC  

 Proposed   (Bosch et al., 
2008)  

Dunlop, 
2010) 

(Qin et al., 
2016) 

GOOGLE  
API) 

(Khare, Shivakumara, & Raveendran, 
2015) 

  

R 34.7  48.7   45.2   54.1   51.6   42.1  

P 45.4  54   52.5   50.9   46.2   45.4  

F 40  51.3   48.5   52.4   48.7   43.6  

(Yin et al., 2014) 

 

R 46.1 54   50.8   52.6   35.4   51.2  

P 50.2  56.5   42.5   47.4   39.8   49.1  

F 48.1  55.2   46.2   47   38.6   50.1  

(Rong et al., 2014) R 35.8  45.2   43.5   44.1   47.3   47.2  

P 38.9  50.9   51.8   41.5   48.5   54.1  

F 37.3 48.04   42.9   43.2   44.7   50.4  

(Mosleh et al., 2013)  R 37.9  54.9   47.3   50.3   53.1   52.1  

P 48.2  58.8   48.5   53.1   45.4   57.5  

F 43  56.9   44.7   46   47.2   54.6  

Table 3.22: Text detection performance of the different existing methods prior 
to classification and after classification for proposed and existing classification 
methods on new 5 classes. PC denotes “Prior to classification” and AC denotes 

“After classification”. 
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Text Detection Method  Evaluation 
Metric  

PC                                       AC  

 Proposed   (Bosch et al., 
2008)  

Dunlop, 
2010) 

(Qin et al., 
2016) 

GOOGLE  
API) 

(Shivakumara et al., 2012) R 38.7  55.9   50.4   54.3   57.2   47.6  

P 42.3  59.5   57.1   57.1   44.5   54.2  

F 40.2  57.7   46.1   47.6   48.7   50.6  

(X. Zhao et al., 2011) R 39.7  59.9   41.5   44.1   48.6   47.2  

P 42.8  55   43.8   50.2   44.1   57.8  

F 41.2  52.4   41.9   43.2   45.3   51.9  

(Palaiahnakote Shivakumara, Trung 
Quy Phan, et al., 2010) 

R 42.7  53.2   52.5   50.1   52.5   56.1  

P 35.3  56.4   48.4   44.5   48.1   52.2  

F 39  54.8   46.9   45.9   46.9   54.1  

(Epshtein et al., 2010) R 37.4  49.1   50.2   48.5   51.5   52.6  

P 39.9  54.4   43.4   47.5   38.2   54.2  

F 38.6  51.7   46   45.3   46.5   53.3  

(Huiping Li et al., 2000) R 36.1  49.2   48.3   41.7   48.7   42.4  

P 39.4  51.4   41.1   42.8   44.5   50.5  

F 37.7  49.9   45.2   42   45.3   46  

 

 

      Methods  (S. Roy et al., 2015) (Su & Lu, 2014) (Howe, 2013) (Milyaev et al., 2013) 

Prior to classification 19.7 16.7 18.3 17.9 

Classification methods Before and after classification 

Proposed 35.1 33.1 27.8 36.6 

 (Bosch et al., 2008) 23.1 34.7 21.4 32.9 

(Dunlop, 2010) 24.4 22.1 24.5 23.1 

(Qin et al., 2016) 20.8 23.4 21.2 30.4 

(Engine, 2008) 30.5 33.1 27.8 32.9 

 

In summary, the presented approach has the ability to extend to a number of new 

classes, and the performance of classification is independent of the content of frames. 

Hence, the proposed method is generic and consistent to different classes or different 

Table 3.23: Average recognition rate (%) of the different binarization methods 
for the proposed and existing classification methods on data of 5 new classes. 

Table 3.22: Continued 
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contents of frames. This is because of the use of the flexible rough-fuzzy combination, 

covariance-correlation for intra, inter planes and temporal information. Since the aim is 

to validate the efficacy of the proposed categorization method, parameters of the text 

detection and binarization methods are tuned. The improved results after classification 

are not high as plain document analysis accuracy which usually has more than 90% 

accuracy. However, this work shows the direction that by considering the advantage of 

classification, one can modify the existing methods or develop new methods of text 

detection and recognition according to the complexity of individual classes for achieving 

better accuracy.   

      

 Summary 

Overall, in this chapter, two approaches are presented based on Fuzzy for video scene 

classification. The first approach explores a combination of Fuzzy-mass based feature 

based on spatial proximity to classify very primitive types of edge, whereas the second 

approach explores rough set and fuzzy logic combination to classify complex edges. Both 

the approaches extract local/intra and global/inter, which helps to encode unique 

                    Craft Making                   India Classical Music Concert  

Recipes Cooking                      Teleshopping                          Yoga 

Figure 3.20: Samples of video frames of new 5 classes with text 
detection by (Yin et al., 2014). Univ
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relationship for each video class type. Temporal information is used to increase the 

discriminative power of feature extraction. Experimental results on classification validate 

that the discussed approach is superior for different scene type videos compared to the 

existing techniques. In addition, the usefulness and efficacy of the proposed classification 

are validated by text detection and recognition experiments.  
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CHAPTER 4: FRACTIONAL POISSON ENHANCEMENT MODEL FOR TEXT 

DETECTION AND RECOGNITION IN VIDEO FRAMES  

 Background  

In the previous chapter, Fuzzy based video scene classification methods have been 

discussed.  Generally video has low contrast and low resolution, therefore, it is difficult 

to achieve better recognition rate. One common enhancement technique is Laplacian-

based methods. However, the Laplacian operation introduces noise during enhancement. 

Therefore, this chapter focuses on removing noise created by Laplacian operation and 

enhancing low contrast text in the video as well. 

 Overview of Fractional Poisson Model 

     Fractional calculus and its applications are widely used in engineering and sciences. 

Moreover, fractional differentiation is considered as an outstanding mathematical tool to 

describe the dynamic behavior of various materials and systems (Jalab & Ibrahim, 2015; 

C. Zhou, Yan, Tao, & Lui, 2012). For the last 50 years, numerous operators of fractional 

calculus have been developed, such as Erdélyi-Kober, Grünwald-Letnikov, Caputo, 

Riemann-Liouville, and Weyl-Riesz operators (Jalab & Ibrahim, 2015; C. Zhou et al., 

2012). Fractional calculus has received significant attention in image processing domain, 

for example, image denoising, and image texture improvement. Fractional calculus 

operators generate high levels of stable invulnerability against various noises (Jalab & 

Ibrahim, 2015; C. Zhou et al., 2012). 

         The logic behind the image enhancement base on fractional Poisson is that the 

images obtained by Laplacian operation will introduce an image with insignificant 

changes in gray level. However, fractional Poisson maintains high-frequency details 

while enhancing low-frequency details due to its non-linearity nature. This observation 

Univ
ers

ity
 of

 M
ala

ya



129 

motivates to utilize the fractional calculus to increase the quality of  images obtained by 

Laplacian operation. 

    Generally, image enhancement approaches are employed on the original image so that 

the enhanced image shows better result compared to the original image. A generalized 

model is proposed using fractional Poisson to enhance the quality of the image, obtained 

by Laplacian operation. In our work, image improvement or enhancement indicates the 

changes in original pixels values to achieve better contrasts between the target and their 

surrounding area.  

 A Model for Video Image Enhancement 

Our investigation is based on the Riemann–Liouville fractional differential operator of 

the order 0 < α <1  (Podlubny, 1998) 

𝐷 
𝛼𝑓(𝑡) =  

𝑑

𝑑𝑡
∫

(𝑡−𝜏)−𝛼

Γ(1−𝛼)

𝑡

𝑎
𝑓(𝜏)𝑑𝜏,                     (4.1) 

The following equation corresponds to the fractional integral operator for a continuous 

function f(t) of the order α > 0: 

𝐼𝑎
𝛼  𝑓(𝑡) =  ∫

(𝑡−𝜏)𝛼−1

Γ(𝛼)

𝑡

𝑎
 𝑓(𝜏)𝑑𝜏,         (4.2) 

A fractional non-Markov Poisson stochastic process is implemented  using a 

Riemann–Liouville fractional differential operator, and Kolmogorov–Feller equation 

(Laskin, 2003). For estimating a probability distribution function P(x,s), the fractional 

Kolmogorov–Feller equation is defined by  

           𝜕𝑃(𝑥,𝑠)

𝜕𝑠
=  ∫ 𝑑𝑦 𝜔(𝑦)[𝑃(𝑥 − 𝑦, 𝑠) − 𝑃(𝑥, 𝑠)]

∞

−∞
,                   

      𝑃(𝑥, 0) =  𝛿(𝑥),                       
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where ω corresponds to the probability density of length y and s refers the time steps 

of order α.  The randomness of step length is distributed according to ω. Therefore, 

fractional Poissonian distribution is defined as follows: 

                     ᴪ(𝑠) =  
sin 𝜋𝛼 

𝜋
∫

𝑒−𝜌𝑠𝑑𝜌

2 cos(𝜋𝛼)+𝜌𝛼+𝜌−𝛼 ,       0 < 𝛼 ≤ 1,
∞

0
       

Let P(n,r) be the probability of n items in position r. The probability P satisfies the 

normalizing condition when ∑ 𝑃(𝑛, 𝑟) = 1∞
𝑛=0 .                        

In general, a specific type of the fractional Kolmogorov–Feller equation (Laskin, 

2003) defines the probability Pα(x,s): 

        𝑃𝛼(𝑛, 𝑟) =
(𝑟𝛼 𝑛̅)𝑛

𝑛!
∑

(𝑘+𝑛)!

𝑘!

∞
𝑘=0

(−𝑟𝛼𝑛̅)𝑘

Γ(𝛼(𝑘+𝑛)+1)
 , 0 < 𝛼 ≤ 1,        (4.3) 

Therefore, the mean nα̅̅ ̅ of the fractional Poisson process has been estimated 

straightforward as follows: 

𝑛𝛼̅̅̅̅    =  ∑ 𝑛 𝑃𝛼(𝑛, 𝑟)∞
𝑛=0 =  

𝑛̅ 𝑟𝛼

𝛤(𝛼+1)
 ,                                        (4.4)                    

where 𝑛̅ is the mean value of the image, which represents the average of all pixels of 

an image, α is the fractional power, while r is a tuning parameter used for enhancing 

image contrast to a further level. The mean 𝑛𝛼̅̅̅̅   is modified in equation 4.4 to be the 

fractional mean 𝑚𝛼̅̅ ̅̅  of Laplacian image. The mean has been modified to use it as intensity 

transform for increasing the dynamic range of the gray level, which is as given by: 

 𝑚𝛼̅̅ ̅̅    =  ∑ 𝑛 𝑃𝛼(𝑛𝛼̅̅̅̅ , 𝑟)∞
𝑛=0 ≈  

(𝑛𝛼̅̅ ̅̅   𝑟)𝛼

𝛤(𝛼+1)
 ,         (4.5) 

In the context of image processing, an enhanced image is obtained as per the following 

formula:  
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                            𝐼𝑒 =
(𝑚𝛼̅̅ ̅̅ ̅   𝑟)𝛼

𝛤(𝛼+1)
∗ 𝐼  ,                                                                         (4.6) 

   

where Ie is the generated enhanced image, * is denoted by the convolution product, 

and I is the Laplacian image. Here, the contrast enhancement depends on the fractional 

mean 𝑚𝛼̅̅ ̅̅  , obtained from the Laplacian image. In this, 𝑚𝛼̅̅ ̅̅  is made adaptive, i.e., 𝑚𝛼̅̅ ̅̅  is 

of a lower value for dark pixels and at the same time 𝑚𝛼̅̅ ̅̅  is of a higher value for bright 

pixels. The fractional mean depends on image content as well as the value of α.  Here, the 

fractional mean is introduced to enhance the dynamic range of the gray level adaptively. 

In general, image contrast is defined by the discrepancy between the visual properties 

of target objects and their surrounding in the image. 

For the proposed fractional image enhancement algorithm, the steps are as follows: 

i. Define the values of the fractional parameter α with the range of 0˂ α ≤1 and r 

with the range of 0˂ r ≤1. 

ii. Estimate the mean value of the Laplacian image. 

iii. Calculate the fractional mean using equation (4.5). 

iv. Enhance the Laplacian image using equation (4.6). 

These two parameters α, and r contribute significantly to increase the image contrast. 

From equation (4.5), it can be seen that the fractional mean 𝑚𝛼̅̅ ̅̅    and the tuning parameter 

r, have been raised by the power of α. Therefore, Laplacian image is affected by the 

distinct values of α and r. Figure 4.1 illustrates the PSNR behavior of the generated 

enhanced image for multiple values of α and r. The dynamic range of dark pixels is 

extended by lower values of  α, which corresponds to a small PSNR and the dynamic 

range of bright pixels is extended by larger values of α, which corresponds to a dramatic 

decrease in PSNR. In its simplest form, the optimal values of α and r are chosen manually. 
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From Figure 4.1, α = 0.6 is chosen with the tune parameter r=0.04 (Dash-dot line blue 

color). 

                  

 Experimental Results and Comparative Study 

Section 4.4 is organized as follows. Section 4.4.1 gives details description the datasets 

and evaluation metrics used for proposed approach. The evaluation metrics have been 

presented in terms of quality, text detection experiments, and recognition. Section 4.4.2 

presents the experiments of measuring the quality of enhancement method and Section 

4.4.3 discusses the experiments for validating the effectiveness of proposed enhanced 

result. A comparative study is performed on recent text detection and recognition methods 

to validate the efficiency of the presented approach in section 4.4.4. 

 Datasets and Evaluation 

Standard datasets, namely: (i) the ICDAR 2013 video dataset (Karatzas et al., 2013) 

which includes texts with low resolution, complex background, different fonts or font 

sizes and different orientations, (ii) the ICDAR 2013 scene dataset (Karatzas et al., 2013) 

which includes mainly horizontal texts with high contrast in complex background, (iii)  

the Street View Data (SVT) (K. Wang & Belongie, 2010) which includes high resolution, 

complex background, small fonts, and distorted texts and (iv) the MSRA data (Yao et al., 

 Figure 4.1: The behavior of PSNR for the values of α, and r. 
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2012) which includes high resolution, complex background and arbitrarily oriented text 

lines have been used. In total, 6366 text images are used for experimentation in this work. 

The main advantage of these datasets is that all of them provide ground truth for 

calculating measures without involving human intervention. The quality of the enhanced 

images is measured by two standard measures, namely, Peak Signal to Noise Ratio 

(PSNR) and Structural Similarity (SSIM) (Jalab & Ibrahim, 2015; C. Zhou et al., 2012). 

The performance of the introduced model is compared with the existing enhancement 

works, such as, such as Histogram Equalization (HE), Contrast-Limited Adaptive 

Histogram Equalization (CLAHE), which are employed to enhance the contrast of image 

by altering the image intensities of grayscale images, and Adjust Intensity Values to 

Specified Range (AIV) which is operated to increase the image contrast by mapping the 

intensity values of the input grayscale image to new values. The reason to choose these 

three techniques is that majority of the enhancement approaches proposed in literature 

directly or indirectly used these techniques as a basis to develop methods (Jalab & 

Ibrahim, 2015; C. Zhou et al., 2012). Therefore, the proposed model is compared with 

these bases to show that the proposed model is effective and accurate in this work.    

Since datasets do not have ground truth for noise images (Laplacian images), 

experiments are conducted on the standard datasets, explained above. It is expected that 

the performance of text identification and recognition results should be better in case of 

enhanced images compared to the input and Laplacian images. Therefore, the existing 

text  extraction methods, namely, Epshtein et al. method (Epshtein et al., 2010) which 

uses SWT for scene images, Shivakumara et al. approach (Palaiahnaktoe Shivakumara et 

al., 2010) which integrates wavelet and color features in video, Shivakumara et al. method 

(Palaiahnakote Shivakumara, Trung Quy Phan, et al., 2010) which uses Fourier transform 

and RGB color in video, Shivakumara et al. method (Shivakumara et al., 2012) which 

proposes Bayesian theory in video images, and Rong et al. method (Rong et al., 2014) 
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which employs CC analysis and a classifier in scene images, have been implemented. 

Similarly, for recognition experiments, binarization methods, namely, Wolf et al. method 

(Wolf et al., 2002) which uses edge and gradient information for binarization, Roy et al. 

method (S. Roy et al., 2012) which uses gradient and wavelet fusion for video text lines, 

Chattopadhyay et al. method (Chattopadhyay et al., 2013b) which selects automatically 

binarization methods for different portions of a document, Moghaddm and Cheriet’s 

method (Moghaddam & Cheriet, 2010) which proposes adaptive binarization for 

document images, and Howe’s method (Howe, 2013) which proposes to binarize images 

by tuning parameters automatically, have been implemented. Recall, precision and f-

measure are used for evaluating the performances of the text detection methods as these 

are the standard measures for text detection. The recognition rate at character level given 

by the OCR engine is used for evaluating the binarization methods.  

 Experiments for Measuring the Quality of the Enhanced Image 

    The result of the presented model can be visualized in Figure 4.2, where (a) shows 

different input images, (b) denotes the noisy/corrupted images after applying Laplacian 

operation, and (c) presents enhanced images obtained by the proposed model. Figure 4.2 

depicts that the enhanced images become brighter compared to the (a) and (b). Moreover, 

there is no noise in the enhanced image as in the Laplacian image. This helps the model 

to accomplish better result in text extraction and recognition approach.  Univ
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The quality measures can be defined as in equation (4.7) and equation (4.8). PSNR is 

estimated by calculating the MSE between Laplacian image (C) and the original image 

(O) (Jalab & Ibrahim, 2015; C. Zhou et al., 2012) for each pixel. Therefore PSNR is 

defined as follows: 

PSNR = 10 log
max (𝐶,𝑂)2

MSE
      (4.7) 

MSE =
1

MN
∑ ∑ (𝐶(𝑖, 𝑗) − 𝑂(𝑖, 𝑗))2N

j=1
M
i=1     (4.8) 

where max is the maximum possible pixel value of the image. For example, the max 

is 255 for a grayscale image. PSNR is measured in decibels and it is inversely proportional 

to MSE. A larger value of PSNR indicates more similarity between the images. 

(c) Enhanced images by the proposed model.  

(b) Noise images produced by Laplacian operation.  

(a) Input images  

Figure 4.2: Sample qualitative results of the proposed model. 
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Similarly, SSIM can be defined as in equation (4.9). The SSIM is introduced in order 

to find about all the ways to compare the structures of the original and the Laplacian 

images. This metric is defined as follows: 

          SSIM(x,y)=[ l(x,y)] α. [c(x,y)] β. [s(x,y)] γ           (9) 

Where l is the luminance comparison function, c is the contrast comparison function, 

and s is the structure comparison function. The parameters α, β, and γ are used to adjust 

the relative importance of the three components (Z. Wang, Bovik, Sheikh, & Simoncelli, 

2004).  

The two quality measures are calculated for different combinations, such as an 

enhanced image with a Laplacian image, an original image with a Laplacian image, and 

an enhanced image with an original image because the ground truth is not available for 

the input Laplacian images. Ideally, PSNR and SSIM should give high scores for an 

enhanced image with its original image, while for an enhanced image with its Laplacian 

image, the measures should give lower scores compared to those of the original image 

with the Laplacian image. Table 4.1 reports the quantitative accuracies of the presented 

approach. It is noticed in Table 4.1 that both the measures score higher values for the 

enhanced image with the original image (input image), and lower score for the enhanced 

image with the Laplacian image. This conclusion can be verified with the scores of the 

original image (input image) with the Laplacian image because for this combination, the 

scores are neither higher than those of Enhanced-Original (input), nor lower than those 

of Enhanced- Laplacian. Therefore, presented enhancement model is promising. 
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Dataset 

Number 
of images 

PSNR SSIM 

Enhanced -
Laplacian 

Original-
Laplacian 

Enhanced –
Original 
(proposed)  

Enhanced 
–Laplacian  

Original-
Laplacian 

Enhanced–
Original 
(proposed) 

ICDAR 
2013 
Video  

5487 
11.95 13.15 24.26 0.74 0.76 0.95 

ICDAR 
2013 
Scene  

229 
12.10 13.39 22.82 0.74 0.76 0.91 

SVT  350 12.9 15.15 24.56 0.74 0.79 0.96 

MSRA  
300 11.7 12.7 26.99 0.74 0.76 0.98 

Phos 
image set 

 
100 
 

8.39 8.84 18.26 0.70 0.65 0.89 

Mean 
Total 

= 6366 11.41 12.64 23.37 0.73 0.74 0.93 

 

 Experiments for validating the effectiveness of the Enhanced Results 

In this work, the noises generated by Laplacian operation is considered as a case study 

for building the enhancement model rather than adding noises to the input image manually 

as denoising methods work in the literature. As a result, corrupted data do not have ground 

truth for calculating  quality measures. An input image is used as the original image for 

quality measure calculation. Therefore, to prove the efficiency of the  introduced model, 

experiments are done on extraction and recognition of the texts in the input image, the 

Laplacian  image, and the enhanced image. Moreover, to show that text identification and 

recognition methods give better accuracies for enhanced images compared to input and 

Laplacian images.  

 Comparative Study and Discussion 

Figure 4.3 depicts some sample qualitative results of the proposed and existing 

methods. In Figure 4.3, (a) gives the results of HE, (b) shows the results of the CLAHE, 

Table 4.1: Average PSNR and SSIM for enhanced images with noisy 
and input images 
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(c) illustrates the results of AIV, and (d) shows the results of the proposed model. From 

the results in Figure 4.3, visually it is hard to notice any difference. However, the 

quantitative differences between the proposed and existing works can be noticed in Table 

4.2. It can be seen from Table 4.2 that the PSNR results of the proposed algorithm 

outperform those of the existing methods, namely, HE, CLAHE, and AIV, for all the 

datasets considered for experimentation. This is due to the capability of the proposed 

algorithm to adopt suitable image enhancement parameters automatically by applying the 

fractional mean 𝑚𝛼̅̅ ̅̅  of the input Laplacian image as an intensity transform to increase the 

dynamic range of the gray levels of the Laplacian image. The comparison verifies that 

the proposed model can be effectively applied to enhance contrast, and thus achieves a 

better image enhancement performance than other methods.  
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Dataset  
HE CLAHE AIV Proposed Model 

PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM 

ICDAR 2013 Video 18.1 0.73 18.1 0.78 17.7 0.78 24.3 0.95 

ICDAR 2013 Scene 14.8 0.63 14.8 0.63 14.8 0.63 22.8 0.91 

SVT 15.8 0.72 15.8 0.72 15.8 0.72 24.5 0.96 

(a) Enhanced Result of the Histogram Equalization (HE) 

(b) Enhanced Result of the Contrast-Limited Adaptive Histogram Equalization 
(CLAHE) 
 

(c) Enhanced Result of the Adjust Intensity Values to Specified Range (AIV) 

  

(d) Enhanced Results of the Proposed Model 

Figure 4.3: Sample qualitative results of the proposed model and 
existing techniques. 

Table 4.2: Quality measures of the proposed and existing models 
(PSNR and SSIM are calculated for Enhanced images with Original 

(input) images). 
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Dataset  
HE CLAHE AIV Proposed Model 

PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM 

MSRA 16.6 0.75 16.6 0.75 16.6 0.75 26.9 0.98 

Phos image database 12.6 0.64 11.1 0.80 11.1 0.80 18.2 0.98 

Average  15.58 0.694 15.28 0.736 15.2 0.736 23.34 0.956 

 

The text detection results for the datasets, namely, ICDAR 2013 video, ICDAR 2013 

scene, Street View Data and MSRA data, are respectively shown in  Table 4.3-Table 4.6. 

Different text detection methods have been used for validating the results of the proposed 

enhancement model. It is seen from Table 4.3-Table 4.6 that the text detection results give 

more false positive for the input images, worst results for the Laplacian images due to 

noise introduction but better results for the enhanced images.  The same can be observed 

from  Figure 4.3-Figure 4.7. This infers that the noises created by Laplacian operation 

affect the text detection performance significantly. Therefore, it can be concluded that the 

detection  results improve significantly for the enhanced images.  

 

Methods 

Before Enhancement After 
Enhancement 

Original Laplacian Enhanced 

   R     P    F    R   P   F    R    P   F 

(Epshtein et al., 2010) 57.23 50.17 53.46 38.15 25.2 30.35 53.25 63.1 57.75 

(Palaiahnaktoe Shivakumara et 
al., 2010)] 

38.12 62.32 47.30 39.46 28.12 32.83 46.23 61.13 52.64 

(Palaiahnakote Shivakumara, 
Trung Quy Phan, et al., 2010) 

65.1 42.62 51.51 73.4 26.21 38.62 65.12 52.12 57.89 

Shivakumara, Sreedhar, Phan, Lu, 
& Tan, 2012) 

55.21 29.19 38.18 45.11 21.87 29.45 50.21 34.22 40.70 

(Rong et al., 2014) 36.0 25.12 29.59 30.12 13.10 18.25 45.0 22.5 30.0 

(H. Chen et al., 2011) 51.16 57.48 54.13 31.41 35.12 33.16 55.83 59.24 57.48 

(Yin et al., 2014) 52.73 64.31 57.94 48.21 52.6 50.30 57.27 64.3 60.58 

Table 4.3: Text detection before and after enhancement on ICDAR 2013 Video data. 

Table 4.2: Continued 
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(f) (H. Chen et al., 2011) 

(f) (Rong et al., 2014) 

(h) (Yin, Yin, Huang, & Hao, 2014)  

(e)(Shivakumara, Sreedhar, Phan, Lu, & Tan, 2012) 

(d) (Palaiahnakote Shivakumara, Trung Quy Phan, et al., 2010) 

(b) (Epshtein et al., 2010) 

(c).(Palaiahnaktoe Shivakumara, Trung Quy Phan, 

(a) Input video image, Laplacian image and Enhanced image  

Figure 4.4: Sample qualitative results of the different text detection 
methods on input, Laplacian and enhanced images for ICDAR 2013 

video frames. 
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(c) Shivakumara et al., 2010 

Figure 4.5: Sample qualitative results of the different text 
detection methods on input, Laplacian and enhanced images for 

ICDAR 2013 scene images. 

(e) Shivakumara, Sreedhar, Phan, Lu, & Tan, 2012) 

(d) Palaiahnakote Shivakumara et al., 2010) 

(b) Epshtein et al., 2010) 

(a) Input video image, Laplacian image and Enhanced image  

(f) (Rong, Suyu, & Shi, 2014) 

(g)  Chen et al., 2011) 

     (h) (Yin et al., 2014) 
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Methods 

Before Enhancement After 
Enhancement 

Original Laplacian Enhanced 

R P   F   R   P   F    R     P    F 

(Epshtein et al., 2010) 63.0 70.0 66.31 87.5 46.6 60.81 65.03 72.23 68.44 

(Palaiahnaktoe Shivakumara et 
al., 2010) 

49.0 58.0 53.12 49.5 40.4 44.48 60.21 54.12 57.00 

(Palaiahnakote Shivakumara, 
Trung Quy Phan, et al., 2010) 

61.37 41.51 49.52 50.27 36.51 42.29 74.23 41.24 53.02 

(Shivakumara, Sreedhar, Phan, 
Lu, & Tan, 2012) 

47.46 29.63 36.48 48.8 16.41 24.56 45.11 33.21 38.25 

(Rong et al., 2014) 47.30 28.0 35.17 40.3 12.0 18.43 47.56 36.0 40.98 

(H. Chen et al., 2011) 62.26 69.83 65.82 67.78 48.37 56.45 60.57 80.15 69 

(Yin et al., 2014) 64.47 77.56 70.41 60.32 68.76 64.26 67.32 78.43 72.45 

 

 

Methods 
Before Enhancement After 

Enhancement 
Original Laplacian Enhanced 

     R     P    F    R    P    F    R    P   F 

(Epshtein et al., 2010) 32.88 48.52 39.19 38.21 21.63 27.62 34.12 64.12 44.53 

(Palaiahnaktoe Shivakumara et 
al., 2010) 

48.1 30.41 37.26 50.6 20.26 28.93 50.47 39.12 44.07 

(Palaiahnakote Shivakumara, 
Trung Quy Phan, et al., 2010) 

28.12 15.2 19.73 18.37 10.34 13.23 32.18 22.17 26.25 

(Shivakumara, Sreedhar, Phan, 
Lu, & Tan, 2012) 

28.37 20.61 23.87 33.17 13.48 19.16 29.12 21.13 24.48 

(Rong et al., 2014) 32.17 23.46 27.13 47.12 14.6 22.29 47.13 18.5 26.57 

  (H. Chen et al., 2011) 34.15 50.82 40.84 30.7 35.17 32.78 38.35 56.75 45.76 

     (Yin et al., 2014) 38.11 50.74 43.52 33.78 47.2 39.37 39.89 59.43 47.73 

 

Table 4.4: Text detection before and after enhancement on ICDAR 2013 Scene. 

Table 4.5: Text detection before and after enhancement on SVT. 
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(g)  Chen et al., 2011) 

(b) (Epshtein, Ofek, & Wexler, 2010) 

(e) (Shivakumara, Sreedhar, Phan, Lu, & Tan, 2012) 

(f) (Rong et al., 2014) 

(f) Yin et al., 2014) 
 

(d) (Palaiahnaktoe Shivakumara et al., 2010) 

(a) Input video image, Laplacian image and Enhanced image  

Figure 4.6: Sample qualitative results of the different text detection 
methods on input, Laplacian and enhanced images for Street View Data. 

(d) (Palaiahnakote Shivakumara, Trung Quy Phan, & Chew Lim Tan, 2010) 
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(f) Yin et al., 2014) 

(e) (Shivakumara, Sreedhar, Phan, Lu, & Tan, 2012) 

(d) (Palaiahnakote Shivakumara, Trung Quy Phan, et al., 2010) 

(b) (Epshtein et al., 2010) 

(c) Palaiahnaktoe Shivakumara et al., 2010) 

(a) Input video image, Laplacian image and Enhanced image 

(f)  (H. Chen et al., 2011) 

(f) (Rong et al., 2014) 

Figure 4.7: Sample qualitative results of the different text detection 
methods on input, Laplacian and enhanced images for MSRA data. 

Univ
ers

ity
 of

 M
ala

ya



146 

 

 

Methods 

Before Enhancement After 
Enhancement 

Original Laplacian Enhanced 

R P F R P F R P F 

(Epshtein et al., 2010) 30.65 24.12 26.99 31.2 15.35 20.57 32.5 24.12 27.68 

(Palaiahnaktoe Shivakumara et 
al., 2010) 

50.12 40.3 44.67 51.12 30.12 37.90 45.32 52.12 48.48 

(Palaiahnakote Shivakumara, 
Trung Quy Phan, et al., 2010) 

35.85 15.64 21.77 30.51 12.48 17.71 34.17 21.25 26.20 

(Shivakumara, Sreedhar, Phan, 
Lu, & Tan, 2012) 

47.72 31.1 37.65 21.13 27.5 30.22 50.14 38.7 43.68 

(Rong et al., 2014) 41.43 17.0 24.10 28.17 17.45 21.55 36.13 28.12 31.62 

  (H. Chen et al., 2011) 36.48 29.73 32.76 28.39 24.47 26.28 35.26 34.57 34.91 

 (Yin et al., 2014) 57.38 63.7 60.37 53.65 55.58 54.59 59.18 64.73 61.83 

 

            In a similar way with text detection experiments, this section provides recognition 

experiments for the extracted text lines obtained by the detection techniques on the input, 

Laplacian, and enhanced images. The qualitative results of different binarization methods 

for different datasets, namely, ICDAR 2013 video, ICDAR 2013 scene, SVT, and MSRA, 

are shown in Figure 4.8 to Figure 4.11, respectively. It is noticed from Figure 4.8 to Figure 

4.11 that the binarization techniques generate worst recognition even for the enhanced 

images on the ICDAR 2013 video and ICDAR scene datasets compared to those on SVT 

and MSRA. When the results of ICDAR 2013 video and ICDAR scene datasets are 

compared, the binarization methods give poor results on video data. This is because video 

data generally has low resolution compared to camera-based images as in ICDAR scene, 

SVT, and MSRA. Similarly, when the result of SVT and MSRA data is compared, the 

methods give poor results for MSRA but good results for SVT because MSRA contains 

arbitrarily oriented texts while SVT data contains almost horizontal texts. Sometimes, 

though binarization methods give good results for different oriented texts, OCR engine 

fails to recognize them correctly due to its inherent limitations. In addition, all the 

recognition approaches generate poor accuracy for the Laplacian images than the input 

Table 4.6: Text detection before and after enhancement on MSRA. 
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and the enhanced images. This observation can be seen for all the dataset. When the 

recognition results of the enhanced and the input images are compared, the recognition 

rates of the enhanced images are better than those of the input images. The same 

conclusion can be justified by the quantitative results presented in Table 4.7 for all the 

four datasets. Table 4.7  depicts that the OCR results for Laplacian are lower than the 

input text line images, and the results of the enhanced images are higher than those of the 

input images. This shows that the presented model is efficient for increasing recognition 

accuracies. 

     In summary, from the above discussions, one can infer that the text detection and 

recognition performance degrade for the Laplacian images, at the same time, their 

performances are improved for the enhanced images significantly.  
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                                                                                “MULTIUSOS” 

(f)  Binarization results by (Howe, 2013) 

(e) Binarization results by (Moghaddam & Cheriet, 2010) 

(d) Binarization results by (Wolf et al., 2002) 

(c)  Binarization results by (Chattopadhyay et al., 2013b) 

(b)  Binarization results by(S. Roy et al., 2012) 
]  

(a) Text line images of input image, Laplacian and Enhanced images  

Figure 4.8: Recognition results of the binarization 
methods for the ICDAR 2013 video text line images. Note: 

since OCR engine gives nothing for the binarization results, 
recognition results are not reported for most of the texts 

except for the Howe’s method. Univ
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          “Station”                           “  ”                           “Stationery Box” 

(f) Binarization results by (Howe, 2013) 

    “Statio”                                    “  ”                            “Stationery B” 

(e) Binarization results by (Moghaddam & Cheriet, 2010) 

       “Station”                              “ ”                              “Stationery Box” 

(d)  Binarization results by (Wolf et al., 2002) 

 

(c)  Binarization results by (Chattopadhyay et al., 2013b) 

(b)  Binarization results by (S. Roy et al., 2012) 

(a) Text line images of input image, Laplacian and Enhanced images  

Figure 4.9: Recognition results of the binarization 
methods for the ICDAR 2013 scene text line images. “ ” 

denotes recognition results by OCR engine nothing. 
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“UNIVERSITY C”                                            “UNIVERSITY CENTER” 

(f)  Binarization results by (Howe, 2013) 

(e)  Binarization results by (Moghaddam & Cheriet, 2010) 

 (d) Binarization results by (Wolf et al., 2002) 

                                                                                “SITY CENTER” 
(c) Binarization results by (Chattopadhyay et al., 2013b) 

“UNIVERSITY C”                                           “UNIVERSITY CENTER” 
(b)  Binarization results by(S. Roy et al., 2012) 

(a) Text line images of input image, Laplacian and Enhanced images  

Figure 4.10: Recognition results of the binarization 
methods for the SVT text line images. “ ” denotes 

recognition results by OCR engine nothing. Univ
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   “SAMS”                                                                                 “SAMSUNG” 

(f)  Binarization results by (Howe, 2013) 

“jsnms”                                                                                “ SAMSUNG” 
 (e) Binarization results by (Moghaddam & Cheriet, 2010) 

  “SAMS”                                                                               “mhsuper:” 
 (d) Binarization results by (Wolf et al., 2002) 

 “isums”                                                                                      “MM”           
                 (c)  Binarization results by (Chattopadhyay et al., 2013b) 

“SAMS ”                                                                                 “HWSUNG” 
                 (b)  Binarization results by (S. Roy et al., 2012) 

(a) Text line images of input image, Laplacian and Enhanced images  

Figure 4.11: Recognition results of the binarization 
methods for the MSRA text line images.  

(Note: Since OCR engine returns null for the binarization results, 
there are no recognition results for this dataset.) Univ
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Methods 

ICDAR 2013 
Video 

ICDAR 2013 
Scene 

SVT MSRA 

BE AE BE AE BE AE BE AE 

 O   L  E  O  L  E  O L  E  O L E 

RR RR RR RR RR RR RR RR RR RR RR RR 

(S. Roy et al., 2012) 21.12 16.12 35.7 24.12 21.6 48.12 21.32 14.12 37.1 16.5 11.7 18.12 

(Chattopadhyay et al., 
2013b) 

23.68 23.8 36.12 21.68 22.68 47.76 23.18 12.21 34.21 17.1 10.8 19.74 

(Wolf et al., 2002) 24.1 18.1 32.51 25.1 19.1 42.83 23.6 15.12 36.24 16.5 11.4 18.8 

(Moghaddam & 
Cheriet, 2010) 

27.1 24.7 39.34 22.1 20.52 50.12 22.5 18.27 41.1 15.12 11.2 17.23 

(Howe, 2013) 12.2 26.5 41.2 29.8 23.2 53.35 27.2 17.57 43.12 18.6 14.5 21.41 

 

 Summary 

In summary, a new Fractional Poisson model has been proposed for increasing fine 

details in natural scene images as well as video by considering Laplacian noise. As the 

presented enhancement model gives a satisfactory result for the Laplacian noise, it also 

performs well for manually added noise and distortion. The proposed model yields better 

quality measure than those existing standard techniques for all the four benchmark 

datasets. To validate the efficacy of the presented model, different text detection and 

recognition methods are applied on the input, Laplacian, and enhanced images. The 

quantitative and qualitative results  confirm that the presented approach aids in enhancing 

the performances of text extraction and recognition, significantly. 

Table 4.7: Recognition results Before Enhancement (BE) and After 
Enhancement (AE). 

(Note: Shivakumara et al-wavelet (Palaiahnaktoe Shivakumara et al., 2010) is used for text line detection 
from both original, Laplacian and denoising image. Here RR: Recognition Rate, O: Original Image, L: 

Laplacian Image, E: Enhanced Image) 
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CHAPTER 5: TEXT DETECTION AND KEYWORD SPOTTING IN VIDEO 

 Background 

 The previous chapter presents a method for increasing the contrast of video text pixels 

based on Fractional Poisson model. This chapter focuses on detecting text and spotting 

keyword in Marathon, race, and sports. Therefore, a multi-modal technique that fuses 

both biometric and textual features has been proposed for identifying bib number/text. 

The words, detected using text detection approach are used for spotting the keyword in 

the video. A novel approach based on texture-spatial feature and context feature have 

been proposed for keyword spotting in the scene, video, and license plate images to 

retrieve desired information without recognizing text.  

 Word/Bib Number Detection in Video Images 

A multi-modal technique that combines face, skin and text detections has been 

proposed for bib number to achieve better results in detection and recognition. This is 

valid because a person who participates in Marathon and Olympic sports generally 

displays skin at the leg, face, neck, etc. With this cue, person body which can cover bib 

numbers can be identified without missing and irrespective of body turn. This step results 

in text candidate regions. The above step eliminates most backgrounds and gives the 

regions that contain bib numbers/text. However, the above step fails to identify the bib 

numbers/texts accurately since backgrounds also come with the text. In this way, this step 

helps text detection and recognition techniques to detect or recognize bib numbers/texts 

accurately by removing complex background successfully. Therefore, a bib number/text 

detection method has been proposed from the candidate text regions. Then detected text 

lines are passed to OCR to get recognition results through binarization technique. The 

details of approach have been discussed in following sub-sections. 
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 Text Candidate Region Detection 

It is true from skin detection that color plays a vital role in identifying skin color in 

images (Conaire, O'Connor, & Smeaton, 2007; Kakumanu, Makrogiannis, & Bourbakis, 

2007). Since inputs are the marathon and running race images, definitely the skin of 

persons appears in the images. Therefore, skin color detection is explored to identify 

person bodies in the input images. The main advantage of skin color detection is that it 

does not depend on faces as the existing technique does (Ben-Ami et al., 2012) for text 

candidate region detection. For the given image, the proposed technique detects faces if 

faces are present in the image using Open CV implementation (Lienhart & Maydt, 2002). 

This results in rectangular boxes for the faces in the image. For each pixel in the 

rectangular box, the proposed technique computes the mean for R, G and B values 

corresponding to the pixels in each rectangular box. The means of respective color values 

is considered as a seed, which is represented by the following equation (5.1), 

𝑆𝑒𝑒𝑑 = ( 𝑅𝑚, 𝐺𝑚,  𝐵𝑚 )                                                                 (5.1),                           

where 𝑅𝑚, 𝐺𝑚, and 𝐵𝑚 are respective seed values for the R, G, B pixels in the rectangular 

box. 

 Since these seed color values are extracted from a facial region, it can be believed that 

the seed values represent the skin color of the person in the image. The proposed technique 

compares the values of the pixels in the input image with the seed color values and 

classifies them into respective seed value clusters when a pixel value is close to a 

respective seed color value. This results in three clusters as defined in equation (5.2)-

equation (5.4). 

𝐶𝑅 = { 𝑃 |𝑃. 𝑅 ∈ [ 𝑆𝑒𝑒𝑑. 𝑅𝑚 − ∆, 𝑆𝑒𝑒𝑑. 𝑅𝑚 + ∆]  }                             (5.2)      

𝐶𝐺 = { 𝑃 |𝑃. 𝐺 ∈ [ 𝑆𝑒𝑒𝑑. 𝐺𝑚 − ∆, 𝑆𝑒𝑒𝑑. 𝐺𝑚 + ∆]  }                             (5.3)      

𝐶𝐵 = { 𝑃 |𝑃. 𝐵 ∈ [ 𝑆𝑒𝑒𝑑. 𝐵𝑚 − ∆, 𝑆𝑒𝑒𝑑. 𝐵𝑚 + ∆]  }                             (5.4)      
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Where 𝐶𝑅 , 𝐶𝐺 , 𝑎𝑛𝑑 𝐶𝐵 denote three color clusters, 𝑃 is a pixel in the input image, and ∆ is 

a threshold which is set to the minimum distance with the particular cluster. The proposed 

technique combines all the three cluster values as one cluster to obtain the regions that 

represent skin of the person in the image. Thus the combined cluster can be defined in 

equation (5.5).  

                                       𝐶𝐶 = 𝐶𝑅 ∪ 𝐶𝐺 ∪ 𝐶𝐵                                                                      (5.5)                                                                             

where 𝑪𝑪 represents the combined cluster. Suppose, the face does not present in the image, 

the existing skin detection method (Conaire et al., 2007) has been used for identifying skin 

candidates and then employ the above procedure to detect skin regions of persons in the 

image. The skin detection method (Conaire et al., 2007) adapted in this work is based on 

a non-parametric histogram model. This model is trained using supervised learning from 

the skin and non-skin pixels. Since the detected region covers the whole body of the person 

including legs, definitely, the region includes texts or bib number tags which may appear 

at any part of the body. However, when the image contains several persons, the skin 

regions detected by the above procedure may be merged. In order to obtain skin area which 

covers texts of a person, the same hypothesis has been proposed as used in (Ben-Ami et 

al., 2012) for torso detection using skin candidate regions, which results in text candidate 

regions. This procedure is illustrated in Figure 5.1, where (a) shows the detection result of 

face and its torso, (b) depicts the outcome of face and skin detection, (c) represents the 

final result of the detected text candidate region, (d) is the result of skin detection for the 

image where there is no face, (e) is result of torso detection using skin candidates, and (f) 

is the final text candidate region for the image that has no faces. In this way, the proposed 

technique can detect text candidate regions from the image either with a face or without a 

face. 
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 Multimodal based Approach for Word/Bib number detection 

Figure 5.1 shows text candidate regions, which contain text or bib number. It can be 

noticed from the results that though a text candidate region contains text or bib number, 

the region covers lots of background information, which cannot be used for recognition. 

Therefore, a text detection method is proposed to locate the texts in the candidate regions. 

Since this section considers text candidate region detected by the biometric features for 

text detection, it is named as a multi-modal method. Since there are plenty of text detection 

techniques available in the literature, the technique (Palaiahnaktoe Shivakumara et al., 

2010) which works well for the marathon and running race images has been used. The 

fusion of color, wavelet, and k-means clustering has been used in (Palaiahnaktoe 

(a)  Face detection effect                            (b) Skin detection effect 

(c) Text candidate region detection (b) Skin detection without face (red patches) 

(e) Torso detection using skin candidate      (f) Text candidate region detection  
  

Figure 5.1: Text candidate region detection using both face and skin. 
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Shivakumara et al., 2010). Since the technique uses the color feature as the main attribute 

for identifying probable text candidates, it is believed that the same color plays a vital role 

in detecting text in the sports and running race frame. In addition, the technique works 

well for the situations such as low contrast, complex background, low resolution and 

arbitrary orientation. These characteristics of the text detection technique motivate to 

propose the technique for detecting bib numbers or texts in the text candidate regions in 

this work.  

In the same way, there are lots of techniques for binarizing scanned, camera-based and 

video images in the literature. Since the primary focus is to show how the combination of 

biometric and textual features help in improving detection and recognition of text in the 

sports images compared to text features alone, the existing techniques which are suit for 

this work are preferred to use. With this notion, the binarization technique in (Howe, 

2013), which tunes the parameters automatically for binarizing images has been proposed 

to use. It is known that the main issue of a binarization technique is to control the threshold 

and parameters used when different data or applications are given as the input. Since it is 

hard to define parameters or threshold values for the current bib detection in sports images, 

this binarization method has been used for binarizing bib numbers or texts.  

In overall, a new multimodal technique that combines both biometric and textual 

features has been proposed for detecting text to enhance the recognition. Face and skin 

features are explored in a new way of identifying text candidate regions for input images. 

However, text retrieval approach through the biometric feature, text detection, and text 

recognition might not be sufficient to handle different type’s text present in the natural 

scene, video and license plate. Sometimes, recognition based approach fails to retrieve 

the semantic content of text where various style and size of the font, and contrast, etc. are 

observed. Therefore, to accelerate the retrieval process without text recognition, spotting 

based approach has been proposed in the following section.   
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 Word Spotting in Images 

Keyword spotting in video document images is difficult due to complex nature of 

video which is discussed in Introduction Section. For the segmented words, a set of 

texture features has been proposed to extract the global textual properties. Since texture 

represents global information, it is invariant to the arbitrary orientation of words and font 

or font size variations. The set of texture features are used for identifying text candidates 

of word images using k-means. Since texture extracts the global pattern of a word image, 

the same features cannot be used for spotting words in the video. Therefore, new features 

have been proposed based on spatial arrangements of pixels in text candidate images to 

spot the words in the video.  

 Texture Features for Text Candidate Selection 

Since a video word image suffers from low resolution and low contrast, enhancement 

has been carried out on low contrast information in the word image by obtaining the 

Fourier image for the input image. Then Gaussian filtering is applied to remove noisy 

frequency coefficients introduced by Fourier process. The reason to use Fourier transform 

is that Fourier generates high-frequency coefficient in case of high contrast and low-

frequency coefficient for low contrast. This results in the enhancement of text pixels in 

the word image as shown in Figure 5.2. Here input word is presented in (a), and the result 

of the Fourier spectra which gives horizontal and vertical bright directions is presented in 

(b), and the result of Gaussian filtering which is brighter than the input image is depicted 

in (c). In this way, Gaussian filtering over Fourier co-efficient enhances text pixels. To 

segregate non-text pixels from text ones, texture features has been proposed because it is 

true that texture features give high energy for high contrast and  low energy for low 

contrast pixels. Therefore, 10 features, namely, energy, entropy, inertia, local 

homogeneity, mean, the second-order and the third-order central moments, and median, 

the second-order and the third-order median moments are computed as given respectively 
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from equation (5.6) to equation (5.15). A sliding square window is moved over the 

enhanced image. The size of  window is 3×3. The above features are reckoned from each 

window as follows: 

 
 
 

𝐸 =  ∑ 𝑊2(𝑖, 𝑗)

𝑖,𝑗

                                                                                                      (5.6) 

𝐸𝑡 =  ∑ 𝑊(𝑖, 𝑗). 𝑙𝑜𝑔𝑊(𝑖, 𝑗)

𝑖,𝑗

                                                                                (5.7) 

𝐼 =  ∑(𝑖 − 𝑗)2𝑊(𝑖, 𝑗)

𝑖,𝑗

                                                                                         (5.8) 

𝐻𝑚 =  ∑
1

1 + (𝑖 − 𝑗)2

𝑖,𝑗

𝑊(𝑖, 𝑗)                                                                             ( 5.9) 

𝑀 =  
1

𝑁2
∑ ∑ 𝑊(𝑖, 𝑗)

𝑁

𝑗=1

𝑁

𝑖=1

                                                                                         (5.10) 

𝜇2 =  
1

𝑁2
∑ ∑(𝑊(𝑖, 𝑗) − 𝑀)2

𝑁

𝑗=1

𝑁

𝑖=1

                                                                          (5.11) 

Figure 5.2: Text candidate selection using texture features. 

      (c) After filtering                                  (d) Text candidates 

(a) Input                                               (b) Fourier    
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𝜇3 =  
1

𝑁2
∑ ∑(𝑊(𝑖, 𝑗) − 𝑀)3

𝑁

𝑗=1

𝑁

𝑖=1

                                                                         (5.12) 

𝑀𝜇 =  𝑆𝑊(
𝑁2 + 1

2
)                                                                                                (5.13) 

𝑀𝑒2 =  
1

𝑁2
∑ ∑(𝑊(𝑖, 𝑗) − 𝑀𝜇)2

𝑁

𝑗=1

𝑁

𝑖=1

                                                                    (5.14) 

𝑀𝑒3 =  
1

𝑁2
∑ ∑(𝑊(𝑖, 𝑗) − 𝑀𝜇)3

𝑁

𝑗=1

𝑁

𝑖=1

                                                                   (5.15) 

Here, at pixel position (𝑖, 𝑗), the sliding window W of size N×N is placed and 𝑆𝑊 is 

the sorted pixel values of 𝑊. After feature computation, 10 × row × column features are 

obtained, which are called as a feature vector. The k-means algorithm with k = 2 has been 

applied on feature vectors to make two cluster groups: text candidates and background. 

The cluster with high average is considered as text candidates as displayed in Figure 5.2 

(d), where a clear text portion (white parts) is seen for the word displayed in Figure 5.2 

(a). 

 Texture-Spatial Feature for Word Spotting in Images 

Since texture property represents the global appearance pattern of text in the word 

image, the step presented in the previous section may not distinguish different words of 

the same font, font size, etc. Therefore, it is needed to study the local information of the 

obtained text candidates. Hence, the text candidate image is divided into four parts, 

denoted as P1-P4, in a new way as shown in Figure 5.3 (a). The reason to divide the text 

candidates in this fashion is that the distribution of text pixels is generally rich in 

horizontal, vertical and diagonal directions. This type of division adds a more 

discriminative power to the features. The actual segmented parts (P1-P4) for the text 
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candidate image are displayed in Figure 5.3 from (b) to (e), respectively. For each part, a 

proximity matrix is estimated as in equation (5.16) using distance calculated among pixels 

to study the spatial relationship between the pixels because the spatial arrangements make 

a difference among different words. The mean and the standard deviation are computed 

as in equation (5.17) and equation (5.18) for each normalized proximity matrix of the 

parts, which results in a feature vector having 8 sub-features (4 means and 4 standard 

deviations) for each word. The feature vector of the query word is compared with the 

feature vector of every word in the database to find matched words using cosine symmetry 

as defined in equation (5.19). As it is suggested in (Kesidis & Gatos, 2011) that the cosine 

metric is useful for keyword spotting, the same distance metric as a similarity measure 

has been proposed for spotting the words in this work. The mathematical details for 

proximity matrices estimation and features extraction for each part is given below.  

The proximity matrix of part P1 is represented by 𝑃𝑎𝑟𝑡1(𝑖,𝑗) and is estimated as in 

equation  (5.16), where P is the set of all pixels in the P1 portion and P' is the transpose 

of P: 

                         𝑃𝑎𝑟𝑡1(𝑖,𝑗) =  ∑ √𝑃𝑖,𝑟
2 + 𝑃′𝑟,𝑗

22𝑛
𝑟=1                                              (5.16) 

The proximity matrices of P2, P3, and P4 are represented by 𝑃𝑎𝑟𝑡2(𝑖,𝑗), 𝑃𝑎𝑟𝑡3(𝑖,𝑗) 

and 𝑃𝑎𝑟𝑡4(𝑖,𝑗), respectively, and are calculated following equation (5.16). Similarly, the 

mean and the standard deviation for proximity matrices are computed. The mean of P1 

portion pixel distances is defined by 𝑀𝑒𝑎𝑛(𝑃𝑎𝑟𝑡1), and the standard deviation of P1 

portion pixel distances is represented by 𝑆𝑡𝑑(𝑃𝑎𝑟𝑡1) where Part1 is the set of all pixel 

distances of P1 portion and n is the number of the distances in Part1. 

𝑀𝑒𝑎𝑛(𝑃𝑎𝑟𝑡1) =  
1

𝑛
∑ 𝑃𝑎𝑟𝑡1𝑖

𝑛

𝑖=1

                                                                             (5.17) 
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𝑆𝑡𝑑(𝑃𝑎𝑟𝑡1) = √
1

𝑛
∑(𝑃𝑎𝑟𝑡1𝑖 −  𝑀𝑒𝑎𝑛(𝑃𝑎𝑟𝑡1))2

𝑛

𝑖=1

2

                                      (5.18) 

The mean of the pixel distances of P2, P3, and P4 portion distances are represented by 

𝑀𝑒𝑎𝑛(𝑃𝑎𝑟𝑡2), 𝑀𝑒𝑎𝑛(𝑃𝑎𝑟𝑡3) and 𝑀𝑒𝑎𝑛(𝑃𝑎𝑟𝑡4), respectively, and are computed as in 

equation (5.17). The standard deviations of P2, P3, and P4 portion pixel distances are 

represented by 𝑆𝑡𝑑(𝑃𝑎𝑟𝑡2), 𝑆𝑡𝑑(𝑃𝑎𝑟𝑡3) and 𝑆𝑡𝑑(𝑃𝑎𝑟𝑡4), respectively, and computed 

as in equation (5.18). The cosine distance metric is computed for the query word as well 

as database words as follows. Every segmented word is represented by a feature vector𝑝𝑖, 

1 ≤  i ≤ n  with k features, while the input query is represented by a feature vector 𝑞 with 

k features. Then the distance between 𝑝𝑖 and  𝑞 is measured as in equation (5.19), where 

𝑝𝑖𝑗 and 𝑞𝑗 are the j-th features of  𝑝𝑖 and 𝑞, respectively. Words with smaller distance 

value are more similar to the query. 

                     𝐷𝑖𝑠𝑡𝑖 = 1 −
∑ 𝑝𝑖 𝑗  𝑞𝑗

𝑘
𝑗=1

√∑ 𝑝𝑖 𝑗
2 ∑ 𝑞𝑗

2𝑘
𝑗=1

𝑘
𝑗=1

                                                           (5.19) 

             

           (b)  Part1                                      (c) Part 2      

Figure 5.3: Local information extraction for matching. 

(a) Division of word matching 

P
P P

P

           (d) Part 3                                      (e) Part 4 
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However, the approach is not robust to the images affected by modern urban 

environments such as posters, product tags, license plates, electronic signs, guideposts, 

and billboards, which often contain texts in different forms and background, therefore, 

only   a combination of texture-spatial   feature might not be sufficient to handle variety 

of text. Therefore, a novel approach which introduces fractional means based context 

features has been proposed for spotting keywords in video frames, natural scene images 

and license plate images.   

 Word Spotting in Video 

In this section, a novel method integrating fractional means along with context feature 

namely, Radon and Fourier coefficients have been proposed for word spotting in different 

types of data.   

Since word extraction from video, natural scene, and license plate images is an 

important component for word spotting, a new method has been proposed for extracting 

words from text lines. In this work, the fractional means feature has been explored for the 

image and then use k-means clustering with k=2 for  segregating non-text candidates from 

text candidates because it is a fact that appearance of character shapes is considered as 

special texture property (Shivakumara et al. 2015). As a result, fractional means generates 

low values and high values for non-text pixels and text pixels, respectively. For this 

reason, k-means clustering has been used for classification. However, due to variations in 

low resolution and background in video, natural scene, and license plate images, it is hard 

to segregate non-text candidates from text candidates by fractional means feature alone, 

and hence it misclassifies non-text as text. As noted in the work proposed in (Retsinas et 

al. 2016) for keyword spotting based on gradient projections, where it is mentioned that 

for text pixels, the combination of Radon and Fourier coefficients in gradient domain 

helps in extracting regular pattern of text which represent unique geometrical feature of 
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the text while it extracts non-regular pattern for non-text, which fails to represent text 

components. This observation is explored for defining context features by finding a 

relationship between foreground and background of text candidates given by the previous 

step, which eliminates most of the non-text candidates and hence the result is considered 

as text representatives. Due to unpredictable nature of video, natural and license plate 

images, there are chances of losing text information by the previous step. Therefore, a 

new step called minimum cost path is proposed based ring growing which restores the 

missing text information using the Canny edge, segments the words from the text lines 

and finally, and eliminates false positives based on the relationship between forward and 

backward path information of the text lines. Further, the proposed method considers the 

above mentioned Radon and Fourier coefficients as features, and it extracts for both 

foreground and background of the words for performing spotting in the images using 

distance measure.  

 Fractional Means Features for Detecting Text Candidates 

The fractional means has been popular in mathematics as it converges faster to the 

population mean whenever this mean exists. As a result, fractional means preserves 

convergent sequences and their limits. If the sequence of the fractional means is 

convergent, then the series is said to be fractional summable which results in meaningful 

information about the population. The same property has been explored for studying the 

behavior of the character component in this work such that text candidates can be 

separated from non-text candidates. Therefore, mathematically, it can be formulated for 

the image is as follows. Here a sequence is defined as a collection of pixel values of a 

particular block (window) of the image. Let (A. Sharma) be a sequence of image pixels, 

and let 

𝜌1  = 𝑐1,      𝜌2  = 𝑐1  + 𝑐2 , … ,      𝜌𝑘  = 𝑐1  + ⋯ + 𝑐𝑘   
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be the k-th partial sum of the series  𝑆 =  ∑ 𝑐𝑖
∞
𝑖=1 . The series S is called the fractional 

summable. 

The fractional means is defined as follows: 

                                    𝜎𝑘 =  
1

𝑘
 ∑ 𝜌𝑛  

𝑘
𝑛=1                                        

                                   𝜎𝑘 =  
1

k
[ρ1 + ⋯ +  ρk]                                                                          

                                   σk =
1

k
[ c1 + (c1  + c2 ) + ⋯ + (c1  + ⋯ + ck )]                        

                                    σk =
1

k
[ kc1 + (k − 1)c2 + (k − 2)c3 + ⋯ +  ck] 

                                        𝜎𝑘 =  ∑
𝑘+1−𝑛

𝑘

𝑘
𝑛=1    𝑐𝑛                                               (5.20)  

where σkis called the fractional means, where k is the image block length, and ρn is 

the gray value of corresponding image pixels. In this way, fractional means is calculated 

for each sliding window over the image to extract features. However, the convergence 

property of fractional means can be proved as follows.  

If  cn   → pixel value (v) of corresponding image block  for all n=1,…,k  then σk is 
converged to v. 

Proof. Let ε > 0. Since cn  → v, there is a natural number N such that | cn  - v | < ε/2 for 
every index n ≥ N. Suppose that  

𝜎𝑛 =   
(𝑐1+⋯+𝑐𝑁−1)

𝑛
+  

(𝑐𝑁+⋯+𝑐𝑛)

𝑛
                                              (5.21) 

Then,   

|𝜎𝑛 − 𝑣| = |
((𝑐1 − 𝑣) + ⋯ + (𝑐𝑁−1 − 𝑣))

𝑛
+ 

((𝑐𝑁 − 𝑣) + ⋯ + (𝑐𝑛 − 𝑣))

𝑛
| 

≤  
(|𝑐1 − 𝑣|) + ⋯ + |𝑐𝑁−1 − 𝑣|)

𝑛
+ 

(|𝑐𝑁 − 𝑣| + ⋯ + |𝑐𝑛 − 𝑣|)

𝑛
 

Since | cn  - v | < ε/2, for all n=1,…,k, thus it is obtained 

|𝜎𝑛 − 𝑣|  ≤  
𝜀

2
+

𝜀

2
=  𝜀.  

Hence,  𝜎𝑛 → 𝑣, which completes the proof. 
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The above proof shows that the fractional means converges to the value of the pixel, 

whenever the sequence of the image pixels converges to its value. This is an advantage 

of fractional means.  

The proposed method extracts fractional means features for each sliding window over 

the image which results in feature matrix of the same dimension of the input image. Since 

fractional means generates low and high values for segregating non-text pixels from text 

pixels, k-means is proposed to use with k=2 clustering which outputs two clusters. The 

cluster which yields high average than the average of other cluster is considered as a text. 

In this work, the block or window size is determined empirically as 3×3. One sample 

results for the different window is shown in Figure 5.4. The input image is displayed in 

Figure 5.4 (a). Text cluster result given by the proposed method is good for a 3×3 window, 

shown in Figure 5.4 (b) compared to the results of a 5×5 window which lose significant 

information of the text as shown in Figure 5.4 (c).  

        

 

             (a) Input image                   

Figure 5.4: Sample illustration for determining size of the window for 
extracting Cesaro means features. 

 (b) Text cluster for 3×3 window                          (c) Text cluster for 5×5 window 
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The effect of k-means clustering on Ceasro means features with a 3×3 window for the 

input image can be seen in Figure 5.5, where for the input image containing curved texts 

with the complex background is shown in Figure 5.5 (a). The proposed approach obtains 

text cluster which is displayed in Figure 5.5 (b), where text pixels are identified correctly. 

Due to contrast variations from one image to another, k-means on Cesaro means 

sometimes represents background with black color, foreground with white color and vice 

versa. To overcome this problem, Canny edge image has been proposed of the text cluster 

given by the proposed approach as shown in Figure 5.5 (c), where it  can be noticed that 

all the text pixels are represented by white pixels, while non-text pixels are represented 

by black pixels. This is true for the text cluster containing background represented by 

white color and foreground represented by black color. This is valid because Canny edge 

detector considers contrast information for finding edges. In case the proposed step misses 

the structures of character components due to poor contrast and noisy background, 

restoration is proposed for missing information by extracting edge components in the 

Canny edge image of the input image as shown in Figure 5.5 (d), where it can be seen 

that missing pixels are restored such that structures of character components will be 

preserved compared to Figure 5.5 (c), which are called text candidates. As discussed in 

the above regarding advantage of the Canny edge image of text cluster, one example is 

displayed in Figure 5.6. Here, a input image is shown in Figure 5.6 (a), and the text cluster 

given by the proposed approach contains background represented by white color and 

foreground represented by black color in contrast to the text cluster results shown in 

Figure 5.5 (b). However, when  the Canny edge images of the text cluster results in Figure 

5.5 (b) and Figure 5.6 (b) are compared, which are respectively depicted in Figure 5.5 (c) 

and Figure 5.6 (c), it can  be confirmed that foreground pixels (text pixels) are represented 

by white color for both the text cluster results. In this work, the Canny edge detector is 
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preferred than other edge detectors likes, Pewit, Sobel, and Laplacian, etc. for finding 

edge images because it is good for low contrast as well as high contrast images.  

    

 

                    (a) Input image                                                (b) Text Cluster          

Figure 5.5: Text candidate detection based on Cesaro means features 
with k-means clustering. 

                       (c) Canny of the (a)                                 (d) Text Candidates 
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 Context Features for Detecting Text Representatives 

It is observed from the text candidate described in the previous section that the above 

step identifies non-text candidates as a text due to unpredictable nature of input images. 

Therefore, context feature is proposed based on foreground and background of each text 

candidate to eliminate false text candidates in this step. Here the pixels which represent 

white color and the pixels which represent black color are considered as foreground and 

background, respectively. It is stated in (Retsinas et al., 2016) for spotting words in 

handwritten document images that dividing gradient into several directions can provide 

local information such as vertical, horizontal and diagonal, which helps to extract more 

details of the structures of character components. This observation motivates  to divide 

the gradient image computed as defined in equation (5.22) of text candidates into 0, 45, 

90 and 135 directional images as defined in equation (5.23), and the pixels in the gradient 

image that gives respective angles are displayed as white pixels in the respective 

                  (b) Text Cluster Results                                     (c) Canny edge of (b) 

Figure 5.6: Sample illustration of the Canny edge image for changing 
background and foreground colors. 

                                                             Input image                           
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directional images as displayed in Figure 5.7 (a) - (b). In other words, the proposed 

approach divides the gradient image of text candidates into directional images, which 

results in respective directional binary images. To extract the structure of text candidates, 

Radon transform  has been proposed to use as defined in equation (5.24) for selected 

angles, namely, 0, 30, 60, 90, 120 and 150, which are denoted as projection angles on 

each directional image including the source gradient image as suggested in (Retsinas et 

al., 2016) for keyword spotting in handwritten document images. Since the considered 

problem here is much more complex, Radon transform may introduce noise coefficients. 

To smooth such coefficients, Fourier transform has been applied to obtain Fourier 

coefficients as it filters low-frequency coefficients that represent noise pixels in text 

candidate images. It is true that because of complex background with high contrast, 

sometimes, Fourier also gives high coefficients for non-text pixels as text ones. It is 

believed that gradient values of edge pixels of text candidates usually have the same 

values because of the fact that the pixels of the whole character component have uniform 

color values. With this observation, to eliminate such coefficients, line graphs are plotted 

for the coefficients of each projection angle of each directional image and the source 

gradient image. In Figure 5.7 (c), one sample illustration is given. Here, the line graph is 

drawn for Fourier coefficients on the Radon projections for source gradient image. The 

proposed approach performs clustering, which groups the coefficients that represent the 

same length of peaks with a certain threshold as shown in Figure 5.7 (c), where the same 

length peaks are marked by red color. In other words, the first peak is compared with all 

the other peaks to select the peaks which have the same length the first peak with a certain 

threshold. This results in one cluster. Then the second peak with all the other peaks results 

in the second cluster and so on. Further, the proposed approach chooses Fourier 

coefficients of the cluster that gives the minimum standard deviation among several 

clusters as features for the projection angle of the directional image as shown in Figure 
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5.7 (d), where cluster 2 gives the lowest standard deviation among several clusters. This 

is valid because the peaks which represent edges of text candidates must have the same 

value and the peaks which represent non-text pixels have variations in coefficient values. 

In this way, the proposed approach extracts feature coefficients for projection angles of 

all the directional images. The concatenation of the feature coefficients of all the 

directional images is considered as the feature vector for text candidates. When the 

directional images are observed shown in Figure 5.7 (b), the union of the information in 

directional images gives back to the original image. Therefore, the feature coefficients 

extracted from those directional images are considered as local features.  

             Gradient, |𝐺| = √(𝐺𝑥
2 + 𝐺𝑦

2)                                                                         (5.22) 

Directional Images, 𝐺𝜃 = tan−1
𝐺𝑦

𝐺𝑥
                                                                (5.23) 

where   𝜃 ∈ 0,45, 90,135. 

The Radon projection function 𝑔(𝜌, ∅) is the line integral of the image intensity, 

(f(x, y)), that is distance 𝜌 from the origin and at selected angle  ∅  from the x-axis.  

𝑔(𝜌, ∅) = ∫ ∫ 𝑓(𝑥, 𝑦)𝛿(𝑥 cos ∅ + 𝑦 sin ∅ − 𝜌)
+∞

−∞

+∞

−∞

𝑑𝑦 𝑑𝑥                                       (5.24) 
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To strengthen the features to extract distinct properties of text, in the same way of local 

features, global features is proposed for text candidates. For each text candidate image, 

the proposed approach uses different directional gradient masks to obtain directional 

images, namely, horizontal (H: 0 degree), vertical (V: 90 degree), diagonal-1(D1: 45 

degree) and diagonal-2 (D2: 135 degree). In case of local features, the proposed approach 

checks gradient angles of the pixels in the gradient image of the text candidate image and 

(c) Fourier series of Radon projections                 

  

(b) 0, 45, 90 and 135 degree directional images 

Figure 5.7: Local Features for Text Candidate Image.  

(d) Choosing minimum standard deviation cluster 

(a) Text candidate and its Gradient images. 
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then classifies pixels into respective directional images according to gradient angles. 

Therefore, such extracted features are considered as local features. In case of global 

features, the proposed approach convolves different directional masks with the text 

candidate image to obtain directional images as suggested in (Retsinas et al., 2016). The 

masks  [−101] and [−101] 𝑇 are used for producing H, V, D1 and D2 directional images 

in this work (Retsinas et al., 2016). As a result, the same information can be seen in all 

the directional images unlike local features, where the union operation gives exactly the 

same original image. Thus, these features are considered as the global ones, which extract 

the global structure of text candidates. For each directional image, the proposed approach 

extracts feature coefficients as local features by applying Radon transform, Fourier 

transform and selecting the cluster which gives the minimum standard deviation. Further, 

the proposed approach concatenates local and global features to obtain the final feature 

vector for detecting text representatives.   
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According to the feature extraction method as mentioned above, the features have a 

sufficient discriminative power for segregating non-text candidates from text. To extract 

such discriminative power, inspired by the work presented in (A. Zhu, Gao, & Uchida, 

2016) for separating texts from the background using context information, context 

(c) Fourier series of Radon projections for Gradient image 

(a) Text candidate and its Gradient images 

Figure 5.8: Global Features for Text Candidate Image. 

(d) Choosing minimum standard deviation cluster 

(b) H, V, D1 and D2 directional images 
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features is proposed  based on foreground and background information of the text 

candidate images in this work. Since the step described in Section 5.4.1 provides 

foreground and background information in the form of white and black pixels, the 

proposed approach extracts the above feature vectors for foreground and background 

pixels separately. For extracting features for background, the text candidate image is 

complemented. It is true due to the fact that text pixels (foreground) in text candidate 

image have high values compared to non-text pixels (background); at the same time, the 

pixels of both foreground and background have almost uniform values compared to non-

text candidate images. This is due to the homogeneous background for text candidate 

images and variations in the background for non-text candidate images. It is also true that 

pixel values at edges have high values compared to the others. As a result, one can expect 

Gaussian distribution for the features of both foreground and background for a text 

candidate image as shown in Figure 5.8 (a), else non-Gaussian distribution for a non-text 

candidate image as shown in Figure 5.9 (a). In the same way, the number of positive 

coefficients is larger than that of negative coefficients for foreground in case of a text 

candidate image as shown in Figure 5.8 (b), and vice versa in case of a non-text candidate 

image as displayed in Figure 5.9 (b). Therefore, context feature is defined as follows: if 

features of foreground and background exhibit Gaussian distributions, the image is 

assumed as a text candidate one, else it is a non-text one. Similarly, one more context 

feature is defined as if the number of positive coefficients for the foreground is more than 

that of background, the candidate is represented as a text, and else it is represented as a 

non-text candidate. The proposed approach considers the output of this step as text 

representatives as shown in Figure 5.10, where maximum non-text components are 

eliminated from the complex background image. Formally, context features are defined 

for detecting text and non-text using foreground and background as follows:  
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Context feature-1: Let say, for component 𝐶𝑖  where, 𝑖 ∈

𝑎𝑙𝑙 𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑖𝑚𝑎𝑔𝑒, the concatenate features are 𝑓 = {𝑓𝐿 , 𝑓𝐺}. Then it is 

checked whether  𝑓 follows Gaussian distribution for foreground and background. If  𝑓 

satisfies Gaussian distribution as defined in equation (5.25) and equation (5.26), it is 

represented as text candidate; else it is a non-text one.  

𝑓~𝒩(𝜇, 𝜎2)                                                                               (5.25) 

                                    𝑁(𝑥) =
1

𝜎√2𝜋
𝑒

−(𝑥−𝜇2)

2𝜎2                                                             (5.26) 

Where 𝜇 is the mean of coefficients and 𝜎 is the standard deviation of 𝑓.  

Context-feature-2: The number of positive and negative coefficients is counted in 

feature 𝑓. If 𝑓 gives more positive coefficients for foreground than background as defined 

in equation  (5.27) and equation (5.28), it is said as a text candidate; else it is denoted as 

non-text one.  

𝑓𝑜𝑟𝑒𝑔𝑟𝑜𝑢𝑛𝑑𝑡𝑒𝑥𝑡 : ∑(𝑓𝑗

𝑥

> 0) > ∑(𝑓𝑥−𝑗

𝑥

< 0)                                            (5.27) 

where,  𝑗 = 1,2, . . , 𝑥 in coefficient in 𝑓.  

𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑𝑡𝑒𝑥𝑡 : ∑(𝑓𝑗

𝑥

> 0) < ∑(𝑓𝑛−𝑗

𝑥

< 0)                                            (5.28) 
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(a) Gaussian distribution of foreground and background for text candidate image-Context 
Feature-1 

(b) Number of positive and negative coefficients of foreground and background for text 
candidate image –Context Features -2 

Figure 5.9: Context feature for a text candidate image. 
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 Minimum Cost Path-based Ring Growing for Word Extraction 

It is found from the text representative results shown in Figure 5.11 that these results 

still contain false positives and miss character components. It is believed that intensity 

values of text pixels have high values and are almost uniform compared to non-text pixels 

due to background influence (Khare, Shivakumara, Raveendran, Meng, & Woon, 2015; 

(a) Non-Gaussian distribution of foreground and background for non-text candidate 
image-Context Feature-1 

(b) The number of positive and negative coefficients of foreground and background for 
non-text candidate image –Context Features-2 

Figure 5.10: Context features for a non-text candidate image. 

Figure 5.11: Text representatives for the input image. Univ
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Liang et al., 2015b). Besides, the spacing between character components is almost 

constant, and the distance between two character components is smaller than those 

between words or text lines (Khare, Shivakumara, Raveendran, et al., 2015; Liang et al., 

2015b). Based on these observations and motivated by the work presented in (Khare, 

Shivakumara, Raveendran, et al., 2015) for character segmentation using least-cost path 

estimation and intensity values, the same minimum cost path estimation is explored  to 

validate text pixels and ring growing for finding the nearest neighbors. At the same time, 

to restore missing text information, Canny edge of the input word is preferred where it 

can be seen that all the text information along with the background. For the components 

in the text representative image, the proposed approach finds minor axes and considers 

them as a radius to draw rings as shown in Figure 5.12, where one can see growing rings 

in yellow color. Then it traverses the rings to searching for the nearest neighboring white 

pixels of the next component. This process is continued until it gets four nearest neighbor 

pixels (K=4). The proposed approach compares intensity values of four neighboring 

pixels with the average intensity of the current component and then it chooses the 

neighboring pixel that gives the minimum intensity difference as a seed neighbor pixel 

among four neighbor pixels, which is denoted as the minimum cost path estimation. For 

an ideal case, the nearest neighbor should be a pixel of the adjacent character component 

in a text line.  

However, this is not the case for the images considered in this work due to the complex 

background, low resolution and, curved texts. As a result, the nearest neighbor pixel can 

be a pixel of a non-text component. Therefore, it is expected that out of the four neighbors, 

at least one pixel belongs to one of the adjacent character components. Since the intensity 

values of non-text pixels differ from text pixels, the difference between average intensity 

values and non-text pixels should be higher than that between average intensity values 

and text pixel values. In this way, choosing K = 4 nearest neighbors helps to select correct 
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text pixels, which are called seed neighbor pixels. The value of K is fixed by experiments, 

performed on the data chosen randomly from collected databases. The effect of K = 4 is 

shown in Fig. 10, where one can see when K =1 in Figure 5.12 (a), the line in Magenta 

color is not traversing along text line direction due to non-text pixels chosen by the 

growing process, when K =2 in Figure 5.12 (b), the line in Magenta color slightly 

traverses along text lines but misses few characters, when K=3 and K=4 as shown in 

Figure 5.12 (c) and (d), the lines in Magenta color move along text direction correctly by 

passing through all the correct seed neighbor pixels of character components, 

respectively. This shows that the value of K must be higher than 2 for achieving better 

results. However, according to experiments on the database, K = 4 is better than K=3 

when the whole database is considered. Supporting experiments are provided in the 

experimental section.  

      
Figure 5.12: Illustration for choosing values for K. 

(a) K =1                                            (b)   K = 2 

       (c)    K =3                                           (d)   K = 4 
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To restore missing text, the proposed approach grows two to three rings of the 

components in the text representative image, and while growing, if it finds neighbor 

components in the image, it continues the growing process. Otherwise, it checks at the 

same position in the Canny image. If any component is available, the growing process 

extracts the component and starts finding the next neighbor in the text representative 

image. Similarly, the proposed approach uses the Canny image for restoring missing 

information.  

The above process iterates until it reaches an end of a text line and no more text 

representatives are found in the image. This results in the minimum cost path, which is 

denoted as a forward path in the text representative image by connecting seed neighbor 

pixels of the components in the text line as displayed in Figure 5.12 (c) and (d), where 

the line in Magenta color represents forward path. Based on this information, in order to 

remove false positives, the following properties, namely, intensity values of seed 

neighbor pixels, and behavior of the forward path have been defined. The proposed 

approach finds a backward path by applying the same process of forwarding path to find 

to the last component as shown in Figure 5.13 (a), where a forward path marked by 

Magenta color and a backward path marked by Cyan color can be seen.   

For a text component, it is expected that the forward and backward paths should choose 

the same seed neighbor pixels with a small deviation between the paths as shown in Figure 

5.13 (a), where it can be seen Magenta line and Cyan line use the same seed neighbor 

pixels for most of the character components. For non-text components, the forward and 

backward paths may use different seed neighbor pixels, which results in two different 

paths with a high deviation between the paths as shown in Figure 5.13 (a), where it can 

be noticed that Magenta and Cyan lines appear two separate lines for non-text lines. The 

proposed approach draws lines perpendicular to the seed neighbor pixels of the forward 
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path to the backward path as portrayed in Figure 5.13 (b) for text lines to extract this 

property, and Figure 5.13 (c) for non-text lines, where it can be seen perpendicular lines 

between the paths. It finds the distance from the forward path to the backward path and 

vice versa using perpendicular lines between them. The proposed approach calculates the 

standard deviation for those distances values for forward paths and backward paths, 

respectively. If the standard deviation of forwarding path is almost the same as the 

standard deviation of backward path, it is called as a text component; else it is a non-text 

one. In Figure 5.13 (c) and Figure 5.13 (d), the deviation is low for text lines but high for 

non-text lines.  

Formally, property-1 is defined as follows. Let the forward path 𝒇𝒘 be consist of seed 

neighbor pixels 𝑡 = 1,2, … , 𝑓𝑝 and expressed as 𝑓𝑤 = {𝑓𝑤𝑝1, 𝑓𝑤𝑝2, … . , 𝑓𝑤𝑝𝑡}. Let the 

backward path 𝑏𝑤 be consists of seed neighbor pixels  𝑠 = 1,2, … , 𝑓𝑏 and expressed as   

𝑏𝑤 = {𝑏𝑤𝑝1, 𝑏𝑤𝑝2, … . , 𝑏𝑤𝑝𝑠}. For every point in  𝑓𝑤𝑡, a vertical line is drawn in 𝑏𝑤 in 

an arbitrary position 𝑏𝑤𝑎  in 𝑏𝑤 line. So, the distance between two points 𝑓𝑤𝑡 and 𝑏𝑤𝑎  

is calculated by Euclidian distance for the forward path as defined in equation (5.29): 

𝑑𝑖𝑠𝑡(𝑓𝑤,𝑏𝑤) = √(𝑓𝑤𝑝𝑡 − 𝑏𝑤𝑝𝑎)
2

                                                                        (5.29) 

Thus, in the same way, the calculation is done for the backward path as defined in 

equation (5.30): 

𝑑𝑖𝑠𝑡(𝑏𝑤,𝑓𝑤) = √(𝑏𝑤𝑝𝑠 − 𝑓𝑤𝑝𝑎)
2

                                                                            (5.29) 

Further, separately the standard deviation of all the distances is calculated in forward  

𝑓𝑤 and backward path   𝑏𝑤. Then property-1 is stated with a certain threshold as defined 

in equation (5.31) and equation (5.32).  
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( 𝑓𝑤𝑝_𝑡𝑒𝑥𝑡−𝑏𝑤𝑝_𝑡𝑒𝑥𝑡) ≤ .5                                                                                        (5.31) 

( 𝑓𝑤𝑝_𝑛𝑜𝑛_𝑡𝑒𝑥𝑡−𝑏𝑤𝑝_𝑛𝑜𝑛−𝑡𝑒𝑥𝑡) > .5                                                                        (5.32) 

 

 

In the same way of property-1, the proposed approach considers the gray difference 

between average intensity values of the current component and the seed neighbor pixels 

of forward and backward paths as discussed. Then it finds the standard deviation for those 

gray difference values. If the standard deviation of forward path is almost the same as the 

standard deviation of backward path, it is represented as a text component; else it is a 

non-text one. It is illustrated in Figure 5.14, where it is seen the standard deviation of gray 

difference values of the seed neighbor pixels of forward and backward paths are almost 

the same for the text line in Figure 5.13 (a), while in Figure 5.14 (b), the standard 

(a) Forward and backward paths 

Figure 5.13: Property-1 for finding standard deviation for the distances 
between the paths. 

    (b) Property-1 for text lines                             (c) Property-1 for non-text line 
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deviation of forward and backward paths differs much for the non-text line in Figure 5.13 

(a). Property-2 is defined in equation (5.33) for text lines and equation (5.34) for non-text 

lines with a certain threshold. Here the threshold value is set as 0.5 which is determined 

empirically.  

( 𝑓𝑤𝑔_𝑡𝑒𝑥𝑡−𝑏𝑤𝑔_𝑡𝑒𝑥𝑡) ≤ .5                                                                                          (5.33) 

( 𝑓𝑤𝑔_𝑛𝑜𝑛𝑡𝑒𝑥𝑡−𝑏𝑤𝑔_𝑛𝑜𝑛𝑡𝑒𝑥𝑡) > .5                                                                              (5.34) 

Where 𝑓𝑤 denotes forward path, 𝑏𝑤 denotes backward path, while g_text and 

g_nontext denote gray difference value of seed neighbor pixels of text line and non-text 

line, respectively.   

 

               (b) Property-2 for non-text line  

Figure 5.14: Property-2 for finding standard deviation for the gray 
difference of forward and backward paths. 

               (a) Property-2 for text line                         
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Similarly, the gray difference of the first component and its seed neighbor pixels of 

adjacent character components is considered as iteration-1 value. Then the gray difference 

of the second component with its seed neighbor pixels of adjacent character components 

is considered as iteration-2 value, and so on. In this way, iteration values are obtained for 

both forward and backward paths of text and non-text lines. After finding two iteration 

values, the proposed approach finds the difference between the values of iteration-1 and 

iteration-2. This iterative process continues until the difference of iteration values gets 

almost zero, which is called converging. If the iterative processes of forward and 

backward paths converge with a certain threshold which is found experimentally, the line 

is assumed as a text line; else it is assumed as a non-text one, which is defined in equation 

(5.35) for text line and equation (5.36) for a non-text line.  

(𝑐𝑜𝑛𝑣𝑒𝑟𝑔𝑒𝑛𝑐𝑒𝑡𝑒𝑥𝑡_𝑓𝑤&𝑐𝑜𝑛𝑣𝑒𝑟𝑔𝑒𝑛𝑐𝑒𝑡𝑒𝑥𝑡_𝑏𝑤) ≤ 5                                                   (5.35) 

(𝑐𝑜𝑛𝑣𝑒𝑟𝑔𝑒𝑛𝑐𝑒𝑛𝑜𝑛𝑡𝑒𝑥𝑡_𝑓𝑤&𝑐𝑜𝑛𝑣𝑒𝑟𝑔𝑒𝑛𝑐𝑒𝑛𝑜𝑛𝑡𝑒𝑥𝑡_𝑏𝑤) > 5                                         (5.36) 

If a resorted line satisfies the above three properties, the proposed approach considers 

the candidate text as a true text positive; else it is a false positive.  

In order to determine the thresholds for character gap, word gap, and end of lines, 100 

text lines are chosen from databases randomly for experimentation. As noted from the 

ring growing process presented in Figure 5.12 that when the growing process finds seed 

neighbor pixels of an adjacent character with the current character component, the 

distance from the current character component and the adjacent character can be 

considered as character gap, and in the same way it is noted that word gap is always larger 

than character gap. Therefore, the proposed approach applies this ring growing process 

on 100 text lines to determine a valid character and word gaps. The threshold is 

considered for the end of lines as larger than the average of word gaps in text lines 

automatically. In case the text line does not contain more than one word especially for 
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license plate images, the proposed approach considers the threshold as larger than the 

average of character gaps. To verify the distance between character and word 

components, histogram operation is performed on the distances between character 

components and words components given by ring growing process for 100 text lines as 

shown in Figure 5.15, where it is noted that one pixel distance contributes for the highest 

peak as a character gap as shown in Figure 5.15 (a), and two pixels distance contributes 

to the highest peak as a word gap represented in Figure 5.15 (b). Figure 5.15  depicts that 

the distance between characters is often one pixel, while the distance between words is 

two pixels. Sample word detection results for different images can be viewed in Figure 

5.16, where the proposed approach detects words well irrespective of orientation, fonts, 

font size, and background.  

 

           (a) Character Gap                                               

Figure 5.15: Illustrating distance between characters and words in a 
text line. 

 (b) Word Gap                                        
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 Foreground and Background based Features for Word Spotting 

For each word given by the previous step, the proposed approach extracts local and 

global features as described in Section 5.4.2 for foreground and background information 

separately. Since the step presented in Section 5.4.1 separates foreground and background 

information, the same step has been used for detected words to extract local and global 

features, which helps in identifying the relation between foreground and background 

information of character components for word spotting as shown in Figure 5.17. The 

detected word image is shown in Figure 5.17 (a). Figure 5.17 (b) and Figure 5.17 (c) 

depict the separation of foreground and background information. It is noted from Figure 

5.17 (c) that background information is obtained by complementing the foreground image 

in Figure 5.17 (b). Inspired by the work presented in (Retsinas et al., 2016) for keyword 

spotting in handwritten document images using distance measures defined in equation 

(5.37), the same distance measures is preferred  to use for word spotting in this work. This 

is because it is shown in (Retsinas et al., 2016)  that the proposed distance measure can 

Figure 5.16: Sample word detection results of the proposed 
approach for different databases. 
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cope with the challenges caused by different handwriting styles and variations as the 

proposed problem poses font or font size variations, distortions, multiple orientations, etc.  

The distance d(𝑡𝑒𝑠𝑡, 𝑤𝑜𝑟𝑑 ) is measured  between query image test  and a word image  

by following the equation: 

𝑑(𝑡𝑒𝑠𝑡 , 𝑤𝑜𝑟𝑑 ) =
‖𝑡𝑒𝑠𝑡1 − 𝑤𝑜𝑟𝑑 1‖2

𝑁1
+

‖𝑡𝑒𝑠𝑡2 − 𝑤𝑜𝑟𝑑 2‖2

𝑁2
                           (5.37) 

Where 𝑡𝑒𝑠𝑡1, 𝑤𝑜𝑟𝑑1 are feature matrices generated by the global feature, while 𝑡𝑒𝑠𝑡2,  

𝑤𝑜𝑟𝑑2  are the feature matrices generated by local features. N1 and N2 are the lengths of 

global and local feature matrices, respectively. Sample results for spotting words in 

different images are shown in Figure 5.17 (d) for the query word “GOODWILL”.  

 

In summary, an integrated approach based on fractional means and context feature has 

been proposed for word spotting. In beginning fractional means has been explored for 

detecting text candidates in input images, which also provides foreground and 

background information of images. Then Radon and Fourier transforms are investigated 

for the text candidates detected by fractional means features in gradient domain to extract 

(d) Word is spotted successfully 

    (a) Extracted word image      (b) Foreground image          (c) Background image 

Figure 5.17: Sample word spotting of the proposed approach. Univ
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features locally and globally. Based on the features, the proposed method extracts context 

information with the help of foreground and background. Furthermore, a new minimum 

cost path estimation has been proposed based on ring growing for restoring missing 

information during the detection of text representatives by moving along text direction to 

extract words. For the detected words, the proposed method extracts the above mentioned 

local and global features for both foreground and background to perform keyword 

spotting. 

 Experimental Results 

This section gives detail description of the dataset, evaluation metrics, and 

comparative methods. In section 5.5.1, dataset and evaluation metrics of word detection 

and spotting are discussed.  Section 5.5.2 gives results of word detection method. Here 

detection accuracy is compared between before candidate region detection and after 

candidate region detection. The result of keyword spotting method is presented in Section 

5.5.3.  

 Dataset and Evaluation 

In this sub-section, dataset and evaluation metrics used for detection and spotting are 

discussed.  

 Word/Bib number Detection in Images 

For multi-modal based text detection approach, a dataset of size 200 images of sports, 

Olympics, Marathon and running race has been created, which is  named as “collected 

datasetI”  (CDI). The standard dataset of size 217 images has also been used, which is 

called the RBNR dataset (Ben-Ami et al., 2012). In total, the proposed technique has been 

tested on 417 images. Well-known measures such as R, P, and F have been used for 

evaluating the performances. For recognition, recognition rate (RR) has been used for 

evaluating recognition results. The definition and instructions as proposed in (Ben-Ami et 
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al., 2012) are followed for both text detection and recognition experimentation in this 

work. Since the RBNR dataset provides the ground truth for calculating measures, the 

same ground truth has been used for the experiments on RBNR data and for CDI, measure 

has been calculated manually because there is no ground truth.   

To evaluate the proposed technique, text detection, and recognition experiments are 

conducted   before text candidate region (TCR) detection and after TCR detection. For text 

detection experiments, Shivakumara et al. (Palaiahnaktoe Shivakumara et al., 2010) 

technique which is suitable as discussed in Section 5.2 and Epshtein et al. (Epshtein et al., 

2010) which is well-known text detection approach in scene images have been chosen. In 

the same way, Roy et al. (S. Roy et al., 2012) which proposes wavelet and gradient 

combination for binarizing text lines of video, Moghaddam et al. (Moghaddam & Cheriet, 

2010) which proposes a multi-scale adaptive binarization technique for degraded images, 

Wolf et al. (Wolf et al., 2002) which propose a method for binarizing multimedia 

documents, Chattopadhyay et al. (Chattopadhyay et al., 2013b) which propose automatic 

selection of binarization techniques for improving recognition results, and Howe (Howe, 

2013) which proposes an automatic way to tune parameters and threshold values to 

improve binarization results, have been chosen for calculating recognition rate using 

Tesseract OCR engine (Smith, 2007). The proposed technique in this work consists of face 

+ skin + text detection by (Palaiahnaktoe Shivakumara et al., 2010)+ binarization by 

(Howe, 2013) + Tesseract OCR (Smith, 2007) .  

 Keyword Spotting in Video 

Similarly, for keyword spotting, a database has been created, named as collected 

databaseII (CDII) from the TRECVID video database as there is no standard database. 

Words have been collected from 12 different video streams and also from ICDAR 2013 

video and natural scene (Karatzas et al., 2013), which includes noisy words, oriented 

words, different contrasts, fonts and font sizes. This gives a total of 1200 words database. 
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The recall, precision, and f-measure are defined as in equation (5.38), equation (5.39) and 

equation (5.40), respectively, to evaluate the performance of the method. The total 

number of the instances (N) is counted manually for every word as ground truth. Recall 

(R) is defined as the total number of correctly matched word (CW) divided by the total  

words (NW) of every word. Precision (P) is defined as the total number of correctly 

matched keywords divided by the total number of matched words (MW). More details 

can be found in (Khare, Shivakumara, Raveendran, et al., 2015; Liang et al., 2015b). The 

evaluation metrics are defined as follows.    

𝑅𝑒𝑐𝑎𝑙𝑙 (𝑅) =  
𝐶𝑊

𝑁𝑊
                                                            (5.38)  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝑃) =  
𝐶𝑊

𝑀𝑊
                                                     (5.39) 

𝑓𝑚𝑒𝑎𝑠𝑢𝑟𝑒(𝐹) =  
2 (𝑅  𝑃)

(𝑅 + 𝑃)
                                                (5.40) 

 

          For Context based  approach,   in addition to ICDAR 2013 (which is used for 

texture-spatial based keyword spotting approach), other  standard databases, namely, 

ICDAR 2015 (Karatzas et al., 2015),  YVT (Nguyen et al., 2014) and NUS (Liang et al., 

2015b) video data which generally suffer from low resolution, small fonts or arbitrary 

orientations, ICDAR 2015 (Karatzas et al., 2015), ICDAR 2013 (Karatzas et al., 2013), 

SVT (K. Wang, Babenko, & Belongie, 2011b) and MSRA natural scene data (Yao et al., 

2012) which suffer from complex background, font variations, font size variations or 

arbitrary orientations, and UCSD (Zamberletti et al., 2015), Medialab (Zamberletti et al., 

2015) and Uninsubria (Zamberletti et al., 2015) License plate data which suffer from non-

uniform illumination, vehicle movements, headlight, etc. have been considered. In case 

of video dataset, since the proposed approach requires frames for word spotting, 

keyframes have been extracted from videos of different databases as follows: 599 frames 
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from 24 video of ICDAR 2015 (I15), 1300 frames from 15 videos of ICDAR 2013 (I13), 

200 frames from YVT (YT), 100 images from NUS (NS), which include horizontal, non-

horizontal and curved text line images. That is, total 2199 frames are used for 

experimentation. In case of natural scene datasets, randomly 400 images from ICDAR 

2015 (I15), 67 images from ICDAR 2013 (I13), 65 images from SVT (ST) and 100 

images from MSRA (MA) have been considered, which gives total 632 images for 

experimentation. In case of License plate datasets, 890 images from UCSD (UD), 70 

images from Medialab (MB) and 376 images from Uninsubria (UA), that is, total 1336 

images are considered for experimentation. In total, 4167 images and frames are 

considered to ensure that the dataset covers wide variations.   

The proposed approach consists of two main steps, namely, word detection and word 

spotting. Therefore, well-known measures (Khare, Shivakumara, Raveendran, et al., 

2015; Liang et al., 2015b), namely, R, P, and F are considered or  examining word 

detection step. The measures suggested in (Retsinas et al., 2016), namely, Precision@5 

(P@5), Mean Average Precision (MAP), Normalize Discounted Cumulative Gain 

(NDCG), and Binary Normalized Discounted Cumulative Gain (BNDCG) are considered 

for evaluating the word spotting step. The definitions of the above-mentioned measures 

for word detection are as follows.  

Precision@5 (P@5) is defined as a ratio of the number of retrieved relevant images to 

the total number of retrieved irrelevant and relevant images:  

Precision@5=
The number of retrieved  relevant images 

The total number of retrieved  irrelevant and relevant images
                   (5.41) 

 

Mean Average Precision (MAP) is defined as a mean of the average precision scores 

for each query: 
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𝑀𝐴𝑃@5 =
∑ (𝑃𝑟(𝑞𝑢𝑒𝑟𝑦) × 𝑟𝑒𝑙(𝑞))𝑚

𝑞=1

The number of retrieved  relevant images
                                  (5.42) 

where 𝑟𝑒𝑙(𝑞) is 0 and 1. The value ‘1’ corresponds to relevancy of word with query 

word, and the value ‘0’ denotes non-relevancy at rank 𝑞. 

The Normalize Discounted Cumulative Gain (NDCG) introduces a penalty if most 

pertinent words appear at the bottom in the retrieval list. 

𝑁𝐷𝐶𝐺 =
𝐷𝐶𝐺

𝐼𝐷𝐶𝐺
                                                                (5.43) 

𝐷𝐶𝐺 = 𝑟𝑒𝑙1 + ∑
𝑟𝑒𝑙ℎ

log2 ℎ

𝑚

ℎ=2

                                                         (5.44) 

where 𝒓𝒆𝒍𝒉 is the relevance judgment at position  𝒉,  whereas, IDGG is the ideal DCG 

denotes the ground truth. 

Binary Normalize Discounted Cumulative Gain (BNDCG) is equal to NDCG except 

that binary relevance, i.e., either 1 or 0. More details for the word spotting measures can 

be found in (Retsinas et al., 2016) because the same evaluation scheme has been followed  

in this work.  

     For spatial-texture based keyword spotting approach, existing method (S. Lu & Tan, 

2007), which is developed for keyword spotting in camera document images using the 

characteristics of connected components and shape codes, is tested. Since there are no 

methods reported for keyword spotting in the video in literature, Lu and Tan’s method 

(S. Lu & Tan, 2007) has been implemented to show that document-based spotting method 

might not work well for videos. 

To show the superiority of the context-based approach, the states of art approaches of 

document spotting work have been implemented for comparative studies. Howe  (Howe, 
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2013)  proposed Inkball models for handwritten document images, which combines 

different character localization approaches for word spotting. Retsinas et al. (Retsinas et 

al., 2016) explored projections of oriented gradients, which explores Radon and Fourier 

transform for feature extraction to perform word spotting. Mondal et al. (Mondal et al., 

2016) proposed a flexible sequence matching technique with a learning free approach for 

word spotting in degraded handwritten document images, which proposed improved 

sequential matching to improve the results. In addition to these approaches, the proposed 

spatial-texture based   method   has also been evaluated. Shivakumara et al. (Shivakumara, 

Liang, Roy, Pal, & Lu, 2015) proposed an approach for keyword spotting video images, 

which explores texture and spatial based features. The reason to use the approaches 

(Mondal et al., 2016; Retsinas et al., 2016; Shivakumara et al., 2015) proposed for 

keyword spotting in handwritten document images is that these are the state of art 

methods and robust to degradations, distortion, handwriting styles, contrast variations, 

etc. as the proposed problem has variations in fonts, font size, orientations, etc. In 

addition, these approaches show that conventional approaches, such as the approaches 

proposed for printed document images, may not work well for handwritten documents. 

However, all the approaches do not focus on different video images, natural scene images 

and license plate images as these are much more complex than handwritten images and 

video images considered (K. Wang & Belongie, 2010).   

For calculating measures of word spotting in this work, at least five repeated words 

are considered as query words in respective databases, and then the proposed approach 

runs the same query word at least five times to perform keyword spotting. Further, the 

average of ten times retrieved results are reported in the following tables.  
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 Experiments for Word Detection 

In this sub-section experimental result of multi-modal based approach has been 

discussed. The influence of biometric feature on text candidate detection is tested. The 

text detection result before applying biometric feature and after applying biometric 

feature has been compared. The performance of the proposed method is compared to 

against existing methods.  

 Experiments for Multimodal based Approach 

Sample results by the biometric feature for the text candidate regions in Figure 5.1 are 

shown in Figure 5.18 (a), where it can be noticed that the text detection technique detects 

texts well. Similarly, sample binarization results for the text lines detected by the text 

detection technique are displayed in Figure 5.18 (b). Finally, the binarized results feed into 

the OCR engine to recognize texts or bib numbers as depicted in Figure 5.18 (b). The OCR 

results are displayed within in quotes.   

 

 Comparative Study and Discussion 

  To show the effectiveness of the TCR detection step in multi-modal technique, TCR 

detection results are compared with the results of the RBNR technique in terms of R, P, 

(a) Text detection results by (Palaiahnaktoe Shivakumara et al., 2010) 

            “Jl\lN\\g”                                                “JPN” 
(b) Recognition results by (Howe, 2013) 

Figure 5.18: Text detection and recognition results of text 
candidate region. 
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and F. Sample images of the proposed and the existing methods are given in Figure 5.19. 

From this figure, it is observed that the proposed step detects TCR well for the input images 

in Figure 5.19 (a) as shown in Figure 5.19 (b) compared to the results in Figure 5.19 (c) 

given by the existing technique. Figure 5.19 (c) shows that the existing technique misses 

some of the TCR due to low contrast and blur, while the proposed technique detects well. 

The quantitative results depict that the performance of the proposed technique is better 

than the existing technique in terms of R and F-measure for both the two datasets. 

However, the precision for the RBNR technique is higher on CDI than that of the proposed 

technique due to low false positives. The proposed technique sometimes produces false 

positives when face + skin combination fails to detect proper TCRs. However, overall, the 

proposed technique outperforms the existing technique. The main advantage is that 

proposed method uses both face and skin while the existing technique uses only face 

information. As a result, the existing method misses several text candidates. Therefore, the 

recall for the existing method is lower than the proposed method.  
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Methods 
RBNR Data Our Data 

R P F R P F 

Proposed method   78.26   58.06    66.66    70.85    84.73    77.17 

(Ben-Ami et al., 2012)   49.15  97.38    65.32    57.44    76.33    65.55 

 

 

 

 

 

(b) Text candidate region detection by proposed technique  

(a) Input images 

Figure 5.19: Sample text candidate region detection of 
proposed and existing techniques on collected data. 

(c)  Text candidate region detection by RBNR technique (Ben-Ami, Basha, & 
Avidan, 2012) 

Table 5.1: Performance of the proposed and existing 
techniques for text candidate region detection. 
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Text Detection 
Methods 

Before Text Candidate Region Detection After Text Candidate Region Detection 

RBNR Data Our Data RBNR Data Our Data 

R P F R P F R P F R P F 

Shivakumara et al. 
(Palaiahnaktoe 

Shivakumara et al., 
2010) 

83.31 17.39 24.95 38.61 37.55 34.89 24.3 40.23 24.52 44.23 46.57 41.09 

Epshtein et al. 
(Epshtein et al., 2010) 

20.1 1.88 3.09 5.277 1.95 2.61 45.02 31.25 33.33 13.98 7.51 8.91 

 

    Table 5.2  shows that text detection techniques give better results at R, P, and F-measure 

after TCR detection compared to before TCR detection. However, it can be observed from 

Table 5.2 that the method described in (Palaiahnaktoe Shivakumara et al., 2010) gives a 

good recall for RBNR before TCR detection, but gives a poor recall for the same RBNR 

data after TCR detection. This is because sometimes TCR detection may lose text lines 

during text candidate region detection. The precision of Shivakumara et al.’s method is 

better for RBNR data after TCR. For CDI, both the techniques generate better results after 

TCR detection compared to before TCR detection in terms of R, P, and F-measure. Sample 

qualitative results of the proposed technique on CDI are shown in Figure 5.20, where it 

can be seen that the proposed technique detects almost all the bib numbers and texts in the 

TCR. Therefore, it can be concluded that text detection techniques alone are not good 

enough to solve the problems of identifying bib/text in running race images. Hence, TCR 

detection is useful to improve the performances of existing text detection techniques.  

  

Figure 5.20: Sample text detection results of the proposed method on 
collected data. 

Table 5.2: Performance of the text detection techniques before and 
after text candidate region detection. 
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Experiments are also conducted on recognition through binarization techniques to show 

the usefulness of TCR detection using the multimodal way. Table 5.3 and Table 5.4 show 

the recognition rates of different binarization techniques before TCR and after TCR on 

CDI and RBNR data, respectively. To show that the conventional OCR engine is not 

suitable for text recognition in the marathon and running race images before TCR 

detection, the whole input image is sent to OCR engine to calculate recognition rate. Then 

text lines detected by the text detection technique (Palaiahnaktoe Shivakumara et al., 2010) 

from the whole input image are passed to OCR engine to calculate recognition rate to show 

the improvements compared to the whole image. Since Shivakumara et al.’s method gives 

better results for text detection after TCR detection as shown in Table 5.2, the same 

technique has been chosen for bib number or text detection experiments for recognition. 

Similarly, the whole TCR is sent to OCR directly to calculate recognition rate after TCR 

detection. Again, text lines detected by the text detection technique after TCR are sent to 

OCR. Table 5.3 and Table 5.4 show that for both the datasets, different binarization 

techniques give poor results for the whole image before TCR detection compared to those 

after TCR detection. It is noted from Table 5.3 that Howe technique gives a better 

recognition rate after TCR compared to other binarization techniques for CDI. Table 5.4 

shows that Roy et al.’s method gives a better recognition rate for the RBNR data after TCR 

compared to the other techniques. However, overall, when results after TCR on both 

RBNR and CDI are compared, it is found that the recognition rate for CDI is lower than 

that of RBNR data. This shows that CDI is much more complex data compared to the 

existing RBNR data.  

 Further, it is found from Table 5.5 that the performance of proposed technique yields 

better results than the state-of-the works in terms of R and F-measure for both the datasets. 

However, the precision of the existing technique on CDI is higher than the proposed 

technique. This is because the way the existing technique converts RGB to binary and uses 
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Tesseract for recognition is different from proposed technique. The main reason to get 

better results is the same as discussed in text detection experiments. This is valid because 

the dataset contains several images where faces are not visible, which is common in case 

of marathon and running race images.  

 

Binarization Methods 
Before-TCR After-TCR 

The whole image Text  TCR Text 
(S. Roy et al., 2012) 2.1 34.2 4.3 42.2 

(Moghaddam & Cheriet, 2010) 2.4 25.3 4.1 27.2 
(Wolf et al., 2002) 2.7 12.2 3.3 16.3 

(Chattopadhyay et al., 2013b) 1.8 16.2 3.1 21.3 
(Howe, 2013) 3.1 31.6 5.3 43.3 

 

 

Binarization Methods 
Before-TCR After-TCR 

The whole image Text TCR Text 
(S. Roy et al., 2012) 2.3 20.0 3.9 49.0 

(Moghaddam & Cheriet, 2010) 3.1 17.2 2.1 25.3 
(Wolf et al., 2002) 2.6 10.2 2.7 19.0 

(Chattopadhyay et al., 2013b) 1.3 12.2 2.4 20.2 
(Howe, 2013) 3.3 18.2 4.1 33.8 

 

 

Methods RBNR Data Our Data 
R P F R P F 

Proposed method 55.3 76.5 64.19 49.69 56.16 52.73 

(Ben-Ami et al., 2012) 52.0 68.0 58.6 28.48 77.04 41.58 

 

 Experiments on Keyword Spotting in Video 

In this sub-section, the experiments performed for evaluating keyword spotting 

approaches have been discussed.  

 Experiments for Texture-Spatial Features based Approach 

The proposed word segmentation method in texture-spatial based approach has been 

evaluated  by conducting experiments on the diversified words dataset, which includes 

Table 5.5: Character recognition rate of the proposed and existing techniques 
(in %). 

Table 5.4: Character recognition rate of the binarization techniques on RBNR 
dataset (in %). 

Table 5.3: Character recognition rate of the binarization techniques on CDI 
dataset (in %). 
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1047 horizontal video and 125 text lines natural scene images (Karatzas et al., 2013) from 

ICDAR 2013, 325 non-horizontal video text lines, 70 arbitrary oriented video text lines. 

In total, 1567 text line images are considered for testing the word segmentation method. 

The quantitative results of the word segmentation method are tabulated in Table 5.6. It is 

noticed from the table that the method is the best for horizontal text lines, the lowest for 

curved data because segmenting words from curved like circles or semi-circles is not as 

easy as horizontal text lines.  

 

Dataset R P F 

ICDAR 2013 0.85 0.90 0.87 

Curved dataset 0.72 0.78 0.75 

Non-horizontal Straight lines 0.82 0.85 0.83 

Horizontal Straight Line 0.88 0.92 0.90 

  

 Experiments for Fractional Means based Approach 

The proposed Fractional Means based approach introduces few key steps to achieve 

better results for word spotting in video/natural/license plate images. To understand the 

effectiveness of each step, 599 frames of ICDAR 2015 video are considered for 

experimentation. Since the primary focus of the proposed work is to spot the keywords 

in ICDAR 2015 standard video data available publicly, ICDAR 2015 video frames are 

considered as representative frames for all the other databases considered in this work. In 

Section 5.4.2 the proposed approach extracts local and global features for detecting 

representatives. Word spotting has been performed using only local features, only global 

features and using both. The results reported in Table 5.7 shows that the results using only 

local features and using only global features give low results compared to using both local 

and global features. Therefore, it can be concluded that both local and global features play 

Table 5.6: Performance of the word segmentation method on different datasets. 
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a role in achieving the good results. In Section 5.4.3, the proposed approach uses K = 4 

neighbors for word detection. When the values for K =1, K = 2, K =3, K = 4 are analyzed, 

the proposed approach scores poor results for K = 1, K =2 and good results for K = 3 and 

K = 4 according to Table 5.7. This shows that K = 3 and K = 4 help to identify correct 

seed neighbor pixel of the character component despite noisy background pixels present 

near to text line. In the same Section 5.4.3, three new properties have been introduced to 

remove false positives. Word spotting results are reported in Table 5.7 for various 

experiments to show the effectiveness of each property. According to Table 5.7, each 

property contributes to false positive elimination. However, compared to the results of all 

three properties together, results of individual properties are low. In Section 5.4.4, the 

proposed approach extracts features using the foreground and background for word 

spotting. Experimental results on foreground features alone and background features 

alone show that the results of both foreground and background scores better results than 

an individual. Therefore, it can be concluded that all the key steps contribute effectively 

in achieving better word spotting results for the different types of images. 

 

Key Steps of the Propose Approach P@5 MAP BNDCG NDCG 

Proposed Approach with Local Features Only 0.53 0.32 0.62 0.63 

Proposed Approach with Global Features Only 0.62 0.45 0.62 0.63 

Proposed Approach with both Local and Global Features 0.65 0.47 0.71 0.72 

Proposed Approach - K = 4 Nearest Neighbors K=1 0.47 0.34 0.42 0.42 

K=2 0.46 0.38 0.54 0.54 

K=3 0.63 0.48 0.72 0.72 

K=4 0.65 0.47 0.71 0.72 

Proposed Approach with three properties of false 
positive removal 

 

With Property-
1. 

0.55 0.47 0.61 0.62 

With Property-
2. 

0.53 0.46 0.52 0.52 

With Property-
3. 

0.47 0.31 0.54 0.54 

With all three 0.65 0.47 0.71 0.72 

Table 5.7: Performance of the key steps of the proposed approach. 
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Key Steps of the Propose Approach P@5 MAP BNDCG NDCG 

Proposed Approach with Foreground Features only 0.61 0.36 0.64 0.65 

Proposed Approach with Background Features only 0.32 0.23 0.41 0.41 

Proposed Approach with both Foreground and Background Features 0.65 0.47 0.71 0.72 

    

       For word detection, qualitative results of the proposed approach are shown in Figure 

5.21. The proposed approach detects words well in all the three type images despite multi-

orientation, complex background, and degradations, especially in license plate images as 

shown in Figure 5.21. Quantitative results of the proposed approach are reported in Table 

5.8, which shows that the proposed approach scores almost same for ICDAR 2015, 

ICDAR 2013 especially F-measure and slightly poor results for NUS. The reason is that 

NUS data contains images of circle shaped text lines, which may cause a problem to 

segment words. Similarly, for natural scene databases, the proposed approach scores F-

measure almost all the same results. However, for MSRA, the recall is lower than 

precision due to many Chinese text lines images with arbitrary-orientation according to 

Table 5.8. In the same way, for the license plate databases, the F-measure is low for the 

UCSD data than the other two datasets because UCSD dataset contains many images 

affected by severe blur and contain too small font text. Overall, when the performance of 

the proposed approach is compared among three databases, the result for license plate 

images is lower than the other two databases. This is due to severely blurred images and 

too small font of license plate images.   

Table 5.7: Continued 
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000000080000000E000000
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Database Video Natural Scene License Plate 

Measures I15 I13 YT NS I15 I13 ST MA UD MB UA 

Recall 0.70 0.68 0.66 0.62 0.68 0.70 0.65 0.56 0.39 0.58 0.61 

Precision 0.76 0.76 0.73 0.69 0.74 0.77 0.74 0.63 0.44 0.64 0.65 

F-Measure 0.72 0.71 0.69 0.65 0.70 0.73 0.69 0.59 0.41 0.60 0.62 

 

Sample results for keyword spotting in different videos are shown in Figure 5.22, 

where it can be noted that for the query words affected by different causes such as 

background variation, poor resolution, and blurring, the proposed approach performs 

keyword spotting well. Therefore, the proposed approach can withstand the poses created 

by different types of video. 

          Video                                       Scene                                License Plate 

Figure 5.21: Sample word detection results of the proposed 
approach for different databases. 

Table 5.8: Performance of the proposed approach on word detection. 
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A few sample results in different natural scene databases are shown in Figure 5.23, 

where it is noted that for the different query words, the proposed approach spotted exact 

words from images with the complex background, oriented texts, blurred text, etc.  

NUS 

YVT 

ICDAR 2015 

ICDAR 2013 

Figure 5.22: Sample keyword spotting results of the proposed approach on 
different videos. 

Query Words Spotted  
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Sample results of the proposed approach for keyword spotting in different license plate images are 

shown in Figure 5.24. In Figure 5.24, one can see that for the query words with blurred and, 

illumination affection, the proposed approach performs spotting well on different databases. This shows 

that the proposed approach can withstand the challenges posed by different license plate databases. 

Figure 5.23: Sample keyword spotting results for different natural scene 
datasets. 

MSRA 

SVT 

Query word Words Spotted  

ICDAR 2015 

ICDAR 2013 

ICDAR2015 SVT 
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 Comparative Study and Discussion 

Sample keyword spotting results of the texture-spatial based approach and existing 

method are shown in Figure 5.25 for the query words “SAYS and “BOB”, respectively, in 

Figure 5.25 (a) - Figure 5.25 (b). The spotted words are marked by an oval with red color 

in video frames. For the word “SAYS”, the proposed method has spotted two words in the 

frame correctly as shown in Figure 5.25 (a), where one can observe that out of these two 

Medialab 

Query word Words Spotted  

Figure 5.24: Sample keyword spotting result of the proposed approach on 
different License Plate databases. 

Uninsubria 

UCSD 

UCSD 

UCSD Uninsubria 
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words, one word has good contrast, and the other has low contrast. On the other hand, the 

existing method has spotted one word which has good contrast but fails to spot the low 

contrast word as shown in Figure 5.25 (a). This shows that existing method does not work 

well for low contrast images. Similarly, one more example is shown in Figure 5.25 (b), 

where for the query word “BOB”, the proposed method has spotted the word “BOB” 

correctly in the video frame as shown in Figure 5.25 (b), while the existing method has 

spotted a correct word “BOB” and one more falsely spotted word “ROB” as both the word 

shapes look almost similar. Since the existing method uses shape code for keyword 

spotting, sometimes it may fail to distinguish the words that have almost similar shapes. 

Therefore, the current existing method gives poor R, P, and F-measure for CDII 

experimentation. However, the proposed method performs better compared than state of 

the art because of the advantage of global and local features.  

 

    
 
The cutoff distance d which is required for cosine distance metric is set as 0.0010 for 

matching the query word with the words in the database for keyword spotting. The 

threshold value is determined based on experimental results. For graphs of recall, 

Figure 5.25: Qualitative results of the proposed and 
existing methods. 

                 Proposed method                                  Existing method  

          (b) Sample spotting results for the keyword “BOB”,     

      Proposed method                            Existing method  

(a)Sample spotting results for the keyword “SAYS” 

 

Univ
ers

ity
 of

 M
ala

ya



209 

precision and f-measure vs. different cut of distances have been plotted for the query word 

“WEATHER” as shown in Figure 5.26, where it is noted that the recall is increasing as 

the cutoff distance increases, while the precision and f-measure are decreasing gradually. 

Therefore, the cutoff distance is set as 0.0010 as a tradeoff between recall and precision. 

The same value has been used for experimentation in this work.  

Table 5.9 tabulates the quantitative results of the proposed and existing work. This 

shows that the proposed method for keyword spotting generates better results in terms of 

R, P, and F-measure than the existing method (S. Lu & Tan, 2007). The main reason for 

obtaining low accuracy is that the existing method was developed for high contrast 

camera-based images but not for video. 

     

 

        DATA Proposed –TSF (S. Lu & Tan, 2007) 

       Query Word N R P F R P F 

 13 1 0.87 0.93 0.62 0.57 0.59 

 11 1 0.69 0.81 0.64 0.58 0.61 

 11 0.91 0.71 0.8 0.55 0.43 0.48 

 13 0.69 0.69 0.69 0.38 0.36 0.37 

 9 0.89 0.8 0.84 0.78 0.54 0.64 

Figure 5.26: Tradeoff for cutoff distance on “WEATHER” 
keyword. 

Table 5.9: Performance of the proposed and existing methods on keyword spotting. Univ
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        DATA Proposed –TSF (S. Lu & Tan, 2007) 

 33 0.67 0.63 0.65 0.58 0.50 0.54 

 8 1 1 1 0.88 0.58 0.70 

 11 1 0.85 0.92 0.73 0.62 0.67 

 15 1 0.56 0.71 0.80 0.71 0.75 

 16 0.88 0.74 0.8 0.69 0.58 0.63 

Total 140 0.90 0.75 0.81 0.64 0.54 0.59 

 

Quantitative results of the context-based approach and existing approaches are 

reported in Table 5.10, which shows that the proposed approach is the best at all measures 

except P@5 compared to the existing approaches. Since the existing approaches are 

capable of handling degradations and handwriting variations, the approaches extract 

relevant words which fall in the top five words, while the proposed approach aims at 

spotting exact relevant words at first and thus sometimes it loses accuracy. However, it is 

noted from Table 5.10 that the precisions of both the proposed and existing approaches 

are lower than recall and the other measures. This is due to matching, which helps in 

finding relevant words but sometimes  fails to find exact words due to the complex 

background.  

Quantitative results of the proposed and existing approaches are listed in Table 5.10 

for different videos. Experiments have been conducted on individual databases and all 

together as reported in Table 5.10 . Experimental results show that the difference between 

individual databases and all together is not marginal. It shows the proposed approach is 

consistent with different situations. It is also observed from Table 5.10 that the 

performances of existing approaches are poor compared to the proposed method in terms 

of all the measures. This is because the existing approaches are developed for specific 

databases and applications, while the proposed approach is developed for different types 

Table 5.9: Continued 
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of databases and applications. Table 5.10  depicts that the NDCG, BNDCG, and recall is 

better than precision for the proposed method. Therefore, the proposed approach is good 

in spotting relevant words but misses to spot exact words sometimes, and hence its 

precision is lower than other measures.   

 Quantitative results of the proposed and existing approaches are reported in Table 

5.10, which shows that the proposed approach outperforms the existing approaches in 

terms of recall, precision, and relevancy. However, it is noted from Table 5.10  that 

precision is lower than the other measures in case of the proposed approach. This is due 

to matching and complexity of the images. Therefore, overall, the performance of the 

proposed approach in spotting keywords on license plate images is not high compared to 

that of word spotting in document analysis. The main reason is shown in Figure 5.25, 

where it can be seen that the query words are affected by severe blur, non-uniform 

illumination, and font variations, the spotted word may not be the exact query word. 

Therefore, there is a scope for future work on these issues to improve the results.   

 

 

Measures Methods 
Video Natural Scene License Plate 

I15 I13 YT NS All I15 I13 ST MA All UD MB UA All 

P@5 

(Howe, 2013) 0.53 0.55 0.43 0.33 0.46 0.61 0.58 0.51 0.55 0.56 0.48 0.46 0.51 0.48 

(Retsinas et al., 2016) 0.61 0.56 0.55 0.42 0.53 0.59 0.64 0.54 0.51 0.57 0.49 0.52 0.55 0.52 

(Mondal et al., 2016) 0.60 0.56 0.53 0.38 0.51 0.57 0.61 0.41 0.44 0.50 0.40 0.49 0.53 0.47 

(Shivakumara et al., 2015) 0.47 0.51 0.40 0.27 0.41 0.53 0.51 0.38 0.42 0.46 0.31 0.42 0.39 0.37 

Proposed 0.68 0.64 0.72 0.57 0.59 0.63 0.74 0.52 0.54 0.60 0.53 0.61 0.62 0.58 

MAP 

(Howe, 2013) 0.31 0.32 0.29 0.14 0.26 0.37 0.35 0.34 0.33 0.34 0.31 0.32 0.39 0.34 

(Retsinas et al., 2016) 0.47 0.46 0.42 0.31 0.41 0.46 0.53 0.41 0.42 0.45 0.34 0.39 0.42 0.38 

(Mondal et al., 2016) 0.42 0.31 0.36 0.21 0.32 0.35 0.36 0.21 0.24 0.29 0.31 0.38 0.45 0.38 

(Shivakumara et al., 2015) 0.22 0.28 0.23 0.15 0.22 0.35 0.31 0.20 0.21 0.26 0.19 0.29 0.27 0.25 

Table 5.10: Performance of the proposed and existing approaches for 
keyword spotting on different videos, natural scene and license plate databases. 
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Measures Methods 
Video Natural Scene License Plate 

I15 I13 YT NS All I15 I13 ST MA All UD MB UA All 

Proposed 0.71 0.62 0.69 0. 47 0.62 0.63 0.74 0.52 0.54 0.60 0.42 0.46 0.47 0.45 

NDCG 

(Howe, 2013) 0.61 0.54 0.41 0.20 0.44 0.42 0.53 0.48 0.46 0.47 0.51 0.46 0.59 0.56 

(Retsinas et al., 2016) 0.62 0.66 0.63 0.39  - 0.56 0.59 0.59 0.51 0.56 0.52 0.59 0.61 0.57 

(Mondal et al., 2016) 0.60 0.62 0.61 0.17 0.50 0.50 0.59 0.44 0.33 0.46 0.41 0.60 0.60 0.53 

(Shivakumara et al., 2015) 0.52 0.58 0.42 0.18 0.42 0.36 0.51 0.39 0.39 0.41 0.29 0.35 0.51 0.38 

Proposed 0.78 0.78 0.69 0.61 0.71 0.63 0.67 0.71 0.62 0.65 0.55 0.66 0.64 0.61 

BNDCG 

(Howe, 2013) 0.60 0.54 0.42 0.23 0.44 0.43 0.56 0.49 0.46 0.48 0.51 0.42 0.60 0.51 

(Retsinas et al., 2016) 0.67 0.63 0.61 0.49 0.6 0.55 0.62 0.48 0.51 0.54 0.49 0.51 0.63 0.54 

(Mondal et al., 2016) 0.63 0.62 0.59 0.21 0.51 0.52 0.61 0.45 0.38 0.49 0.42 0.54 0.61 0.52 

(Shivakumara et al., 2015) 0.58 0.51 0.41 0.22 0.43 0.47 0.51 0.41 0.32 0.42 0.39 0.38 0.53 0.43 

Proposed 0.75 0.71 0.72 0.58 0.69 0.62 0.69 0.74 0.66 0.67 0.54 0.60 0.64 0.59 

 

 Summary 

Overall, in this chapter, novel text retrieval methods, i.e., text detection and spotting 

from a different type of data, like the natural scene, video and license plate images have 

been investigated. In text detection, face and skin features are explored in a new way of 

identifying text candidate regions for input natural images. Then for each text candidate 

region, detection and recognition methods are used. To retrieve desired information 

without recognizing text, word spotting is explored using two approaches. The first 

approach is based on a combination of spatial texture feature whereas second is based on 

fractional means along with a combination of Radon and Fourier coefficients. The 

approaches’ main advantage lies in the ability to work with variant style and size of font 

and some extent to distortion. 

 

 

Table 5.10: Continued 

Univ
ers

ity
 of

 M
ala

ya



213 

CHAPTER 6: CAPTION AND SCENE TEXT TYPES CLASSIFICATION         

IN VIDEO  

 Background 

In the previous chapter, the methods for spotting keyword in video and images 

presented. This work spots the keywords irrespective of text type in the video where it 

can be seen caption and scene type text. To improve recognition performance, this chapter 

proposes a method for classification of caption and scene text. Generally, caption text is 

edited/superimposed, which results in artificially created text compared to other frame 

contents. This fact has been exploited in proposed approaches to identify the type of text 

in video frames by exploring the advantages of Discrete Cosine Transform (DCT) 

coefficients and wavelet coefficient.    

 Tampered Feature-based Approach for Line-wise Caption and Scene Text 

Classification 

Based on literature survey on text detection in video  (Khare, Shivakumara, & 

Raveendran, 2015; Liang et al., 2015a; Q. Ye & Doermann, 2015), one recent method is 

found in (Liang et al., 2015a), which gives reasonable results in spite of the inconsistency 

for video and scene texts detection. In addition, this method does not have any limitation 

on orientation. Therefore, this method is used for text line detection rather than cropping 

text lines manually. If the method does not detect full-text lines or misses text lines, 

manual segmentation is done from frames. However, it is found that text detection 

methods detect texts regardless of caption and scene text types with inconsistency, but 

they don’t have the ability to identify them (Liang et al., 2015a; P Shivakumara, N Vinay 

Kumar, et al., 2014; J. Xu et al., 2014). Therefore, it is necessary to develop a method for 

differentiating them to improve recognition rates because these two text types differ in 

quality, clarity, and contrast.  
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For this approach, text lines have been extracted following the method described in  

(Liang et al., 2015a). Then, this extracted text line is used as input for classification. Thus 

the scope of the present work is to identify texts as either caption or scene. The 

identification of texts can be used for video text frame classification as video frames 

having only caption texts, only scene texts and both caption-scene texts. This is because 

in general, a single frame in the video may contain caption, scene and both caption and 

scene texts (Liang et al., 2015a; Q. Ye & Doermann, 2015). As a result, the classification 

of frames is important to improve text detection results for video as discussed in Chapter 

3.  

It is true that caption text in the video frame is superimposed text and hence it can be 

considered as tampered text (Hooda, Kathuria, & Pankajakshan, 2014), while scene text 

can be natural text as it is a part of an image. This cue motivated  to explore DCT 

coefficients (Haodong Li, Luo, & Huang, 2015; Zhong, Zhang, & Jain, 2000). Therefore, 

distribution of zero and non-zero coefficients (positive values) is explored over text line 

images to identify them. To extract such cues, lines are obtained according to the 

distribution of zero and non-zero coefficients over text line image. A new idea of studying 

the linearity and smoothness property of the lines has been proposed  based on checking 

the centroid of a line falling on the line itself or not iteratively. If the centroid falls on the 

same line, it is considered as straightness property or else cursiveness property. The 

relationship between the line that represents zero coefficients and the line that represents 

non-zero coefficients is defined as rule-1 for classifying text types. Since it is a complex 

classification problem and one idea may not be sufficient, one more idea has been 

proposed that counts crossing points where the principal axis crosses over the actual 

coefficient line to study the smoothness of lines with respect to zero and non-zero 

coefficients (positive values). The proposed method finds the relationship between these 
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two lines to define rule-2 for classifying them. Further, both rule-1 and rule-2 are 

combined to achieve better results.  

 Tampered Feature-based Approach for Line-wise Caption and Scene Text 

Classification 

For the text lines shown in Figure 6.1 (a) as caption and scene texts, the proposed 

method obtains DCT images as shown in Figure 6.1 (b) for the corresponding images in 

Figure 6.1 (a). It is noted from the DCT images in Figure 6.1 (b) that for caption texts, 

high DCT coefficients are scattered over the image, while for scene texts, DCT 

coefficients are clustered at the top left corner of the image. The same observation can be 

confirmed using the distribution of zero-coefficients over images from Figure 6.1 (c), 

where zero coefficients are denoted by green color, and non-zero coefficients are denoted 

by red color. It is seen from Figure 6.1 (c) that for caption texts, zero coefficients are 

scattered over the image while for scene texts, dense zero coefficients gradually increase 

towards the bottom right corner. This cue leads to the extraction of tampered information 

for classifying scene and caption text in frames.  

 

(b) DCT coefficients of the images in (a) 

(a) Inputs: Caption  text line                    Scene text line  

 (c) Distribution of zero and non-zero coefficients for Caption and Scene text line 
images in (b). Green represents zero and red represents non-zero coefficients.  

 

Figure 6.1: DCT coefficients distribution for Caption and Scene 
text line images. 
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To extract such cues given by DCT coefficients, a window operation has been 

performed in a non-overlapping way over text lines as shown in Figure 6.2 (a) for caption 

texts, where the height of texts is considered as the width to define window size. Since 

this work considers text lines as an input, it also provides also the direction of text lines, 

therefore moving the window in arbitrary orientations is not an issue. For each window, 

the percentages of zero and non-zero coefficients (positive values) are computed as 

defined in equation (6.1) and equation (6.2), respectively. The percentage calculation 

makes the method invariant to different dimensions of text lines. The effect of the 

distribution of percentage values for the whole text line can be seen in Figure 6.2 (b), 

where it is noted that for caption texts, the distributions of zero coefficients (red color 

bars) and non-zero coefficients (blue color bars) do not have uniform variations, while 

for scene texts, both the coefficients have uniform variations. There is a gradual change 

in the percentage of zero coefficient (red color bars) values as the window moves over 

text lines in case of scene texts and almost the same variations for non-zero coefficients 

(blue bars).  

To extract such behavior of the distributions of zero and non-zero coefficients, line 

graphs are plotted as shown in Figure 6.2 (c) for the same values in Figure 6.2 (b), where 

the same observations can be visualized in the form of smoothness and non-smoothness 

of the lines to differentiate caption and scene texts. The line graph is mapped to image 

format to study linearity and smoothness of the lines.  

                                𝑃𝑍𝐶𝑊 =     
𝑍𝐶𝑤∗100

𝑍𝐶+𝑁𝑍𝐶
 ,                                                                       (6.1) 

where 𝑍𝐶𝑤 represents the count of 𝑍𝐶 in every sliding window w. 𝑍𝐶 denotes the total 

number of zero coefficient counts in the image, and  𝑁𝑍𝐶 refers the total number of non-

zero coefficient counts.  

                                  𝑃𝑁𝑍𝐶𝑊 =     
𝑁𝑍𝐶𝑤∗100

𝑍𝐶+𝑁𝑍𝐶
 ,                                                                  (6.2) 
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where 𝑁𝑍𝐶𝑤 represents the count of 𝑁𝑍𝐶 in every sliding window w. 

 

 

 Classification of Caption and Scene Text Types 

To extract features for studying the behavior of coefficient lines, the lines are mapped 

to the spatial domain as shown in Figure 6.3 (a) for the lines shown in Figure 6.2 (c), where 

lines are displayed in image formats. Each line in the images is considered in Figure 6.3 

(a) as the inputs for studying linearity and smoothness properties of the lines with respect 

(c) Line graphs for the values in (b): Red line represents zero coefficients and blue line 
represents non-zero coefficients 

 

(b) Percentage of zero (red color line) and non-zero coefficients (blue color line) 
computed for each window of caption and scene text lines  

(a) Non-overlapping window for Caption text line 

Figure 6.2: Linear and non-linear behavior of zero and non-zero 
coefficients of DCT over Caption and Scene text lines. Univ
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to zero and non-zero coefficients of caption and scene text lines. A novel iterative method 

has been proposed to check whether the centroid of a line falls on itself or not. It is a fact 

that if the centroid falls on a line itself, the line can be considered as a straight one, or else 

it can be considered as a cursive line. In the first iteration, the method considers the whole 

line for checking whether the centroid falls on it or not. In the second iteration, the method 

considers the line by reducing one pixel. This process of checking centroid continues until 

the last pixel is reached. Further, the proposed method calculates the percentage of count 

(𝑃𝑀𝐶) that falls on the lines as defined in equation (6.3). The process is illustrated in 

Figure 6.3 (b), where one can expect a larger percentage with respect to straightness for 

non-zero coefficient lines (top line of scene text image) than zero coefficient lines (bottom 

line of scene text image) line for scene texts. Similarly, the percentage of the count which 

represents straightness of zero coefficients (bottom line of caption text image) is lower 

than that of the count which represents non-zero coefficients (top line of caption text 

image) for caption texts. Therefore formally, Rule-1(R1) is defined for identifying 

tampered text as a caption as in equation (6.4).  

𝑃𝑀𝐶 =
𝑐𝑜𝑢𝑛𝑡 𝑜𝑓 𝑐𝑒𝑛𝑡𝑟𝑜𝑖𝑑 𝑓𝑎𝑙𝑙𝑖𝑛𝑔 𝑜𝑛 𝑙𝑖𝑛𝑒 ∗ 100

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑖𝑥𝑒𝑙 𝑖𝑛 𝑙𝑖𝑛𝑒
                                                (6.3) 
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       𝑅1 = {
1, 𝑆𝑐𝑒𝑛𝑒, 𝑖𝑓 𝑃𝑀𝐶𝑁𝑍𝐶 ≥  𝑃𝑀𝐶𝑍𝐶 

0, 𝐶𝑎𝑝𝑡𝑖𝑜𝑛, 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
                                                   (6.4),  

 

   where 𝑁𝑍𝐶 denotes non-zero coefficient lines, 𝑍𝐶 denotes zero coefficient lines, 𝑃𝑀𝐶 

denotes the percentage of a centroid falling on the respective lines. This rule (R1) helps to 

identify a tampered text as a caption based on the linearity of lines, which in turn helps in 

the classification of scene texts. Since the classification of caption and scene text is not a 

(c) Studying smooth and non-smooth behavior of the coefficient lines of 
Caption and Scene text lines by extracting crossing points given by principal 

lines of text lines. Principal axis is marked in Yellow dotted color and crossing 
points are marked in green color. 

 

(b) Studying linearity and non-linearity behavior of the coefficient lines of 
Caption and Scene text lines by extracting straightness and cursiveness 

properties. Centroid falling on line marked by Cyan color and centroid not 
falling on line are marked by Magenta color. 

(a) Converting line graphs shown in Figure 6.2 (c) to image formats. 
Bottom line represents zero and top line represents non-zero coefficients. 

Figure 6.3: Extracting behavior of the Caption and Scene text lines.  
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simple problem due to unpredictable nature of scene text, one property may not be 

sufficient to achieve good results. Therefore, one more novel idea has been proposed for 

studying smoothness and non-smoothness of the lines of caption and scene texts.  

For each line in caption and scene text images, the method estimates the principal axis 

using the coordinates of the respective lines as shown in Figure 6.3 (c), where the yellow 

color dotted line is the principal axis. To understand whether the line is smooth or not, the 

number of crossing points (𝐶𝑃) done by the principal axis are counted with the lines as 

marked by green color in Figure 6.3 (c) for caption and scene text images. It is observed 

that the number of crossing points of zero coefficients and non-zero coefficients lines is 

almost the same for scene texts, while it is not so for captions texts. Therefore, the 

percentage of crossing points are calculated to define Rule-2 (R2) for classifying caption 

and scene text as in equation (6.5).  

𝑅2 = {
1, 𝑆𝑐𝑒𝑛𝑒, 𝑖𝑓 |𝑃𝐶𝑃𝑁𝑍𝐶 −  𝑃𝐶𝑃𝑍𝐶| ≤ 1

0, 𝐶𝑎𝑝𝑡𝑖𝑜𝑛, 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
                                                  (6.5),  

where 𝑃𝐶𝑃 denotes the percentage of crossing points. Furthermore, the final classification 

combines rule-1 and rule-2 as defined in equation (6.6) and equation (6.7) for scene text 

and caption text, respectively.  

                                       Rscene = ⋃ (R1n, R2n),m
n=1                                                        (6.6),     

       Rcaption = ∏(R1n = 0, R2n = 0)

𝑚

𝑛=1

,                                                                       (6.7), 

where m denotes the total number of scene and text images.  
  
      However, the proposed method works on only full-text line but not on a word which 

is generally preferred to feed into OCR for recognition. In addition, although the above 

method works on video, the temporal feature is not exploited. Therefore, to extend the 

method at the word level, wavelet decomposition and temporal coherency have been 

explored for better text recognition in the following section. 
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 Temporal Integration for Caption and Scene Text Types Classification at 

Word Level 

Words segmented from video frames are the input for classifying captions and scene 

texts in the video in this present work. It is true that high-frequency coefficients in wavelet 

domain represent high contrast pixels in a text image  (Liang et al., 2015a). This cue 

motivates to apply Haar wavelet decomposition to study high and low-frequency 

coefficients. According to  observation, for a text image, high-frequency coefficients are 

positive coefficients which represent text pixels, while negative coefficients are low-

frequency coefficients which represent non-text pixels (P Shivakumara, N Vinay Kumar, 

et al., 2014; J. Xu et al., 2014). This new observation leads to classifying positive 

coefficients as candidate text pixels, and negative coefficients as candidate non-text 

pixels. This is the main advantage of this work as it does not require any binarization 

methods or edge detectors for segregating non-text and text pixels as in the existing 

methods (S. Roy, Shivakumara, Pal, Lu, & Tan, 2016; J. Xu et al., 2014).  

Since caption text has high contrast, clarity, and homogenous background, it is 

expected the distribution of candidate text pixels can satisfy zone pattern, namely, top, 

middle and bottom, which is a well-known property to find the indication of the text of 

any scripts. In case of scene text, since the background and foreground are unpredictable, 

the distribution of candidate text pixels may not generate the same zone pattern. To extract 

this observation, the proposed method calculates standard deviations for low-frequency 

values of candidate text pixels to study zone pattern. It is known that caption text stays at 

the same location for a few frames, while scene text moves slightly because it is a part of 

the background (J. Xu et al., 2014). The proposed method exploits this observation for 

deciding the required number of successive frames with the cues given by bins 

relationship. The determined temporal frames are used to find the stability of the texts. If 
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the input video contains caption texts, the property that defines caption texts exhibits 

stability else the property that defines scene text exhibits stability. 

 Wavelet Positive Coefficients for Text Candidate Detection 

Candidate text and non-text pixels are obtained as defined in equation (6.8) for 

horizontal (LH), vertical (HL) and diagonal (HH) high-frequency bands in the previous 

section. It is illustrated in Figure 6.4, where for the input caption and scene words shown 

in Figure 6.4 (a), most of the text pixels represented by red color and non-text pixels 

represented by blue color pixels are classified successfully with the positive and negative 

coefficients in LH, HL, HH shown respectively in Figure 6.4 (b) - Figure 6.4 (d). 

Therefore, candidate non-text and text pixels are generated by this separation process. In 

order to obtain the complete structure of character components to study characteristics of 

caption and scene words, union operation has been performed as defined in equation  (6.9) 

to combine candidate pixels in horizontal, vertical and diagonal frequency sub-bands as 

shown in Figure 6.4 (e), where better characters structure is observed compared to 

horizontal, vertical and diagonal. Thus, text pixels (red color) and non-text pixels (blue 

color) in fused results of caption and scene words shown in Figure 6.4 (e) are considered 

as text and non-text candidates.  

𝐶𝑃𝐼 = {
𝑇𝑒𝑥𝑡,     𝑊𝐼  > 0,     𝑊𝐼 ∈  (𝐿𝐻𝐼 , 𝐻𝐿𝐼 , 𝐻𝐻𝐼)

𝑁𝑜𝑛 − 𝑇𝑒𝑥𝑡,    𝑊𝐼 < 0
                                                 (6.8) 

where CP denotes Candidate Pixels, W denotes wavelet coefficients in LH, HL and 

HH of wavelet and I denotes the input image:  

           F𝐼 =  ⋃(𝐿𝐻𝐼 , 𝐻𝐿𝐼 , 𝐻𝐻𝐼)                                                                                     (6.9). 
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 Cues for Caption and Scene Words from Text Candidates 

One can notice from Figure 6.4 (e) that text candidates given by the previous step 

preserve character structures for caption word images, while for scene word images, it 

does not. This is valid because caption word does not have much influence of background 

compared to scene word (P Shivakumara, N Vinay Kumar, et al., 2014; J. Xu et al., 2014). 

As a result, the density of text candidates over caption word in Figure 6.4 (e) is low for 

first rows from top to bottom, then increases at middle rows and again decreases at the 

bottom rows. On the other hand, when text candidate distribution over scene word image 

is observed in Figure 6.4 (e), this zone pattern may not exist because of scattered text 

candidates.  

(e) Fused image with union of red pixels of LH, HL and HH of Caption and 
Scene images 

Figure 6.4: Text and non-text candidates of Caption and 
Scene word images at level 1. Red pixels denote positive 
coefficients and blue pixels denote negative coefficients. 

(d) Diagonal (HH) sub-band image of Caption and Scene in (a) 

(c) Vertical (HL) sub-band images of Caption and Scene in (a) 

(b) Horizontal (LH) sub-band image of Caption and Scene in (a) 

(a)  Caption and Scene input word images 
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With this observation, Standard Deviation (Std) is calculated for each row of text 

candidate images of caption and scene texts as shown in Figure 6.5, where it is noted that 

caption word shows high profiles for the beginning rows, low profiles for middle rows, 

and high profiles for the bottom rows. For standard deviation calculation, coefficients in 

the low-frequency band (LL) are considered that correspond to text candidates in caption 

and scene word images. This is true because the middle row contains most uniform values 

compared to the beginning and last rows. The same zone pattern does not exist for scene 

word images as shown in Figure 6.5, where profile pattern does not satisfy the zone 

pattern as defined for caption word. Since the proposed method considers segmented 

words with bounding boxes for classification, different orientations of the word do not 

affect the classification.   

Figure 6.5: Row profile of standard deviation value of text 
candidates in Caption and Scene words shown in Figure 6.4 (e). 
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To extract such distinct features, the standard deviation values have been mapped to 

the 8 bins formed by dividing the range of standard deviation values into 8 equal sized 

bins shown in Figure 6.6 (a). These bins have been studied to analyze the distribution of 

standard deviation values of text candidates and non-text candidates over caption and 

scene words. It can be seen from Figure 6.6 (a) at first level that due to fewer variations 

in standard deviation values, most of the standard deviation values are mapped into a few 

bins. Figure 6.6 (a) shows that the third bin at first level (the highest bin in the histogram) 

is the same for both text candidate and non-text candidate bins at first level. This is 

considered as Feature-1 (F1) as defined in equation (6.10) for representing caption word 

at the first wavelet level. Similarly, it is expected that the total number of bins which 

receive standard deviation values in both text and non-text candidate sectors at the first 

wavelet level will be the same. This is considered as Feature-2 (F2) as defined in equation 

(6.11) for representing caption word.  
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In the same way, two more features, say Feature-3 (F3) as defined in equation (6.12) 

and Feature-4 (F4) as defined in equation (6.13) can be derived from text and non-text 

candidate distributions at the second level as shown in Figure 6.6 (b), where it can be seen 

the total number of bins which receive standard deviation values are the same for both 

text and non-text candidate histograms. It is also noted from Figure 6.6 (a) at first and 

second levels that for caption word, F1 at the first level and F2 at the second level represent 

(d)  Spatial relationship among sectors for  text and non-text regions of scene 
word at second level 

(c) Spatial relationship among  bins for  text and non-text regions of 
scene word at first level 

(b) Spatial relationship among bins for text and non-text regions  of 
caption word at second level  

(a) Spatial relationship among bins for text and non-text regions of 
caption word at first level 

Figure 6.6: Four features for representing caption and scene words. Univ
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caption words successfully, while F2 at the first level and F1 at the second level do not 

represent. Therefore, any one of the features matches out of four; this will be considered 

as a correct feature for representing caption word. At the same time, none of the features 

matches out of the four features for the input word; thus it is considered as scene word 

representation. This is illustrated in Figure 6.6 (c), where the highest bin position and the 

total number of bins of text and non-text candidate histograms at the first level do not 

match. The same is true for the second levels also as shown in Figure 6.6 (d). Note that 

according to experimental analysis, level-1 and level-2 are enough for achieving better 

results. 

                  𝐹1 = max
𝑙=1

(𝐻 𝑝 
) == max

𝑙=1
(𝐻 𝑛 

)                                                 (6.10), 

where 𝑙 refers to level 1. 𝐻 𝑝 
 and 𝐻 𝑛 

are  the histograms for text and non-text 
candidates, respectively.   

                𝐹2 = ∑ (ℎ𝑃 ≠ 0)𝑙=1 == ∑ (ℎ𝑛 ≠ 0)𝑙=1                                                  (6.11) 

               𝐹3 = max
𝑙=2

(𝐻 𝑝 
) == max

𝑙=2
(𝐻 𝑛 

)                                                  (6.12) 

               𝐹4 = ∑ (ℎ𝑃 ≠ 0)𝑙=2 == ∑ (ℎ𝑛 ≠ 0)𝑙=2                                                    (6.13) 

 Temporal Integration for Deciding the Number of Temporal Frames 

The previous section provides cues in the form of four features for classify caption and 

scene words. The same cues are used in this section to determine the number of frames 

from 25-30, captured per second. Unlike the existing methods which ignore the use of 

temporal coherency in video (P Shivakumara, N Vinay Kumar, et al., 2014), temporal-

spatial coherency has been explored depending on the assumption that caption text stays 

at the same place for some successive frames, while scene text (background) has a fewer 

movements (J. Xu et al., 2014). To exploit this observation, in this work, non-text 

candidates of caption and scene words instead of text candidates are used. This is due to 

that non-text candidate distribution represents background, and the distribution does not 

differ much for both caption and scene words compared to text candidate distribution. 
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Therefore, the required number of temporal frames has been decided based on F4 . It is 

true that as long as a full text appears, there will not be a significant change in Std values 

in the bins. Therefore, the difference between the total number of bins that have standard 

deviation value in temporal frame-1 and temporal frame-2 remains the same. When 

gradually text disappears as temporal frames increases, changes are expected in the total 

number of bins. Based on this observation, the difference has been found between the 

total numbers of bins which received standard deviation values of the first temporal frame 

with other successive temporal frames, which is called as an error estimation. With the 

error estimation, the following conditions are set as a stopping criterion as defined in 

equation (6.14) for moving to the next frame. The process is illustrated in Figure 6.7 for 

the caption word image “LEE”, where the error remains the same until frame number 13, 

and then there is a sudden change at frame number 14. This sudden change is considered 

as the stopping criterion, at the same time, the same number can be considered for 

deciding the types of text. The error indicates that text appears, and a sudden change in 

error indicates that text disappears.  

𝑭𝒏 = {
𝑠𝑡𝑜𝑝,   𝑖𝑓 𝑒𝑡 <  𝑒𝑡−1𝑎𝑛𝑑 𝑒𝑡 ≤ 𝑒𝑡−2 
𝐹𝑛+1,    𝑖𝑓 𝑒𝑡 ≥  𝑒𝑡−1𝑎𝑛𝑑 𝑒𝑡 ≥ 𝑒𝑡−2

                                                        (6.14) 

Here  𝒆𝒕 denotes the current frame error, while 𝒆𝒕−𝟏 and 𝒆𝒕−𝟐 are the errors of previous 

frames.  
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Figure 6.7: Stopping criterion for determining the number of 
frames. Blue line indicates for moving to next frame and red line 
indicates for stopping criteria which as the present error is less 

than immediate previous and less or equal to all previous errors. 
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 Stable Property for Caption and Scene Text Types Classification 

Since the previous section provides the number of temporal frames to be used, it is 

good to choose stable features which correctly represent unknown input words. Section 

6.3.2 gives four features for representing caption and scene text words without temporal 

integration. Therefore, four features are tested individually for selecting the number of 

temporal frames (T) given by Section 6.3.3 to choose stable features, which can represent 

caption or scene text words as defined in equation (6.15). For an unknown input word 

Figure 6.8: Procedure to choose stable features for caption and 
scene word classification. “Yellow” dashed line marks the base line 
to choose stable features and T is total number of temporal frames. 

          (a)  F1 for caption                                     (b) F2 for caption                  

T = 23 

T= 22 

T = 17 

T = 14 

T = 14 

     (c) F3 for Caption                                         (d)  F4 for caption                            

 (e) Feature for scene 
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image, the proposed method counts the number of frames that satisfy the respective 

features and chooses the features which cross T/2 frames as the stable feature of the input 

image. Here T/2 is considered as the baseline for choosing stable features. If any of the 

four features crosses the baseline as shown in Figure 6.8 (a) - Figure 6.8 (d), where it can 

be seen in examples, the feature is considered as stable. Thus, it classifies the given input 

image as a caption word. On the other hand, if none of the four features crosses the 

baseline, the given word is classified as a scene word as shown in Figure 6.8 (e). Since 

the extracted features or cues are derived based on text and non-text candidates of caption 

and scene word images, the proposed features work well for different orientation, 

scripting language, and distortion to some extent.   

𝑅1 = {
1, 𝐶𝑎𝑝𝑡𝑖𝑜𝑛,     𝑖𝑓 max

𝑇
(𝐹1||𝐹2||𝐹3||𝐹4) ≥ 𝑇 2⁄ ,     

0, 𝑆𝑐𝑒𝑛𝑒,    𝑖𝑓       𝑆𝑁𝑜𝑛𝑒 ≥ 𝑇 2⁄
                  (6.15), 

where T is the total number of temporal frames given by sub-section 6.3.3, and Snone  

denotes a scene word. 

In summary, a novel method has been proposed for classifying text-type. The proposed 

method introduces a new idea of exploring positive and negative coefficients of wavelet 

decomposition for detecting text candidates. The distribution of non-text and text 

candidates over caption and scene word images are studied in a novel way to derive four 

features that give cues for the classification of caption and scene words. Moreover, 

temporal coherency is explored for deciding the number frames and to find stable features 

to classify caption and scene words correctly. 

 Experimental Results and Comparative Study 

This section is organized as follows. Section 6.4.1 gives details of dataset and metrics for 

caption and scene word classification experiment. In Section 6.4.2, experiments are 

described for the tempered feature-based approach.   Experiments on temporal integration 
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based approach are discussed in Section 6.4.3.  Comparative study of existing word 

classification methods and proposed method are done in Section 6.4.4.   

 Datasets and Evaluation 

For evaluating the proposed approaches, standard datasets are used. Since two 

approaches work on different inputs, such as tempered based approach takes text line as 

input whereas wavelet-based approach takes word along with temporal information as an 

input; therefore, the database used for evaluating the performance of proposed methods 

are different. Similarly, the performance measure metrics also differs for both the 

approaches.  

 For evaluating tempered based classification, standard datasets which are available 

publicly are considered as benchmark databases, namely, ICDAR 2013 (Karatzas et al., 

2013) which contains only scene text lines with large variations, ICDAR 2015 (Karatzas 

et al., 2015) which is slightly more complex than ICDAR 2013, and YVT (Nguyen et al., 

2014). The YVT dataset has scene words with large variations in the background. The 

proposed caption and scene classification methods are evaluated in terms of text detection 

rate, classification rate and recognition rate. The above datasets contain 28, 49 and 30 

videos, respectively. This totally gives 1150 frames for experimentation. It can be noticed 

from the above datasets that all the three databases contain only scene texts but not caption 

texts. Generally, video of news channels, movies, sports, etc., frames with caption texts, 

frames with scene texts, and frames with caption-scene texts are all common. Therefore, 

the database is created by collecting videos from YouTube, where different varieties of 

videos with different fonts, font sizes, backgrounds, and contrasts are considered. In total, 

32 videos that contain from 2-3 minutes to 15-20 minutes of content are collected. This 

gives 350 frames with only caption texts, 180 frames with only scene texts, and 300 
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frames with scene+caption texts for experimentation. Thus, in total, 900 caption and 650 

scene lines have been considered for evaluating the proposed classification method. 

As mentioned in the beginning of the section, for wavelet decomposition based 

approach, benchmark databases (DB) having temporal information, namely, ICDAR 

2015 video(Karatzas et al., 2015), and YVT video (Nguyen et al., 2014) have been used. 

In addition, Car License Plate (CLP) video (Dlagnekov & Belongie, 2005) which contains 

low resolution images with distortions are used for experimentation. 664, 263, and 879 

video clips, respectively for ICDAR, YVT and CLP databases are considered. Since these 

three databases provide only scene words, Caption Text Database (CTD) has been created 

by collecting news video from YouTube, which includes different fonts, font sizes, 

backgrounds, and contrasts. In summary, scene class contains 1806 and caption class 

contains 450 video clips. In total, 2256 video clips are considered for comprehensive 

experimentation to evaluate the proposed method. 

In case of tempered based approach, the proposed classification method is evaluated 

at two levels, namely, (1) frame level where caption and scene texts are used for 

classifying frames with caption texts, frames with scene texts, and frames with 

caption+scene texts, and (2) line level where the caption and scene text line classification 

is evaluated. Text detection experiment has been performed before and after classification 

to validate text–type classification. Detection before classification accepts all the frames 

in this experiment and detection after classification accepts frames of respective classes 

as the input for calculating text detection accuracy. The accuracies of text detection 

methods after classification are expected to be higher than the accuracies before 

classification. This is because after classification, the same method can be modified or a 

different method which suits the class can be used to achieve good results. In the same 

way, recognition experiments are conducted to validate the classification method at the 
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line level before and after classification. For classifying frames and text types, 

classification rate has been used as performance measure and for text detection, recall 

(R), precision (P) and f-measure (F) given by several text detection methods are used as 

in (Liang et al., 2015a; J. Xu et al., 2014). The instructions given in (Liang et al., 2015a) 

are followed for counting recall, precision, and f-measures. Furthermore, for recognition, 

character recognition rate is used as performance measure through several binarization 

methods and publicly available OCR.   

Different existing text detection approaches have been used before and after 

classification at the frame level for comparative studies. Rong et al. (Rong et al., 2014) 

and Yin et al. (Yin et al., 2014) work in scene image, whereas, Khare et al. (Khare, 

Shivakumara, & Raveendran, 2015) explores text detection for the video frame. The 

aforementioned text detection approach is said to be robust to fonts, font text sizes, 

contrasts, text types, orientations, etc. A recent method has been implemented which 

classifies caption and scene texts using pixel patterns of caption and scene texts, as 

proposed by Xu et al. (J. Xu et al., 2014), for comparative study with the results of  

proposed classification method at the text line level. Similarly, comparative studies are 

provided with different binarization methods for before and after classification with OCR 

at the text line level. Howe  (Howe, 2013), Su et al. (Su et al., 2013), and Milayav et al. 

(Milyaev et al., 2013) binarize scene word in scene image, Roy et al. (S. Roy et al., 2015) 

binarizes text lines in the video. These methods are capable of binarizing both scene texts 

and video texts. 

Similarly, to measure the performance of the wavelet-based method, the same metrics 

which are discussed above have been calculated. Text type classification rate is calculated 

by generating a confusion matrix. To validate the effectiveness of the classification, 

recognition rates are calculated before and after classification at word level of input 
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words. Experiments before classification consider both caption and scene words together 

as the input, while after classification experiment considers individual caption and scene 

classes separately for calculating recognition rates. The recognition rate is computed 

using Tesseract OCR. To show the superiority of the proposed classification approach, 

the recent works (Bhardwaj & Pankajakshan, 2016; S. Roy et al., 2016; J. Xu et al., 2014) 

which use a full-text line for classification caption and scene text are implemented. In a 

similar way, the same binarization methods (Howe, 2013; Milyaev et al., 2013; S. Roy et 

al., 2015) discussed  for tempered feature based classification, are considered as the 

baseline methods.  

 Experiments on Tempered Feature Approach at Text Line Level 

The tempered based classification method has been used for classifying frames based 

on the caption and scene.  A few results of the proposed approach is shown in Figure 6.9. 

The accuracy of the proposed classification at the frame level has been tabulated in Table 

6.1 in the form of the confusion matrix. To analyze the contribution of each rule for 

classification, confusion matrices are computed for individual rules and the combined rule 

as reported in Table 6.1. Table 6.1 shows that each rule contributes significantly to achieve 

better results. Table 6.1 shows that the combined rule scores better results than individual 

rules. Text detection results have been given in Table 6.2. It is found from Table 6.2 that 

text detection accuracies are improved significantly after classification. Therefore, to 

enhance the performances of text detection methods, text classification is necessary for the 

video. 
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Features                         Confusion matrices  
Types  Scene Caption 

 
Centroid  Scene 60.52 39.48 

 
Caption 42.3 57.7 

 
Crossing  Scene 63.81 36.19 

 
Caption 38.4 61.6 

 
Proposed  Scene 68.66 31.34 

 
Caption 28.62 71.38 

 
 

    

 Experiments on Temporal Integration Approach at Word Level 

The main steps of the wavelet-based method are 1) introducing four features (F1-F4) for 

representing caption and scene words, 2) deciding the temporal frames (T) numbers, and 

Caption 

Scene 

Figure 6.9: Samples of successful classification results of the 
proposed method for the Caption, Scene lines. 

Table 6.1: Confusion matrix of the proposed method 
using centroid features at text line level. 
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3) finding stable features with temporal frames for classification. To analyze the 

effectiveness of the above-mentioned steps and the contribution of each feature, 

classification rates are calculated through a confusion matrix for scene class (1806 video 

clips) and caption class (450 video clips). The quantitative results are reported in Table 

6.2, where one can note that for determining the number of frames (T), Feature-4 is the 

best compared to the other features. It is observed from Table 6.2 that the classification 

rates of F1 to F4 using keyframes, which are selected using predefined software (without 

temporal frames), are almost same. This shows that the four features contribute equally to 

classification. Table 6.2 shows that the classification rates of the four features using 

temporal frames are higher than those without temporal frames. This indicates that the use 

of temporal frames is the best to achieve better classification rates.      

 

Steps F1 F2 F3 F4 

T (Number of temporal frames) 63.02 62.3 61.06 68.83 

Key frame (without temporal frames) 55.24 57.26 57.01 54.81 

With Temporal 60.37 59.6 60.47 58.52 

 

 Comparative Study and Discussion 

In case of  tempered based classification, sample images of the proposed and existing 

method (J. Xu et al., 2014) are shown in Figure 6.10 for caption and scene texts at the line 

level. From Figure 6.10, it is seen that the proposed classification approach classifies 

different text types successfully, and at the same time, the existing method fails to classify 

them. It can be validated by the quantitative results given in Table 6.3 that the proposed 

approach is better than existing works. The reason is that the proposed method uses 

frequency coefficients while the latter relies on pixels in the spatial domain.    

 

Table 6.2: Classification rates in (%) for evaluating intermediate steps of the 
proposed method. 
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Types Proposed method (J. Xu et al., 2014) 

Scene Caption Scene Caption 

Scene 68.66 31.34 65.69 34,31 

Caption 28.62 71.38 32.62 67.38 

 

                           
 

To show the usefulness of the classification at the text line level, recognition results of 

different binarization methods before and after classification are tabulated in Table 6.4. 

From this table, it is seen that the recognition rate has been increased after classification 

than before classification. The same methods have been used for both before and after 

classification tuning the parameters based on samples of each class by considering 

advantage of classification step. The key parameter chosen from each method has been 

tuned such as the threshold value for the Canny image (Howe, 2013), the threshold value 

for the Bayesian classifier (S. Roy et al., 2015), and window size for binarization 

algorithms (Milyaev et al., 2013). Su et al. (Su et al., 2013) provides exe file, thus so no 

tuning has been applied. As a result, improvements can be observed in the recognition 

results after classification. To achieve good results in different types of images like plain 

Figure 6.10: Examples of qualitative results. The 
proposed method classifies the above text line images 
successfully while the existing methods misclassify. 

Caption Text Line Images             Scene Text Line Images  

Table 6.3: Performance of the proposed and existing methods for caption 
and scene text classification at text line level (in %). 
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document images, one can modify the method or use a different method since texts have 

been classified.   

 

 

Methods  Before classification  After classification 

Scene  and caption Scene Caption 

(Howe, 2013) 51.33 0.4 56.31 0.4  51.78 0.2 

(S. Roy et al., 2015) 40.16 0.05 42.48 0.2  47.29 0.03 

(Su et al., 2013) 48.9 55.2 49.6 

(Milyaev et al., 2013) 42.67 10 49.58 10 45.7 8 

 

In case of the wavelet-based method, sample images of the proposed and existing 

approaches (Bhardwaj & Pankajakshan, 2016; S. Roy et al., 2016; J. Xu et al., 2014) are 

shown in Figure 6.11 for different databases. The proposed method classifies different 

word type images successfully including multi-orientation texts, while the existing method 

is unsuccessful. The reason for the poor classification of the existing method (J. Xu et al., 

2014) is that it obtains text candidates using stroke width and gradient information. In 

addition, the existing method requires full-text lines for achieving better results Moreover, 

the proposed method works well at word level without binarization. The quantitative result 

obtained from the proposed and existing approaches is given in Table 6.5. From the table, 

it is noted that the performance of the proposed approach is better than the existing method. 

From Table 6.5, it is seen that the proposed and state-of-the-art methods give better results 

for ICDAR + CTD, slightly low results for YVT + CTD and the lowest for CLP + CTP. It 

is evident that YVT data contains non-horizontal word and CLP data is more complex than 

the other two databases because it includes blur and distorted word images. 

Table 6.4: Character recognition rates of different binarization methods 
before and after classification at text line level (in %). 
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       DB      ICDAR 2015+CTD YVT+CTD CLP + CTD 

Methods Type Caption Scene Caption Scene Caption Scene 

Proposed Caption 71.68 28.32 71.68 28.32 71.68 28.32 
Scene 27.51 72.49 35.64 64.36 39.41 60.59 

(J. Xu et al., 2014) Caption 57.0 43.0 57.0 43.0 57.0 43.0 
Scene 46.54 53.46 49.3 50.7 52.48 47.52 

(S. Roy et al., 2016) Caption 65.72 34.28 65.72 34.28 65.72 34.28 
Scene 33.2 66.8 32.86 67.14 37.31 62.69 

(Bhardwaj & Pankajakshan, 
2016) 

Caption 70.02 29.8 70.02 29.8 70.02 29.8 
Scene 31.68 68.32 35.9 64.1 36.6 63.4 

 

To validate the effectiveness of the wavelet-based classification, experiments are 

conducted on recognition before and after classification similar to DCT based 

classification. The results of the binarization methods are listed in Table 6.6. It is noted 

from Table 6.6 that performances of the binarization techniques are better in case of after 

classification than before classification. This is because of the advantage of classification, 

where tuning or modification of the method according to the complexity of the problem 

can be done to achieve better results. For example, for the methods listed in Table 6.6, 

parameters such as the threshold value for Canny edge image in case of (Howe, 2013), the 

threshold value for Bayesian classifier in case of (S. Roy et al., 2015), and the window size 

for the method in (Milyaev et al., 2013) are tuned. Note that the method in (Su et al., 2013) 

provides only exe file; therefore there are no parameter values listed in Table 6.6. Table 

Figure 6.11: Examples of qualitative results. The proposed 
method classifies the above word images successfully while the 

existing methods misclassify them. 

Sample words from CLP database                    Sample words from CTD 

Horizontal from ICDAR 15 Video               Horizontal from YVT Video  

Table 6.5: Confusion matrix of the proposed and existing methods 
on different databases. 
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6.6 shows that with a few modifications to the parameter after classification, the methods 

show better results compared to before classification. Therefore, it can be inferred that 

classification is useful to achieve better results. 

 

 

 

  Methods 

Before classification After classification 

Caption + Scene Caption Scene 

RR P RR  P RR  P 

(Howe, 2013) 52.7 0.4 54.38 0.2 53.63 0.4 

(S. Roy et al., 2015) 42.75 0.05 49.25 0.03 48.32 0.2 

(Su et al., 2013) 52.1 - 51.4   - 53.82   - 

(Milyaev et al., 2013) 45.3 10 53.3 8 51.6 10 

 

 Summary 

Overall, in this chapter, two video text type classification approaches based on DCT 

and wavelet are presented for better text recognition. The first approach explores DCT 

for identifying tampering information from the text line, whereas the second approach 

explores temporal coherency in addition to wavelet coefficient from the word. Although 

both the approaches take different input for classification, they exploit the same fact that 

caption text is edited/superimposed, which results in artificially created text comparing 

to other frame contents.  

 

 

Table 6.6: Recognition rates (RR) at word level of the different binarization 
methods before and after classification (in %). ‘P’ denotes a parameter. 
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CHAPTER 7: MULTI-TYPE-ORIENTED VIDEO TEXT RECOGNITION  

 Background 

In the previous chapter, classification of caption and scene text in the video is 

presented. This chapter studies advantages and disadvantage of recognizing text in the 

video with binarization and without binarization. For recognition through binarization, 

the work explores Bayesian classifier-based method and fusion of machine learning 

approaches mainly, Support Vector Machine (SVM) and Hidden Markov Model (HMM). 

 Binarization based Text Recognition 

In this work, words are segmented from text lines for recognition because of the 

availability of several methods in the literature which work well at the word level 

regardless of the type of text, orientation, etc. (N. Sharma, Pal, et al., 2012). Segmented 

words rather than text lines have been used for recognition because most of the 

recognition methods calculate recognition rate at the word level and because words are 

used as units for navigation, tracking, and surveillance. Since words in the video have 

low resolution, color, wavelet and gradient sub-bands have been integrated to increase 

low resolution text information by widening the difference between background and text 

region. RGB separates background and text information according to (Palaiahnakote 

Shivakumara, Trung Quy Phan, et al., 2010), because RGB offers more information from 

the three channels which allow to choosing the most prominent edge pixels. It is also 

shown that wavelet sub-bands (LH, HL, HH) are useful for classification between text 

and non-text pixels (Palaiahnakote Shivakumara et al., 2014) as they provide spatial 

information. Here, wavelet with high-frequency sub-bands is explored for binarizing 

video text. In the same way, gradient sub-bands (horizontal, vertical and diagonal) can 

also be used for classification between non-text and text pixels (S. Roy et al., 2012).  
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The above observations motivate to propose to integrate RGB, wavelet, and Gradient. 

This is valid because for each one sub-band the value of a text pixel is different. The 

fusion of sub-bands explores this clue for increasing the information of text. From 

integrated results, it is observed that the pixels with high probability correspond to text 

whereas non-text pixels have low probability value. Besides, Bayesian uses a 

probabilistic approach to predict the most likely edges of text. This clue leads to propose 

a Bayesian classifier for binarization as it is motivated by the work presented in 

(Shivakumara et al., 2012) where it has been used for text detection. The enhanced images 

from different domains help to calculate a priori probabilities and conditional 

probabilities for the non-text and text pixels. Then finally, the Bayesian classifier has been 

proposed to predict actual text pixel for the word image in the video. To recognize the 

word, an OCR engine (Tesseract) has been used which is available publicly. The flow 

diagram of the method can be seen in Figure 7.1.  

                  

Input: Video word 

Integration of three types of bands 
(RGB, Wavelet and Gradient) 

Three probability Enhancement  

Conditional a priori 

Bayesian 

Recognition   

Connected Component 

   Figure 7.1: Flow diagram of the proposed method. 
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 Text Enhancement Integrating Color, Wavelet, and Gradient 

    It has been observed from work proposed in (S. Roy et al., 2012) where fusion concept 

has been used for video text binarization successfully for horizontal text. This motivates  

to propose a new idea that fuses not only wavelet and gradient as in (S. Roy et al., 2012) 

but also color in a novel way for binarizing word of any orientation. For each word image 

shown in Figure 7.2 (a) where it can be seen that text is embedded in a complex 

background with some orientation, the method decomposes the input image into R, G, B 

sub-bands in the color domain, LH  (Horizontal), HL (Vertical), HH (Diagonal) in the 

wavelet domain and Horizontal, Vertical, Diagonal in the gradient domain. After that, 

three sub-bands have been  integrated linearly (L) to generate three fused images, namely, 

RGB-L, Wavelet-L and Gradient-L as shown in Figure 7.2 (b).  Figure 7.2  shows fine 

details of the image. The linear integration is a simple operation which integrates three 

pixels values from three sub-band images for one target pixel. This results in an enhanced 

image. Due to low contrast, sometimes noise pixels are also fused with text in this linear 

combination process. Therefore, to remove noisy pixels from the enhanced image, 

filtering approach has been proposed. 

The method performs histogram analysis for each sliding window over the enhanced 

image obtained from the linear operation. The height and width of the window are the 

same as the height of the word. This is possible because the input word segmented by the 

segmentation method gives height and width of the word image. The method selects the 

top three dominant values from the histogram of each sliding window as text pixels. Noisy 

pixels are thus filtered out due to their low values. With this operation, three filtered 

images have been obtained from three domains, namely RGB-F, Wavelet-F and Gradient-

F as shown Figure 7.2 (c) where one can see the enhancement of text pixels compared to 

the background. Due to background contrast variations in video, there might be non-text 

pixels that exhibit high contrast values as text pixels. To overcome this problem, for each 
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pixel in the filtered image, the method again performs a window operation to choose 

median values as text pixels, eliminating high contrast non-text pixels because, as median 

values, they are neither high and nor low. With this, three smoothed images have been 

obtained for the above three domains, respectively, RGB-Smooth, Wavelet-Smooth, and 

Gradient-Smooth as shown in Figure 7.2 (d) where it connects missing text pixel and 

eliminates noisy pixels.  

                 

Finally, the three smoothed images are combined using weight. The weight is 

determined based on 100 samples chosen randomly from databases with the help of a 

classifier. A scheme proposed in (M. Li, Zhang, & Mao, 2008) has been used for 

determining weights. Variance is computed in a local region of the target pixel. It helps 

in choosing the high-frequency coefficients. The operation is expressed as follows: 

(e) Integrated image                (f) Binarization result 

(a) Input word image 

(b) RGB-L, Wavelet-L and Gradient-L results for image in (a) 

Figure 7.2: Text enhancement by integrating sub-bands. 

(d) RGB-smooth, Wavelet-smooth and Gradient-smooth images 
for images in (c)  

(c) RGB-F, Wavelet-F and Gradient-F images for images in (b) 
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𝜎𝑅𝐺𝐵(𝐼) =
1

𝑀 × 𝑁
∑ ∑ 𝐼 (𝑠 + 𝑐, 𝑡 + 𝑑)

𝑑=
𝑁
2

𝑑=−
𝑁
2

𝑐=
𝑀
2

𝑐=−
𝑀
2

 

Where the size of the neighbor or local area of the target pixel is 𝑀 × 𝑁, and, 

𝜎𝑅𝐺𝐵 denotes the variance of the coefficients placed at (𝑠, 𝑡) location in the window 

of 𝑀 × 𝑁, respectively. Since the square window has been considered as mentioned 

above, M and N will have the same value. Then, the fusion scheme can be defined as 

follows: 

𝐷𝐹 = {

𝐷𝑅𝐺𝐵,   𝜎𝑅𝐺𝐵   (𝐼) ≥ 𝜎𝑊(𝐼) ≥ 𝜎𝐺 (𝐼)

𝐷𝑊,   𝜎𝑊 (𝐼) ≥ 𝜎𝑅𝐺𝐵(𝐼) ≥ 𝜎𝐺   (𝐼)

𝐷𝐺,   𝜎𝐺  (𝐼) ≥ 𝜎𝑅𝐺𝐵  (𝐼) ≥ 𝜎𝐺 (𝐼)

 

Here,  𝐷𝑅𝐺𝐵,   𝐷𝑊,   𝐷𝐺,   refers to RGB-Smooth, Wavelet-Smooth and Gradient-Smooth. 

As a result, an enhanced image (integrated image) has been obtained as shown in Figure 

7.2 (e) where a clear difference can be seen between text and non-text pixels. The logical 

steps of the enhancement process are shown in Figure 7.3 to illustrate the flow of the 

work.   

                

Input: Video word image  

Wavelet RGB-L Gradient 

Histogram Histogram     Histogram 

Mask Mask      Mask 

Integrating three smoothed 

Figure 7.3: Integrating three domains to obtain 
enhanced image. 
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The enhancement step is illustrated in Figure 7.4 to show that the integration of sub-

bands enhances text pixels compared to non-text pixels. In Figure 7.4, (a)  is an input 

image, (b) is a middle-row profile of the input image, and (c) profile for the integrated 

image given by enhancement algorithm. From Figure 7.4 (b) - (c), it is seen that high 

peaks represent text pixel and low peaks represent non-text pixels in (c) compared to the 

peaks in (b). 

              

 Bayesian Classifier for Binarization 

The probability of text pixels on the fused image, obtained from fusing RGB-smooth, 

wavelet-smooth and gradient-smooth is high compared to the background. This cue leads 

to propose a Bayesian classifier since it is a two class problem. Therefore, a simple 

(a) Sample input video text image 

(b) Profiles for the middle row of the image shown in (a) 

 (c) Profile for the same middle row after enhancement  

Figure 7.4: Illustrations for the enhancement by 
liner operation. 
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probability has been proposed for classifying non-text and text: If a pixel has high value 

(towards 1) at the same location of the three images (in RGB, Wavelet and Gradient 

images), then the probability of that pixel is considered as high to be a text pixel. In the 

same way, if the value of a pixel is low (towards 0), then the probability of that pixel is 

high to be a background or non-text pixel. This observation motivated to propose a 

Bayesian classifier for binarization in this work. The proposed method calculates the 

conditional probability for text pixel given text class as defined in equation (7.1) and 

(7.2). Here the conditional probability is defined by P(f(x,y)) of a pixel (x, y) for a given 

Text Class (TC). RGB-Smooth, Wavelet-Smooth and Gradient-Smooth are defined as 

P1(f(x,y)),  P2(f(x,y)) and P3(f(x,y)), respectively. f(x,y) corresponds to respective 

filtered images, namely, RGB-F, Wavelet-F and Gradient-F as mentioned earlier. Before 

calculating the conditional probability, normalization has been done on the values in the 

smoothed images to the range of 0 and 1 by dividing its maximum value. Therefore, when 

the three smoothed images contain high values, say 1 then that pixel is classified as text 

pixel. Similarly for P(f(x,y)|NTC) as given in equation  (7.2), where NTC denotes Non-

Text group,  N1(f((x,y)), N2(f(x,y)) and N3(f(x,y)) are the complement of P1(f(x,y))  

P2(f(x,y)) and P3(f(x,y)), respectively.  

𝑃(𝑓(𝑥, 𝑦)|𝑇𝐶) =
(𝑃1(𝑓(𝑥, 𝑦)) + 𝑃2(𝑓(𝑥, 𝑦)) + 𝑃3(𝑓(𝑥, 𝑦)))

3
                                      (7.1) 

 

𝑃(𝑓(𝑥, 𝑦)|𝑁𝑇𝐶) =
(𝑁1(𝑓(𝑥, 𝑦)) + 𝑁2(𝑓(𝑥, 𝑦)) + 𝑁3(𝑓(𝑥, 𝑦)))

3
                              (7.2) 

In order to find a priori probability without knowing the behaviour of the dataset, k-

means algorithm has been applied by integrating the procedures described in Section 7.2.1 

on the enhanced image obtained to separate background and text pixels. Since the 

integrated image contains low values for background pixels compared to text pixels and 

it is a two-class problem, k is set to 2 to separate non-text pixels from text pixels. Since 
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the k-means is unsupervised, the cluster having higher average is considered as a text 

otherwise, it is a non-text. In addition, to avoid misclassification of text pixels, (S. Roy et 

al., 2012) based method has been proposed on a fusion concept to obtain one more 

enhanced image. The fusion concept for enhancement is illustrated in Figure 7.5. Figure 

7.5 shows the profiles drawn at the middle row of the input image (a), before and after 

enhancement. It is observed that the profile obtained ‘after enhancement’ gives high peaks 

with high scale compared to the profile of ‘before enhancement’. This shows 

enhancement by fusion by segregating non-text pixels and text pixels. Hence, k-means 

has been applied on an enhanced image obtained by fusion. As a result, two text clusters 

and two non-text clusters have been obtained. From these two text clusters, the number 

of non-text pixels and text pixels are calculated for the whole image. The count of 

background and text pixels are assumed as a priori probability. The priori probability of 

text is denoted as P(CTC) and the priori probability of non-text is as P(NCTC). 

Substitution has been done in the Bayesian formula as defined in equation (7.3) to obtain 

posterior probability matrix. Finally, the bi-level image (B (x,y)) is generated according 

to equation (7.4) on posterior probability matrix. The effect of Bayesian classifier can be 

seen in Figure 7.2 (f) where one can notice that the method classify text and background 

clearly for different orientation text. 

 

𝑃(𝑇𝐶|𝑓(𝑥, 𝑦)) =
𝑃(𝑓(𝑥, 𝑦)|𝑇𝐶) ∗ 𝑃(𝐶𝑇𝐶)

𝑃(𝑓(𝑥, 𝑦)|𝑇𝐶) ∗ 𝑃(𝐶𝑇𝐶) + 𝑃(𝑓(𝑥, 𝑦)|𝑁𝑇𝐶) ∗ 𝑃(𝐶𝑁𝑇𝐶)
                   (7.3)   

 

𝐵(𝑥, 𝑦) = {
1, 𝑃(𝑇𝐶|𝑓(𝑥, 𝑦)) ≥ 0.05                                                                                (7.4)

0, 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
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Sometimes, the above process may output characters with disconnections as the 

resolution of the video is often low. Therefore, connected component based analysis has 

been applied to smooth the contours. It is observed from the results shown in Figure 7.2 

(f) that the Bayesian classifier retains the characters shape without any disconnections. If 

any disconnections appear in the output, the method identifies them by applying a mutual 

nearest neighbour technique on endpoints. Before testing mutual nearest neighbour, the 

method generates the contour of the characters using the Canny image obtained from the 

binary image. The mutual nearest neighbour principle is formulated as: if  𝑃1 is close to𝑃2, 

then 𝑃2 should be close to 𝑃1, where 𝑃1 and 𝑃2 are the two endpoints. The reason for doing 

such operation is that Canny generates dense edge for text images, but it introduces a lot 

(b) Profiles for the middle row of the image shown in (a) 

(c) Profile for the same middle row after fusion 

(a) Sample input video text line image 

Figure 7.5: Illustrations for the enhancement by fusion. 
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of noisy pixels in the background at the same time. Next, the comparison is performed 

between the identified disconnection area and Canny image at the same position to 

retrieve the missing text pixels. Finally, flood fill algorithm has been applied to fill the 

characters before sending to the OCR module. 

However, due to the inherent limitation of   Tesseract OCR (Smith, 2007), it is not 

robust to different fonts and orientations. Moreover, obtaining clear binary text image 

where character component shapes are preserved, is not always possible before feeding it 

into OCR in case of the complex video image. Therefore, a learning-based method has 

been explored to improve the recognition rate even for different oriented characters in the 

video.   

 Classifier-based Text Recognition 

The main issue with classifier-based recognition is defining window size for 

arbitrarily-oriented characters in multi-type images. To overcome such issue, automatic 

window size detection has been proposed based on the fact that directions of most pixels 

contribute towards character height, which helps to fix correct windows according to sizes 

and orientations of characters. Further, the integration of strength of different types of 

features, namely, statistical features which extract geometrical properties, texture features 

which extract appearances property, run-length smearing which extracts intra and inter 

symmetry of character components, and contour wavelet domain which is invariant to 

scaling, multi-fonts or multi-sizes, helps to achieve better results for text in multi-type 

images. 

 Automatic Window Size Detection 

    For each word, the height of word is considered as the width of the initial window, 

which results in a square window as depicted in Figure 7.6 (a) and (b), where the initial 

square window is observed for the input word. In general, since the text detection method 
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fixes a bounding box for the whole word by covering extra background information, the 

square window covers more than one character. As a result, the defined square window 

does not cover only one character. Therefore, to determine a correct window, wavelet 

high-frequency sub-bands and a fused band have been explored. The reason to propose 

Haar wavelet high-frequency sub-bands is that wavelet decomposition is good for 

classification of  non-text and text (Huiping Li et al., 2000). For the square window, high-

frequency sub-bands, namely, Horizontal, Vertical, and Diagonal have been obtained as 

shown in Figure 7.6 (b). The proposed method performs OR operation to fuse three high-

frequency sub-bands as shown in Figure 7.6 (b) with label fused. Then k-means clustering 

with k=2 has been applied on three sub-bands and fused window to obtain respective text 

clusters as shown in Figure 7.6 (c). The cluster having the highest mean is represented as 

text. Since text pixels have high contrast values than its background (L. Wu et al., 2015), 

the pixels with high contrast values forms text cluster. This result outputs the structures 

of character components as shown in Figure 7.6 (c).  

It is true that most pixel direction contributes towards the height of character 

components. If the angle of such a character component is estimated, then the same angle 

gives almost the angle of character direction. For example, if a character is in the 

horizontal direction, it gives almost 90 degrees. Inspired by this observation, the angle 

for the fused result and text cluster of high-frequency sub-bands is calculated by passing 

coordinates of pixels to Principal Component Analysis (PCA) as shown in Figure 7.6 (c), 

where the principal axis is drawn for high frequency sub-bands and the fused window. 

The reason to choose PCA is that it does not require the full shape of the character to find 

its direction (R. C. Gonzalez & Woods, 2002) as can be noticed from Figure 7.6 (c). It is 

true that PCA is popular for dimensionality reduction rather than angle estimation. 

However, the property that PCA outputs principal axis is explored for objects when two-

dimensional data, such as X and Y coordinates of “0” and “1” pixels is fed in the image. 
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Therefore, the principal axis can be drawn using the first Eigenvector of PCA to estimate 

the correct angle of the character components. It is also true that since the initial square 

window covers one or more characters according to observation as shown in Figure 7.6 

(a). As a result, the arbitrary orientation of a text does not reflect in the content of the 

square window. It is evident from Figure 7.6 (a) - (b), where the content of the initial 

square window looks horizontal with a bit tilt. Therefore, angles of vertical, and diagonal 

windows are ignored and the angles of horizontal and fused windows are considered for 

experimentation.  

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

The proposed method iteratively calculates the angle by reducing three pixels at each 

iteration for both the horizontal window and the fused window until the difference 

between the horizontal and the fused windows satisfies with + 3 or -3 differences. It can 

be verified from the example in Figure 7.6 (d), where the last iteration results with angles 

(a) Input word   of horizontal text             Initial  Square window 

(c) Angle: 86.5              0.4                        47.8                      49.1 

(d) Angle: 86.3           38.1                        69.5                     85.9 

(b)  Horizontal             Vertical               Diagonal               Fused  

Figure 7.6: Automatic window fixing for horizontal text. 
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are shown. The difference between the fused and the horizontal window angles is -0.4, 

which satisfies the condition with + 3 or -3. These two angles match in the sense that the 

window contains the exact character without any extra information as shown in Figure 

7.6 (d) at fused results. From Figure 7.6 (c) - (d) that the angles of the vertical and the 

diagonal window do not play a role in calculating angles. In this way, the proposed 

method determines the correct window iteratively with the help of angle information. The 

same thing is true for non-horizontal and curved text as portrayed in Figure 7.6 (a) - (b). 

In some situation, there may have the exact vertical direction. In this case, instead of 

considering the horizontal frequency sub-band,   the vertical sub-band is considered to 

find matches with the fused window for angle calculation. In addition, the procedure 

terminates with the angle of zero degrees rather than 90 degrees. The algorithmic steps of 

the iterative process for finding window are described in Algorithm-7.1.  

              

 

 

 

     (b) 88.7 (H)         85.6 (F)                   85.1 (H)          83.1(F) 
 

(a) Non-horizontal and curved words with initial square windows. 

Figure 7.6: Automatic window fixing for non-
horizontal and curved text: (b) is the last result of 

iterative algorithm for Horizontal (H) and Fused (F) 
sub-bands. 
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______________________________________________________________ 

Algorithm 7.1:  Automatic Window Selection 
______________________________________________________________ 

Input:   Detected text image of width 𝑤 and height ℎ 

1.      For text image, do the following:  

A. Take first Square of window 𝑊𝑖𝑛𝑖𝑡, where 𝑊𝑖𝑛𝑖𝑡 = {𝑃1, 𝑃2, … , 𝑃𝑛} is image of 
width ℎ and height ℎ. 

B. Apply wavelet decomposition on 𝑊𝑖𝑛𝑖𝑡 to generate 3 sub-bands HL, LH, HH 
and subsequently a fusion image Φ using union operator on 3 sub-bands.  

C. Obtained text cluster (𝐻𝐻𝑡𝑥𝑡 , 𝛷𝑡𝑥𝑡) and non-text cluster from HH and Φ using 
K-means.    

D. Compute the covariance matrix (𝑆) using 1

𝑚
∑ 𝑥(𝑖)(𝑥(𝑖))𝑇𝑛

𝑖=1  of 𝐻𝐻𝑡𝑥𝑡 and 𝛷𝑡𝑥𝑡  
where   𝑥 is coordinate of text pixel, 𝑚 is the total number of pixel, 𝑇 is the 
transpose matrix. 

E. Apply PCA on  𝑆 and find 𝑍 direction vector having maximum information.   
F. Estimate PCA angle (𝜃1) of HL matrix using sinh−1(

𝑧12

√𝑧11
2 +𝑧12

22
) and PCA angle 

(𝜃2) of Φ matrix usingsinh−1(
𝑧22

√𝑧21
2 +𝑧22

22
). 

G. While the absolute difference between  𝜃1 and 𝜃2 is greater than 3,  
a. 𝑊𝑖𝑛𝑖𝑡 = 𝑊𝑖𝑛𝑖𝑡 − {𝑝1, 𝑝2, 𝑝3}; 
b. Use step (B) ~ step (F) to calculate the 𝜃1 and 𝜃2.  

H. Apply shrinking and expand algorithm to generate a sequence of window size  
W=[𝑊1 𝑊2 … 𝑊𝑛]. 

I. For each window  
a. Extract feature vector. 
b. Apply SVM classification on feature vector to get confidence score (𝑞).  

J. Select the window 𝑊𝑜𝑝 having the maximum SVM score among all windows 
using  𝑊𝑖:𝑞=max {𝑞1,𝑞2,…𝑞𝑛} 

K. Recognize the text in 𝑊𝑜𝑝 
L. While the window is not at the end of a text region, do the following:  

a. Move the window with the direction of 𝜃1+𝜃2

2
 

b. Use step (A) ~ step (K) to generate angle and optimal window. 
 

Output: Optimal character window. 

---------------------------------------------------------------------------------------------------- 
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In Algorithm-7.1, 𝑊, 𝑊𝑖𝑛𝑖𝑡 denote the recognized window pixel matrix, while HL, LH, 

and HH are the high-frequency sub-bands of wavelet decomposition on W, 𝛷 is the fused 

band, Z denotes the direction vector determined by PCA,  𝜃1 denotes the PCA angle of 

HL matrix, and 𝜃2 denotes the PCA angle of 𝛷 matrix. Variable X is the feature vector 

generated by features, and q denotes the SVM classifier score for each feature vector X. 

              

With the aforementioned step, the proposed algorithm fixes the appropriate window for 

the initial character. Next, to move to the next character with the same window size, it is 

needed to find the direction of the text. For this, the angle of the initial window of the 

fused result is used as the direction to move over the text. The angle of the next window 

is then used as the direction to move further. This fixing process continues in a non-

overlapping fashion until the window reaches the end of the word as displayed in Figure 

7.7 (a). Here, the angles of window movements are observed over a text according to text 

direction, which results in a path for moving the window as depicted in Figure 7.7 (b). 

(b) Paths for the different oriented texts. 

     14.2                 19.03                          8.9                    1.99           

Figure 7.7: Examples of path estimation for the 
arbitrary oriented text using fused results with angles. 

                          7.3                    16.3                    17.0                 
(a) Estimated angle for window. 
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Sometimes, due to upper or lower case and font size variations, the fixed window for 

the initial character using an automatic window size determination may not fix for 

neighbor characters during moving. The same procedure can also be adapted for fixing a 

correct window for the next moved window. But, this procedure is slightly sensitive to 

very small fonts, while small fonts are common for this work. Therefore, the same square 

window in a non-overlapping way is moved to the next character and calculate the 

confidence score using an SVM classifier to fix the correct window for the character by 

expanding and shirking the window pixel by pixel. The procedure to use an SVM 

classifier for calculating confidence score is as follows. For the extracted features, a 

mapping is done between the window that is moving over character images and its label. 

This is defined as 𝑥 → 𝑦, 𝑤ℎ𝑒𝑟𝑒 𝑥 ∈ 𝑋 is a character in window and 𝑦 ∈

𝑌 is its class label. Here  𝑥 ∈ 𝑅𝑛, where n is the dimension of features extracted from the 

window. For the input set  𝑋 and output set 𝑌, training set will be (𝑥1, 𝑦1), … , (𝑥𝑤, 𝑦𝑤). 

In the testing phase, for an unknown or query window𝑥𝑞 ∈ 𝑋, SVM finds appropriate 

label𝑦𝑞 ∈ 𝑌. In this work, RBF kernel has been used which is the most popular function 

that has been used in literature. RBF kernel is function 𝑘, such that for all 𝑥𝑟,𝑥𝑠  ∈ 𝑋, 

𝑘(𝑥𝑟 , 𝑥𝑠) = (Φ(𝑥𝑟). Φ(𝑥𝑠)),  where Φ  is the mapping from X to the dot product feature 

space. More details regarding training and the kernel of the SVM classifier can be found 

in (Cortes & Vapnik, 1995).   

When a text has uniform sized characters, window fixing using the SVM classifier 

terminates quickly. This is the advantage of the automatic window determination. 

Window fixing using the SVM classifier serves as a verifier for character window 

detection. Before recognition, a set of features, which will be discussed later in the same 

section, is extracted to calculate a confidence score with the SVM classifier. Since the 

proposed method considers the same window to move to the next character, it saves a 

large number of computations as it moves character by character but not pixel by pixel in 
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contrast to the existing methods (Mishra et al., 2012b; S. Roy, Roy, et al., 2013a; K. Wang 

et al., 2011b). When a text has uniform sized characters, window fixing using the SVM 

classifier terminates quickly. This is the advantage of the automatic window 

determination. Window fixing using the SVM classifier serves as a verifier for character 

window detection. More details regarding the training and the kernel of the SVM 

classifier can be found in (El-Yacoubi, Gilloux, Sabourin, & Suen, 1999).When the 

confidence score gives the maximum with ground truth, it is considered as the actual 

window for the character. Figure 7.8 portrays the process, where (a) provides the 

trajectory, (b) shows the second window, (c) shows the shrinking window, (d) shows the 

correct window of character “h”, (e) shows the shrinking window further, and (f) shows 

the confidence score given by SVM for window reduction. Figure 7.8 (f) shows the 

maximum confidence score for fixing the correct window, and the confidence score 

decreases when the window reduces further. 
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 HMM-based Method for Video Text Recognition 

The previous section provides a window to traverse a word character by character 

through path estimation of any direction. For each window, a new set of features 

comprising statistical-texture and spatial features is proposed in contourlet wavelet 

domain. Here, the window is referring one character according to the previous step. 

Motivated by the alternative review in (Liang et al., 2015a; Shivakumara, Wu, et al., 

2017; L. Wu et al., 2015; Yin, Zuo, Tian, & Liu, 2016), a novel  method has been proposed  

to combine the strengths of statistical features which generally help in extracting shapes 

of characters, texture features which help in extracting character appearance, and spatial 

features which help in extracting inter and intra symmetrical features of characters 

components.  

 (d) Correct window                (e) Window shrinking further-Stop  

(a)  Path                       (b) Second window            (c) Window shrinking        

(f) Terminating criterion for fixing correct window 

Figure 7.8: Character detection using confidence score of SVM. 
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     For each window (character), the proposed method obtains high-frequency sub-

bands.  These sub-bands are horizontal, vertical and diagonal, generated with the help of 

contourlet wavelets (Haar). For each sector of each window of the word image, statistical, 

textural and run length based features are extracted as defined in (P. Agrawal, Vatsa, & 

Singh, 2014), where the definitions and formula are presented. These features are used 

for complex mammogram identification successfully in (P. Agrawal et al., 2014). In this 

work, for each sector, 90 statistical-textures and 32 run-length based features are 

extracted. For 8 sectors in three high-frequency sub-bands with two levels of 

decomposition, totally 122×8×3×2=5856 features are extracted, and  then fed to HMM 

for recognition. 

 Hidden Markov Model (HMM) is explored as it has the ability to recognize words of 

different forms (S. Roy, Roy, et al., 2013a). This is because it extracts context information 

by studying the spatial information of characters. A brief explanation of HMM for 

recognizing words follows as: A feature vector sequence X = X1X2...XN  is first generated 

from multi-oriented words and is processed using Hidden Markov Models (HMMs). One 

of the advantages of HMMs is that they are able to cope with variable-length data. The 

basic models are character models. The ground-truth of text line and feature vectors are 

jointly trained in supervised fashion to build character model. In order to generate the 

word models, character models are merged using the ground-truth. Viterbi algorithm 

generates the best character sequence. This algorithm employs likelihood estimation for 

recognition. The popular HTK toolkit (Young, Jansen, Odell, Ollason, & Woodland, 

1995) has been used for implementing HMMs,. For finding the values of parameters, the 

same instructions have been followed given in (S. Roy, Roy, et al., 2013a). More details 

about HMM and parameter setting can be found in (S. Roy, Roy, et al., 2013a). 
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 Experimental Results and Comparative Study 

The recognition results on standard and collected dataset are presented in this section. 

Section 7.4.1 presents the result of binarization based approach.  In section 7.4.3, the 

result of classifier-based approach is demonstrated. Finally, in Section 7.4.4 comparative 

study of existing methods against proposed method are analyzed.    

 Datasets and Evaluation 

   The proposed Bayesian-based method is evaluated on two types of dataset, namely, 

word images collected from different video and words from natural scene images have 

been used. In video data, the whole data has been split into two sub-data as horizontal text 

data and non-horizontal text data (this includes texts in the curved array). The curved data 

generally consists of different oriented characters and words while horizontal and non-

horizontal straight data consists of unidirectional characters and words. Therefore, 

handling curved data is hard. Those data are named as horizontal video data and NUS 

data when reporting the experimental results. Besides, a standard data (Hua’s) which is 

available publicly has been used, and it contains 45 video images having horizontal text 

lines (Hua, Wenyin, & Zhang, 2004). For scene text data, six datasets, namely, ICDAR 

2003 (Lucas et al., 2003), ICDAR 2011 (Shahab, Shafait, & Dengel, 2011), BDIII 

(Karatzas, Mestre, Mas, Nourbakhsh, & Roy, 2011), (K. Wang & Belongie, 2010), 

PAMI-2009 (Weinman, Learned-Miller, & Hanson, 2009) and MSRA TD500 (Yao et al., 

2012), which are available publicly have been considered. ICDAR 2003, ICDAR 2011 

and BDIII datasets are popular; thus considered as benchmark datasets. The majority of 

text lines in these datasets appeared in the horizontal direction, but images have the 

complex background like greenery, leaves, etc. The SVT dataset contains mainly street 

view data, and text lines are in the horizontal direction. The PAMI 2009 dataset contains 

horizontal as well as non-horizontal text lines without a large variation, and the MSRA 

TD500 dataset contains multi-oriented text lines with lots of varieties.  
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In summary, 300 horizontal, 300 multi-oriented video text lines are collected from 

TRECVID video database, and 45 Hua’s data are considered for evaluating the proposed 

method on video data. For natural scene data, 918 text lines from BDIII, 1110 text lines 

from ICDAR 2003, 716 text lines from ICDAR 2011, 647 text lines from SVT, 215 text 

lines from PAMI 2009, 310 text lines from MSRA-TD500 are considered. In total 4561 

text line images which include 690 video text lines images, 3916 scene text line images 

are experimented. The performance of the proposed algorithm is evaluated by word 

recognition rate which is measured ‘before binarization’ and ‘after binarization’ given by 

the Tesseract OCR for the video data. For scene text data, word recognition rate and pixel 

level accuracy have been measured. For these measurements, there are some metrics 

namely, (1) Recall (R), which is ratio of a total number of matched binary pixel divided 

by total number pixels of the word. It describes how many pixels have been correctly 

detected out of the total number of pixels. (2) Precision (P), which calculates how many 

detected pixels are matched out of the total number of detected pixels. (3) F-Measure (F-

M), which is defined as the harmonic mean of   recall and precision. (4) p-Measure (p-

M), which is also harmonic mean of pseudo- Recall and precision. (5)  pseudo-Recall (p-

R), which is computed based on skeletonized ground truth image with respect to the 

resultant binary image. A detailed description of these parameters can be found in  (D. 

Kumar, Prasad, & Ramakrishnan, 2012; Pratikakis, Gatos, & Ntirogiannis, 2012). Since 

the ground truths at the pixel level for all the six mentioned databases except MSRA-

TD500 are available in (Yao et al., 2012), the proposed technique is evaluated  in terms 

of pixel level accuracy on the five databases. Note that pixel accuracy measure is not 

calculated for other video data since their ground truths are not available. Therefore, word 

recognition rate has been reported for video data.   

The Bayesian-based  approach is compared with six baseline methods that are: Niblack 

(Niblack, 1985), Otsu (Otsu, 1979), Wolf (Wolf et al., 2002), WGF (S. Roy et al., 2012), 
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ABM (Chattopadhyay et al., 2013b) and ASB (Moghaddam & Cheriet, 2010). Wolf 

(Wolf et al., 2002) uses texture features and improved thresholding technique for 

binarization. An automatic selection of binarization system was proposed in ABM 

(Chattopadhyay et al., 2013b) where the selection is completely automatic and guided by 

the machine learning approaches. It suggests a set of one or more binarization techniques 

suitable for different regions of the input image. ASB (Moghaddam & Cheriet, 2010) 

makes use of Otsu method for developing adaptive binarization method (AdOtsu) for 

degraded documents using restoring weak connections and strokes. The reason to choose 

the first three existing methods (Niblack, 1985; Otsu, 1979; Wolf et al., 2002) is that these 

are often considered as baselines methods for binarization. The later three existing 

methods (Chattopadhyay et al., 2013b; Moghaddam & Cheriet, 2010; S. Roy et al., 2012) 

are recent methods, and they address the problems of contrast and background variations 

of the images, which is similar to video images.  

To evaluate the SVM-HMM based recognition method, standard databases, such as 

ICDAR 2013 video, ICDAR 2011, SVT scene data, ICDAR 2011 born digital data and 

South Indian data are considered for experimentation. For all the recognition experiments, 

the ground truth has been used for calculating recognition accuracy. In addition, the 

standard measures as presented in  (Phan et al., 2013) are followed at both word and 

character levels for calculating recognition accuracy. This consists of four experiments, 

namely, evaluating the proposed method on video which comprises ICDAR 2013 data, 

natural scene which comprises ICDAR 2011, SVT data, Born digital which comprises 

ICDAR 2011 data, and South Indian data which is created by us. For evaluating the 

proposed method, respective ground truth and testing data reported in the databases,  are 

used for calculating recognition rates for all the experiments in this work. However, for 

South Indian Data (SID), 200 words which include 50 for each language is used to 

validate as in the line of SVT data. HMM is trained according to the guidelines given in 
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(Young et al., 1995) to obtain the values for the parameters. For training, 750, 1850, 1700, 

2200 and 2540 ( 650 for Kannada, 550 for Malayalam, 700 for Tamil and 640 for Telugu) 

words are used for ICDAR 2013 (I2013) video, ICDAR 2011 (I2011) scene, SVT, ICDAR 

2011 (I2011) Born Digital (BD) and South Indian Data (SID), respectively. In total, the 

proposed approach considers 9040 words for training in this work.  

To show the effectiveness of the classifier-based text recognition method, the state of 

the art methods have been implemented for text recognition in scanned images, natural 

scene images, and videos. For example, Milyae et al. (Milyaev et al., 2013) and Howe 

(Howe, 2013) recognize text through binarization in natural images, Su et al. (Su et al., 

2013) recognize text through binarization in degraded document images, Roy et al. (S. 

Roy, Roy, et al., 2013a) recognize text without binarization in natural scene image, Roy 

et al. (S. Roy et al., 2012) recognize text through binarization in video, and Jaderberg et 

al. (Jaderberg et al., 2016) explore deep learning in natural scene images. Lee and Kim 

(S. J. Lee & Kim, 2016) has also proposed deep convolutional neural network for slab 

number recognition. Note that the codes or exe files are available for Milyae et al., Howe 

et al., Jaderberg et al., Lee and Kim and Su et al.’s methods, while the other two 

approaches proposed by Roy et al. are implemented according to their papers. These 

methods are chosen because it involves binarization, classifiers and deep learning for 

recognition as the proposed method to give fair comparative studies.  

 Experiments on Binarization based Approach 

Experiment is conducted on the same 100 samples chosen randomly from different 

databases in order to test the method’s performance without using probability. For this 

purpose, k-means clustering algorithm has been applied to the integrated enhanced image 

to classify text cluster. Then normalization has been done on the values in the text cluster 

to the range between 0 and 1. The method fixes 0.5 as a threshold for the pixels in text 

cluster to classify non-text and text pixels. To obtain recognition rate, the results are sent 
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to Tesseract OCR. Word recognition rate, F-M, p-M, R, P, and p-R are calculated. The 

results are reported in Table 7.1.  From the table, it is noted that proposed algorithm 

without probability yields very poor accuracy in terms of all measures compared to the 

same with probability. Therefore, it is evidence that the use of probability makes a 

significant difference in obtaining good accuracy.  

Similarly, in order to analyze the combinations of fusion criterion with the different 

domains in different ways, experiments are conducted on the same samples to calculate 

the performance measures, and the results are reported in Table 7.1. The combinations of 

wavelet with gradient, gradient with RGB, and RGB with wavelet have been tested to 

realize the contribution of each combination. Table 7.1  shows that the combinations 

except for RGB with Wavelet give poor results than the results of the proposed method 

which integrates RGB, wavelet, and gradient. It is also observed from Table 7.1  that RGB 

with Wavelet gives better precision than the proposed method. However, the same 

combination gives worst recall and other measures. Therefore, it can be asserted that the 

use of three domains and for binarization by integrating them is better than any other 

combinations.  

 

Methods  Word F-M p-M R      P p-R 

Without probability 12.1 30.0 32.2 24.5 38.6 27.6 

Wavelet + Gradient 14.4 25.7 28.8 20.1 35.7 24.2 

Gradient + RGB 8.3 29.1 30.9 23.4 38.6 25.8 

RGB + Wavelet 9.2 20.6 19.7 12.7 54.5 12.0 

Proposed Method 39.1 55.6 51.5 59.4 52.3 50.7 
 

Table 7.1: Pixel level accuracy of combinations of fusion criteria (in %). 
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 Experiments on Classifier-based Approach 

The system with 2.59 GHz, 8GB RAM and Window 8 is used for experimentation. 

Average processing time, computed from the mean of processing 100 data, has been 

reported in Table 7.2. These data are chosen randomly from the databases. Table 7.2 

shows that the feature extraction with HMM for recognition consumes more time because 

HMM process requires more computations. Table 7.2 shows that the proposed method 

takes, on an average, more processing time for video data and MSRA data compared to 

the other databases. This is valid because video involves processing of temporal frames 

and MSRA involves arbitrarily-oriented text which requires more computations 

compared to horizontal text. Overall, the proposed method consumes a few seconds for 

each image in order to recognize text in the image. This is due to MATLAB software. It 

is also noted that the processing time depends on many factors, such as data structure of 

the algorithm, system configuration, and platform. Since the main aim of the proposed 

work is to develop a generic method for recognizing text irrespective orientation, contrast 

variations, scripts, etc., prototype or working model development is considered as beyond 

the scope of this work.  

 
 

 

Databases 
Recognition 

Total 
   AWD Features+HMM 

ICDAR 2015 Video 3.2 3.9    7.1 

YVT Video 3.1 3.5    6.6 

ICDAR 2013 Scene Data 2.7 3.4    6.1 

SVT Scene Data 2.9 3.0    5.9 

MSRA Scene Data 3.3 3.9    7.2 

ICDAR 2011 Born Digital Data 2.6 3.2    5.8 

South Indian Data 3 1.9    4.9 
 

Table 7.2: Average Processing Time of the proposed method for recognition 
on different databases in seconds. 
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 Comparative Study and Discussion 

Sample qualitative results of the proposed and existing methods are shown in Figure 

7.9  for collected video and Hua’s data. In Figure 7.9, the input images are shown in the 

first row, the binarization results of six existing methods and the proposed method are 

shown, respectively from the 2nd row to the 8th row. The OCR results are displayed under 

every image within double quote for all the methods. It is noticed from the results in 

Figure 7.9 that Niblack, Wolf, Otsu, ABM, ASB recognize the first image of collected 

data properly and fail to recognize the second-word image because of the complex 

background of the image. WGF recognizes the second word but fails for the first word. 

Moreover, the proposed technique recognizes both the words correctly. The same 

inference can be drawn from the results shown for Hua’s data in Figure 7.9 except for the 

proposed method and WGF. All the state-of-the-art fail to recognize the input words 

properly. Sample qualitative result of the proposed and existing method on curved data is 

shown in Figure 7.10. Figure 7.10 shows that all existing methods give much poorer 

results than the proposed method for the curved input images due to their inability to 

handle curved data. It is noted from Figure 7.10 that since the OCR engine accepts only 

horizontal characters, it gives nothing for the multi-oriented data. Therefore, the proposed 

algorithm is better than existing approaches irrespective of orientation and text type.  

The quantitative results are reported for both horizontal (this includes Hua’s data also) 

and curved video data in Table 7.3 where Tesseract OCR has been applied on input 

images directly, called ‘before binarization’ (BB) and on the output of binarization 

methods, called ‘after binarization’ (AB) to calculate character recognition rate.  Table 

7.3 shows that character recognition accuracies before binarization is lower than after 

binarization for all the methods including the proposed method. This shows that applying 

OCR direct on images may not be useful. When the recognition results of previous 

method (wavelet-gradient-fusion WGF) with the existing methods have been considered, 
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the previous method’s performance is better than other state-of-the-arts. The proposed 

algorithm gives superior result than all the existing techniques including the WGF. It can 

also be inferred that from Table 7.3 that all methods provide good accuracy for horizontal 

data but generate poor accuracy for curved data because of orientation problem. In 

addition, OCR recognizes horizontal character well but not multi-oriented images to 

recognize the characters.  
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Figure 7.9: Binarization and recognition results of the proposed 
and existing methods on collected data and Hua’s data. 

Video text 

        “Holi”                                         “TE-.LEDI.-ARLO “    “SiEMLANIA{L” 

(Niblack, 1985) 

    “Holi”                    “step”                    “TELEDIARO”        “SEMANAL” 
Proposed Method 

      “Holi”                   “stop”                   TE-LEO-EARIO”      “SIMIANIAIL”   

(Otsu, 1979) 

(Wolf, Jolion, & Chassaing, 2002) 

 “IEA R 
W “ 

“ii?” “| Y ` 0 5-dnl 1” “§§E*§m§§§§lIi Q h” 

(Chattopadhyay, Reddy, & Garain, 2013b) 
“DIA” “EMANA” 

I”-lbli” 
“Sfep “ 

(Moghaddam & Cheriet, 2010) 

“FEIQEB lil-\ R IH” “¥@l’.§T|~§% “ I”-lbli” 'r-sfép, 

(S. Roy, Shivakumara, Roy, & Tan, 2012) 

                          “step”                “TELEDIARIO”       “SEMANAL”   

Univ
ers

ity
 of

 M
ala

ya



270 

 

 

 

Methosds 
Collected (horizontal) NUS (Non- horizontal) 

BB AB BB AB 
(Niblack, 1985) 

36.12 

44.18 

6.45 

11.63 
(Otsu, 1979) 41.18 15.56 

(S. Roy et al., 2012) 50.18 19.71 
(Chattopadhyay et al., 2013b) 42.13 17.32 

(Wolf et al., 2002) 46.23 18.37 
(Moghaddam & Cheriet, 2010) 41.37 17.82 

Proposed Method 56.18 21.12 
 

Sample qualitative results for the six datasets of natural scene text are shown in Figure 

7.10 and Figure 7.11 where input images of different orientation are shown in the first 

row, binarization results and recognition results of the six existing methods and the 

proposed method are shown from 2nd row to 8th row. From Figure 7.11, it is observed that 

existing methods fail to recognize the input images properly due to complex background 

scene images of ICDAR 2003 and 2011 data while the proposed algorithm yields good 

results. It is noticed from Figure 7.10  that the result generated from Otsu technique is 

better than other existing works but worse than the proposed one. Figure 7.11 shows that 

Otsu technique works well on PAMI 09, BDI11 and SVT data but it is worse than WGF 

and the proposed method. Figure 7.11 also shows that all existing methods including 

WGF and Otsu cannot handle multi-oriented text (MSRA) because of the non-horizontal 

nature while the proposed method gives good results. This shows that the proposed 

method is good for different data and works well irrespective of orientation and 

background variations.  

Table 7.3: Recognition rate of the proposed and existing methods before 
and after binarization with Tesseract OCR on video dataset (in %). 

(BB denotes ‘before binarization’ and AB denotes ‘after binarization’) 
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The quantitative results of the proposed and existing methods are reported for the six 

datasets of natural scene text in  Table 7.4 where the word recognition rate before 

binarization (BB) given within brackets in the first row and after binarization (AB) are 

Figure 7.10: Binarization and recognition results of the 
proposed and existing methods on curved data of NUS. 

(Niblack, 1985) 
 

(Otsu, 1979) 

(S. Roy et al., 2012) 

Proposed method 

(Moghaddam & 
Cheriet, 2010) 

(Chattopadhyay et 
al., 2013b) 

(Wolf et al., 2002) 

Curved Video text from NUS data 
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reported. The recognition accuracy before binarization is lower than after binarization 

especially for SVT and curved dataset. All the methods report low recognition rate due to 

the complexity of the background and orientation. The previous method is better when 

comparison is done between previous method (WGF) and the state-of-the-art methods. 

Furthermore, the proposed algorithm performs best than rest including WGF. This is 

because of the Bayesian classifier and the way a priori probability is estimated with 

different ways of enhancement methods. The major drawback of the previous works is 

that these methods generally use thresholds for binarization and those thresholds are 

derived based on plane background images rather than considering the background of 

complex natural scene as well as video. 

 

 

Methods 
BD11 
(34.5) 

I-03 
(32.1) 

I-11 
(27.3) 

PAMI 
(51.1) 

SVT 
(16.3) 

MSR 
(27.1) 

A.B A.B A.B A.B A.B ABF 
(Niblack, 1985) 53.1 57.1 54.6 33.1 53.1     25.2 

(Otsu, 1979) 53.1 56.1 52.1 53.2 53.3 31.1 
(S. Roy et al., 2012) 54.5 57.6 58.2 53.1 51.5 33.3 

(Chattopadhyay et al., 
2013b) 34.2 46.0 35.5 38.0 32.2 27.2 

(Wolf et al., 2002) 40.2 42.6 34.3 48.8 28.3 32.2 
(Moghaddam & Cheriet, 

2010) 38.3 40..5 35.0 48.3 30.3 31.3 

       Proposed Method 57.1 61.3 58.6 57.1 52.1 38.2 

     

     The pixel level accuracy generated by evaluation software is reported to evaluate the 

binarization results as nowadays these measures are quite popular for scene text data.  

 

 

Table 7.4: Recognition rate of the proposed and existing methods before and 
after binarization with Tesseract OCR  on scene dataset (in %). 

 (I-03 denotes ICDAR 2003 and I-11 denotes ICDAR 2011 dataset) 
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Figure 7.11: Binarization and recognition results of the proposed 
and existing methods for ICDAR 2003 and ICDAR 2011 scene data. 

        ICDAR 2003 scene data                              ICDAR 2011 scene data 

“Wfvénhdi?” 
(Niblack, 1985) 

 

     “FINNII”                 “wivene”                                                        “LIIT'T’’`ER” 

(Wolf et al., 2002) 
 

“FINKU “  “viivéiuhb?” 

(Otsu, 1979) 
 

“\M\/0 ]hgg” “Vmus” “VITTER” 

(Chattopadhyay et al., 2013b) 
 

(Moghaddam & Cheriet, 2010) 
 

   “WW/enhi?” “FINA11” 

“ Wicno”                  “Famous” 

(S. Roy et al., 2012) 

“FINAL”              “Wivenhoe”                        “Famous”                      “LITTER” 
   

Proposed method 
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 Table 7.5 shows the results of all the existing methods on different parameters for all 

datasets. When the comparison is done of the results in Table 7.5, the proposed algorithm 

generates superior results from other recent methods in terms of pixel level accuracy. It 

can also be observed that for SVT data the method including the proposed method gives 

poor results because SVT dataset contains complex background and many variations in 

backgrounds. Therefore, the proposed method is good in case of video as well as natural 

scene data in terms recognition rate and pixel level accuracy. 
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Figure 7.12: Binarization and recognition results of the 
proposed and existing methods for PAMI, BDIII, SVT and 

MSRA scene data. 

PAMI 09                  BDI11 data                         SVT                          MSRA  

    “fxkgggf” 

                                            (Niblack, 1985) 

“HOUSE”                 “v||;a§ é                    “stsfo4” 

(Otsu, 1979) 

(Wolf et al., 2002) 
 

“SCHOOL” “HQUSE” “Wlakifé” 

(Chattopadhyay et al., 2013b) 
 

“v|||a§é” “HQUSE” 

(Moghaddam & Cheriet, 2010) 
 

“SCHOOL” “HQUSE” “ililié” 

“HOUSE”             “Village”                    “SCHOOL” 

       (S. Roy et al., 2012) 

 “HOUSE”              “Village”                    “SCHOOL” 
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Measures Methods BDI11 I-03 I-11 PAMI SVT 

F-M 

(Niblack, 1985) 39.5 43.0 44.6 50.1 47.6 
Moghaddam & Cheriet, 

2010) 55.8 56.0 53.0 50.3 43.7 

(Otsu, 1979) 42.1 43.6 39.8 51.0 36.5 
(Chattopadhyay et al., 

2013b) 31.9 40.3 30.2 39.7 38.8 

(Wolf et al., 2002) 57.5 49.5 43.9 52.3 56.4 
(S. Roy et al., 2012) 69.2 52.9 52.0 56.7 51.1 

Proposed Method 82.7 59.3 57.7 61.2 58.2 

p-M 

(Niblack, 1985) 37.9 41.0 43.4 47.2 45.5 
Moghaddam & Cheriet, 

2010) 59.2 56.6 54.6 50.4 44.5 

(Otsu, 1979) 40.2 43.0 38.8 46.5 34.5 
(Chattopadhyay et al., 

2013b) 33.4 42.3 25.2 38.3 37.7 

(Wolf et al., 2002) 63.3 50.5 43.5 47.9 58.9 
(S. Roy et al., 2012) 68.1 50.7 51.2 55.6 50.3 

Proposed Method 83.3 59.5 57.1 51.8 58.7 

R 

(Niblack, 1985) 29.8 34.4 36.0 46.5 35.9 
Moghaddam & Cheriet, 

2010) 60.1 51.4 40.8 45.7 33.6 

(Otsu, 1979) 33.2 37.1 34.6 50.5 27.6 
(Chattopadhyay et al., 

2013b) 21.3 37.8 19.8 32.0 31.1 

(Wolf et al., 2002) 47.2 39.2 36.6 51.0 59.4 
(S. Roy et al., 2012) 62.1 45.2 41.3 52.1 42.8 

Proposed Method 75.5 49.8 48.8 57.6 48.2 

P 

(Niblack, 1985) 65.7 61.0 61.1 56.0 74.9 
Moghaddam & Cheriet, 

2010) 50.7 65.1 75.7 62.0 63.3 

(Otsu, 1979) 62.8 55.8 49.3 52.3 57.5 
(Chattopadhyay et al., 

2013b) 63.7 43.2 63.1 51.0 51.7 

(Wolf et al., 2002) 73.5 67.0 58.3 51.9 53.0 
(S. Roy et al., 2012) 78.3 63.6 70.4 62.3 63.4 

Proposed Method 92.2 78.2 77.0 75.6 81.6 

p-R 

(Niblack, 1985) 24.7 33.2 34.9 41.9 35.1 
Moghaddam & Cheriet, 

2010) 71.2 52.6 42.7 46.1 3.7 

(Otsu, 1979) 31.4 36.7 33.6 42.3 26.3 
(Chattopadhyay et al., 

2013b) 22.6 41.4 15.7 30.7 29.6 

(Wolf et al., 2002) 55.6 40.6 36.2 45.0 63.9 
(S. Roy et al., 2012) 60.3 42.1 40.2 50.2 41.7 

Proposed Method 76.1 50.1 48.2 40.9 47.8 
 

Table 7.5: Pixel level accuracy of the proposed and existing methods (in %). 
(I-03 denotes ICDAR 2003 and I-11 denotes ICDAR 2011 dataset) 
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 In Table 7.6 and Table 7.7, the performance results for video, scene, born digital and 

South Indian dataset are tabulated. Table 7.6 and Table 7.7 show that the recognition rates 

for words are lower than those of characters. This is because the proposed HMM does not 

involve any post-processing, dictionary, or language models for recognizing words. As a 

result, if one character misses or fails to recognize correctly, the whole word is considered 

as wrong results for calculating recognition rates. While this is not the case for character 

recognition rate where each character contributes to recognition rate calculation. The 

existing methods which use binarization (Howe, 2013; Milyaev et al., 2013; S. Roy et al., 

2012; Su et al., 2013) for recognition score low results compared to the methods which 

do not use binarization (Jaderberg et al., 2016; C.-Y. Lee, Bhardwaj, Di, Jagadeesh, & 

Piramuthu, 2014; S. J. Lee & Kim, 2016; Phan et al., 2013; S. Roy, Roy, et al., 2013a; B. 

Shi, Wang, Lyu, Yao, & Bai, 2016) as reported in Table 7.6. This is because though 

binarization methods are developed for natural scene text recognition, they fail to preserve 

character shapes for complex background images. At the same time, the OCR (Smith, 

2007)which is available publicly is not robust to variant font style. On the other hand, the 

methods (Jaderberg et al., 2016; C.-Y. Lee et al., 2014; S. J. Lee & Kim, 2016; Phan et 

al., 2013; S. Roy, Roy, et al., 2013a; B. Shi et al., 2016) give better results at both word 

and character levels because they extract their own features and classifiers along with 

dictionaries, language models for achieving better results. In case of Jaderberg et al. 

(Jaderberg et al., 2016), the method has been executed without lexicons and synthetic 

images to calculate measures as the proposed method for fair comparative study. 

Compared to existing methods, the proposed method gives better performance in 

recognizing character. This is mainly because of the advantage of determining window 

size according to character size and moving widow over characters.  

Note that Roy et al. (S. Roy, Roy, et al., 2013a) use HMM for recognizing text in natural 

images, Jadeberg et al. (Jaderberg et al., 2016) and Lee & Kim (S. J. Lee & Kim, 2016) 
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use deep learning which has the ability to handle complex issues. Therefore, the 

performance comparison is done between the proposed method and above existing 

methods to show the superiority of multi-lingual ability. The accuracy given in Table 7.7 

states that the recognition accuracies of the proposed algorithm are better than those state-

of-the-arts at both word and character levels. Determining optimal parameter values for 

the complex script is hard from the above three existing methods, while the proposed 

method can be extended to any language as it does not involve any specific parameters 

and lexicons. Interestingly, the result of South Indian data including all the data 

(Kannada+Tamil+Telugu+Malayalam) together is lower than the other data. Hence, it is 

an open issue for the researchers. Overall, the proposed method yields the superior result 

for detecting and recognizing text without many constraints and is invariant to language, 

orientation, multi-fonts, multi-size, and multi-type text.  

 

 

 

Approaches I2013 Video I2011 Scene SVT Scene I2011 BD 

   W    C   W   C  W   C  W  C 

(Milyaev et al., 2013) 51.6 61.6 59.6 68.2 51.7 62.3 54.4 61.4 

(Howe, 2013) 20.4 30.4 33.5 39.5 30.8 34.8 34.5 38.5 

(Su et al., 2013) 31.4 45.4 34.1 47.3 39.4 39.4 37.4 45.4 

(El-Yacoubi et al., 1999) 54.2 65.2 56.0 68.7 52.5 58.5 52.5 62.5 

(S. Roy, Roy, et al., 2013a) 53.4 66.4 59.2 59.2 53.8 53.8 55.6 60.6 

(Phan et al., 2013)  -  -  67.0  - 

(C.-Y. Lee et al., 2014)  -  77.0  80.0  - 

Table 7.6: Recognition rates of the proposed and existing approaches on 
different datasets at word and character levels (in %). W and C indicate word 

and character recognition rates, respectively. 
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Approaches I2013 Video I2011 Scene SVT Scene I2011 BD 

   W    C   W   C  W   C  W  C 

(B. Shi et al., 2016)   83.2 - 73.6 - - - 

(Jaderberg et al., 2016)  62.8 67.2 78.4 84.8 72.3 78.43 60.5 70.4 

(S. J. Lee & Kim, 2016) 57.5 62.3 71.3 75.5 64.2 72.4 56.9 65.7 

Proposed 65.4 70.8 85.3 86.3 76.3 81.7 67.3 72.3 

 

 

 

Approaches 
Kannada Tamil Telugu Malayalam All 

W C W C W C W C W C 

(S. Roy, Roy, et al., 2013a) 48.2 53.0 52.7 54.6 47.0 53.4 51.0 52.8 10.0 13.7 

(Jaderberg et al., 2016) 51.8 56.3 52.5 56.3 51.2 53.7 52.4 56.2 10.6 14.2 

(S. J. Lee & Kim, 2016) 43.2 50.7 46.9 50.2 41.9 45.8 51.5 53.9 8.8 10.6 

Proposed 52.3 58.8 53.2 56.8 56.8 59.3 56.4 58.8 15.0 17.5 
 

 Summary 

    In summary, in this chapter, two video text recognition approaches have been 

presented. The first approach investigates a Bayesian technique for binarizing variant 

oriented text in the video. The Bayesian method introduces a new enhancement technique 

which integrates color, wavelet and gradient bands to obtain an enhanced image. 

Conditional probabilities and a priori probabilities are estimated without having 

knowledge of the dataset on the basis of enhancement images. In the second approach, a 

new idea of determining an automatic window has been introduced according to character 

size based on the angular relationship between fused and high-frequency wavelet sub-

Table 7.7: Recognition rates of the proposed and existing approaches on 
South Indian datasets at word and character levels (in %). W and C indicate 

word and character recognition rates, respectively. 

Table 7.6: Continued 
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bands. The combination of statistical-textures and spatial information based features are 

extracted in contourlet wavelet domain for recognition with the help of HMM model. 

Experimental results depict that the aforementioned methods are able to handle multi-

type and multi orientated video and scene text word.   
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CHAPTER 8: CONCLUSIONS 

 Summary of the Proposed Work  

In this thesis, the multi-text type recognition in multi-oriented environment consists of 

video frames categorization, video enhancement, and text detection/keyword spotting and 

text recognition are discussed.   

In chapter 3, the method based on fuzzy-mass and fuzzy-rough are presented for video 

frames classification of different text types. The combination classifies edge components 

in each input frame into different groups to extract local information. For each group, the 

proposed method extracts local and global features, which helps to encode unique 

relationship for each video class type. Temporal information is used to increase the 

discriminative power of feature extraction. The extracted features are then fed to a neural 

network classifier for the final classification.  

        In Chapter 4, a new enhancement model has been proposed based on Fractional 

Poisson for increasing fine details in natural scene images as well as video by supprresing 

the noises introduced by Laplacian operation.  

  In Chapter 5, the multimodal technique explores the combination of face and skin 

features for identifying text candidate regions from an input image. For spotting in the 

video, texture-spatial-features and Cesaro means have been exploited in two different 

ways. Radon and Fourier transform have been investigated for the text candidates 

detected by Ceasro means features in gradient domain to extract features locally and 

globally. Based on features, the proposed approach extracts context information with the 

help of foreground and background that represents text candidate to eliminate false text 

candidate, which results in text representatives. Finally, a new minimum cost path 

estimation has been proposed based on ring growing for restoring the missing information 

during detection of text representatives, moving along text direction to extract words. For 
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the detected words, the proposed approach extracts the above mentioned local and global 

features for both foreground and background to perform keyword spotting.  

In Chapter 6, tempered based and wavelet-based methods have been proposed for 

video text type classification respectively, at the line and word level. For line level, a new 

idea of exploring DCT has been presented for identifying tampering information for the 

classification of caption and scene texts. For word level, a novel method has been 

explored based on wavelet and temporal information for the classification of caption and 

scene texts in the video. The proposed method introduces a new idea of exploring positive 

and negative coefficients of wavelet decomposition for detecting text candidates. The 

distribution of text and non-text candidates over caption and scene word images are 

studied in a novel way to derive four features that give cues for the classification of 

caption and scene words. Temporal coherency is explored for determining the number of 

temporal frames to be used and to find stable features to classify caption and scene words 

correctly.  

Finally, video text recognition approaches, one is with binarization, and another is 

without binarization have been proposed. For binarization based approach a Bayesian 

classifier-based method has been explored for binarizing multi-oriented text in the video.  

For without binarization based approach, a new idea has been proposed of determining 

an automatic window according to character size based on the angular relationship 

between fused and high-frequency wavelet sub-bands. The combination of statistical-

textures and spatial information based features are exploited in contourlet wavelet domain 

for recognition with the help of HMM model.  
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 Future Work  

The work presented in this thesis is able to recognize the multi-type and multi-oriented 

text in the video. However, it is observed from experiments results that there are some 

limitations in aforementioned proposed approaches.  

For example, for video classification work, it is noticed from experimental results that 

the text detection and recognition results decrease when misclassification occurs. 

Therefore, investigating and introducing an unsupervised method to determine the 

number of classes will be one objective in the near future. Besides, the presented idea 

would be extended to more number of classes.  

In a similar way, the text detection and recognition accuracies reported in video text 

enhancement work are still lower compared to scanned documents of the document 

analysis field. Therefore, future work would be focusing on further improving the 

enhancement model such that the current text detection and recognition methods can get 

similar accuracies as in the document analysis field by exploring temporal information in 

case of video.  

In case of text spotting, according to results shown in Figure 8.1, there are still issues 

with the query words affected severely by blur, fancy fonts, and too low resolution. 

Therefore, there is a need for a robust method for spotting in complex images. It is seen 

from the word classification results shown in Figure 8.2 that the proposed method still 

misclassifies some of the texts that have different fonts and background. Therefore, the 

future objective will be to extend present text type classification study to address this 

issue.  

The proposed recognition method performs well in English script, but the reported 

character recognition accuracy is still low for multi-lingual data, too small font, blur, poor 
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quality images, and severely distorted texts, affected by perspective distortion and camera 

movements as shown in Figure 8.3. The main reason is that the method loses character 

structure during fixing automatic window for each character and feature extraction. In 

addition, the recognition method assumes text appears without blur and to some extent 

clear structure and does not consider occluded text because the method is not capable of 

restoring missing text information. Therefore, in future for finding a solution to the above-

mentioned limitations of the proposed methods, more work will be on exploring robust 

features based on characteristics of text components which can withstand for recognizing 

different script in arbitrary orientation in the video.   

The investigation will be carried on exploring a deblurring model for the images 

affected by non-uniform blur. In addition, work planning will be done to extend the 

proposed recognition method for learning to improve the recognition rate even for 

different oriented characters and script with the help of the temporal information in the 

video. The combination of the traditional classifier and deep learning can be proposed for 

addressing the above issues.  
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Video  

Natural Scene  

Query word 
Words Spotted  

Figure 8.1: Limitations of the proposed approach 

a) Caption as “Scene” 

b) Scene as “Caption” 

Figure 8.2: Samples of unsuccessful classification results of 
the proposed method. (a) Scene text line misclassified as Caption 
text line and (b) Caption text line misclassified as Scene text line. 

            “Gg”,                                   “IICC”                              “eeo” 

Figure 8.3: Limitation of the proposed text recognition methods. 
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