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ABSTRACT 

Sentiment polarity calculation is a method to gage the strength of a sentiment extracted 

from a text. Many tools have been developed with their respective scoring mechanism 

in order to produce an effective sentiment score. Semantic Orientation Calculator (SO-

CAL) is one of the lexicon-based tool that is incorporated with important features (such 

as intensifiers, negation and etc.) to calculate the sentiment polarity of a text. However, 

this tool has its limitation in processing misspelled word especially in repeated letters or 

characters that may lead to sentiment inaccuracy. The accuracy of SO-CAL is when 

processing social media text that mostly contains misspelled word is low. Thus, an 

enhanced scoring mechanism (LexiPro-SM) was developed to improve the sentiment 

scoring considering misspelled word especially on words that contain repeated letters. 

The LexiPro-SM was tested on the posts that were collected from the Facebook official 

pages of two major airline industries in Malaysia, which will be referred to Airline A 

and Airline B respectively. Three important phases were involved the development of 

LexiPro-SM which are, data collection, data cleaning and data analysis. Data collection 

was performed with the aid of Facebook Graph API to collect three months’ posts from 

the both airlines. Data cleaning was performed by removing noise leaving only text that 

contains alphabets and exclamation mark. Improvement was made on the scoring 

mechanism and incorporated in LexiPro-SM with the features that can process 

misspelled word and also other improved features such as negation and exclamation 

mark. Then clean data of the airline was analyzed with LexiPro-SM and SO-CAL. A 

web-based portal was developed to visualize the LexiPro-SM’s result of the two 

airlines, where each airline has own page with overall score chart, polarity group chart 

and sub-services chart. Sub-services chart is a new idea implemented in this research to 

categorize the overall services into sub-services such as customer service, price, 

preflight and facility. This would be helpful for the airline management to improve their 
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service by narrowing down their attention into a particular service. The airline pages are 

also linked in order to show the comparison results between Airline A and Airline B.  

Based on these results, a case study was conducted between the two airlines where the 

observation shows that Airline A achieved a high positive score than Airline B. 

Moreover, to assess the effectiveness of LexiPro-SM , the both results of LexiPro-SM 

and  SO-CAL was compared by performed evaluation measures  using evaluation 

metrics (such as accuracy, recall, precision and F1-score) with the reference of human 

expert results. From the evaluation it shows LexiPro-SM achieved higher accuracy 

(90.7%) than SO-CAL (58.33%). Overall, in LexiPro-SM the improvement made has 

increased the accuracy of sentiment detection and produced a better result than SO-

CAL. This concludes processing misspelled word is an important process in social 

media sentiment analysis. This is further proved with the reference to the case study, 

where a conclusion was formed as Airline A providing a better service than Airline B. 
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ABSTRAK 

Pengiraan markah sentimen ialah satu kaedah untuk mempertingkatkan nilai sentimen 

yang diekstrak daripada teks. Pelbagai aplikasi telah dibangunkan dengan mekanisma 

pemarkahan bagi menghasilkan pengiraan sentimen yang lebih berkesan. Semantic 

Orientation Calculator (SO-CAL) adalah salah satu alat berasaskan “lexicon” yang 

dibina dengan unsur-unsur penting seperti “intensifiers”, “negation” untuk mengira 

kekukuhan sentimen sesuatu teks.  Walau bagaimanapun, aplikasi ini mempunyai had 

dalam memproses perkataan yang salah dieja, terutamanya dalam huruf berulang, ia 

boleh  menurunkan prestasi ketepatan dalam penentuan sentiment. Ketepatan SO-CAL 

akan berkurang apabila memproses teks daripada  media sosial yang kebanyakannya 

mengandungi perkataan yang salah dieja. Oleh itu, peningkatan mekanisma pemarkahan 

(LexiPro-SM) telah dibangunkan untuk meningkatkan  pengesananan sentimen dalam 

teks, terutamanya dalam  memproses perkataan silap eja yang mempunyai huruf 

berulang. LexiPro-SM telah diuji dengan mengunakan komen-komen yang diekstrak 

daripada dua  syarikat penerbangam iaitu dinamakan sebagai Airline A dan Airline B. 

Tiga jenis fasa  mempengaruhi pembangunan LexiPro-SM iaitu pengumpulan data, 

pembersihan data dan analisis data. Dalam  fasa pengumpulan data, tiga bulan data telah 

dikumpul daripada kedua-dua laman rasmi  penerbangan  di Facebook. Dalam fasa 

pembersihan data, data yang telah dikumpul akan dibersihkan dengan menghilangkan 

unsur-unsur yang tidak perlukan dalam analysis ini. Maka selepas pembersihan data, 

data tersebut hanya mempunyai abjad dan tanda seru. Dalam fasa analisa data, data 

tersebut akan diproses dengan mengunakan LexiPro-SM, dimana LexiPro-SM dibina 

dengan fungsi baru untuk memproses perkataan salah eja dan juga telah meningkatkan 

fungsi lain yang sedia ada seperti “intensifier” dan “negation”.  Data yang bersih 

tersebut akan juga diprosess dengan mengunakan SO-CAL untuk tujuan perbandingan 

antara kedua-dua makanisma sentiment. Selain itu, laman portal telah dibina, untuk 
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menganalisis keputusan LexiPro-SM (dalam bentuk graf) antara kedua-dua syarikat 

penerbangan. Graf sub-kategori adalah idea yang baru dalam  penyelidikan ini dimana 

markah keseluruhan bagi perkhidmatan penerbangan telah dibahagikan kepada sub-

kategori ia itu perkhidmatan pelangan, harga, pra-penerbangan dan kemudahan. 

Perlaksanaan sub-kategori ini akan menolong syarikat penerbangan untuk menility 

dalam perkhidmatan yang diberi kepada pelangganya. Selain daripada itu, portal ini 

juga akan dikaitkan dengan rekod analisa antara kedua-dua syarikat penerbangan, untuk 

tujuan membuat perbandingan. Dengan  mengunakan keputusan analisa LexiPro-SM, 

satu kajian kes telah diadakan dimana , keputusan kajian tersebut menunjukan Airline A 

telah menerima  lebih komen positif daripada Airline B, ia membuktikan bahawa 

Airline A telah memberi perkhidmatan yang lebih baik daripada Airline B. Selain 

daripada itu, keberkesanan LexiPro-SM telah diuji dengan  membuat pengiraan 

keberkesanan  terhadap LexiPro dan SO-CAL, ia menunjukan LexiPro-SM lebih 

effektif dan telah mencapai ketepatan yang tertinggi (90.7%)  daripada SO-CAL 

(58.33%). Ini menyimpulkan, fungsi memproses perkataan salah eja adalah penting 

dalam media sosial, ia dapat membantu untuk mempertingkatkan kualiti analisa 

sentiment. 
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 INTRODUCTION 

 

1.1 Introduction 

Sentiment analysis, also known as opinion mining is a major study that plays a 

significant role in information processing technology. The purpose of this study is to 

analyze opinions of an entity, focusing on mining factual information from opinion 

elements such as emotions, sentiments, evaluations, attitudes and appraisals (Liu, 2012). 

The sentiment analysis technique has evolved to related tasks such as emotion detection, 

opinion spam detection, mood detection, or subjectivity analysis (Serrano-Guerrero et 

al., 2015; Peng et al., 2014; Roberts et al, 2012). 

Dave et al. (2003) described opinion mining as a tool to process a set of results, 

generating attributes and aggregating opinions. The term “sentiment analysis” was first 

coined by Nasukawa et al. (2003), who described methods to capture sentiment using 

natural language processing. However, the research into this field has been initiated 

since year 2000 (Liu, 2012). 

Humans are able to make better decisions when they are better informed. For 

example, seeking opinions of others with experience in a specific entity, is one of the 

ways decisions are made. In our current world, businesses and organizations, being the 

major entities that require public opinion for their product or service improvement 

conduct activities such as surveys, opinion polls and interviews, often find these 

methods time and cost consuming (Liu, 2016). However, these negative impacts have 

been minimized by applying sentiment analysis technique towards the business and 

organization entities (Ziora, 2016; Tarlekar & Kodmelwar, 2015). 

Moreover, now with the tremendous growth of social media and internet usage, large 

amounts of information can be easily accessed at any given time. As information is 

readily available, information overload poses a problem. Thus, automated sentiment 

analysis tools are needed to analyze opinions to promote better decision making. 
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1.1.1 Opinion 

The definition of opinion can be defined in mathematical form as quadruple (g, s, h, 

t) where g represents target opinion, s is the sentiment identified in target opinion, h is 

the opinion holder and t is the time. This formula shows the relation between sentiments 

(positive, negative and neutral), entity and time of the opinion expressed (Liu, 2012).  

Entity is also defined in a similar way, where an entity (such as service, product, issue, 

topic, organization, person, event or business) has hierarchy with parts and each part has 

its attributes (Liu, 2012). The mathematical form for entity is e: (T, W), where e is 

entity, T is hierarchy and W is attributes of entity. 

Opinion can be classified into regular and comparative opinions (Liu, 2012). 

According to Jindal and Bing (2006a; 2006b), regular opinions can be further divided 

into two sub-groups; direct and indirect opinion. Direct opinion is the idea of an entity 

(or an aspect of an entity), whereas indirect opinion is the opinion of an entity (or an 

aspect of an entity) that interrelated to the effects on other entities. Example of direct 

and indirect opinion sentences are: 

Direct opinion sentence - “Diuretics drug is very good” 

Indirect opinion sentence - “After taking Diuretics drug, my blood 
pressure rises”  
 

     From the above example, it shows direct opinion generally states that Diuretics drug 

as good, however in indirect opinion it states the Diuretics drug as good, by describing 

the good effects of the drug. 

Comparative opinion on the other hand is based on comparison made between 

entities by looking through on their common aspects or features. For example: 

Comparative opinion sentence - “Pepsi tastes better than Coke” 

Above example shows comparison made between the tastes of the both carbonated 

drinks. The word “taste” is the entity of this sentence. 
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Apart from opinion classification, two concepts that provide significant meanings to 

opinions are subjectivity and emotion. Subjective sentence will be expressed in many 

forms such as desires, suspicions, opinions and allegation (Riloff et al., 2006; Wiebe & 

Janyce, 2000). Example of subjective: 

Subjective sentence - “I like Asian food” 

In this example, the word “like” expressed desire towards the Asian food. Emotion is 

mainly related to sentiment and produce different level of intensity that would 

determine the strength of a sentence (Liu, 2012). Example of subjective and emotion 

sentence:   

Emotion sentence - “This is the best food I have tasted in Malaysia” 

In this example, the word “best” gives strength for the sentence, by describing the 

taste of food in Malaysia. 

 

1.1.2 Level of sentiment analysis 

In general, sentiment analysis can be divided into three levels; document level, 

sentence level and entity/aspect level. 

Document level is to express sentiment as positive or negative for an entire document 

and it is only applicable on a single entity or aspect (Pang et al., 2002; Turney, 2002). 

For example, a document describes many aspects such as reviews of two or more 

products; it is not applicable in this level, because document level is only allowed to 

have review for one or single product. 

Sentence level is to determine sentiment as positive, negative or neutral (no opinion) 

for each sentence (Liu, 2012). This will be suitable for the document that describes 

many aspects. Moreover, this level could identify the intensity of sentiment for each 

sentence. 

Entity/aspect level formerly has been described as feature level (feature-based 

opinion mining and summarization) (Hu & Liu, 2004). This level could perform fine-
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grained analysis and can identify the actual meaning or idea of a sentence rather than 

identifying the number of sentiments present in a sentence. For example:  

“Your restaurant looks clean but the service is very bad” 

This sentence belongs to two aspects which are environment and customer service. 

So, the unstructured sentence will turn into structured data (based on aspects present in 

sentence) and determine the sentiment for each of the data (Liu, 2012; Bongiwar, 2015; 

Mary & Arockiam, 2016). 

 

1.1.3 Sentiment analysis techniques 

There are two techniques that involve in sentiment analysis: machine learning and 

lexicon based. 

Machine learning is closely related to artificial intelligence, which is dealing with 

algorithms that allow computers to determine sentiment in a sentence or document 

(Schrauwen, 2010; Vohra & Teraiya, 2013; Shelke et al., 2016). This technique is more 

effective compared to lexicon based, but it is unable to produce quality result for the 

sentiment analysis that involves different domains (Aue & Gamon, 2005; Muhammad et 

al., 2015). Generally, machine learning can be categorized into two groups:  supervised 

and unsupervised learning. 

Supervised learning is using two sets of documents: training and test set. Training set 

is used to learn the differentiation in documents characteristic by automatic classifier 

and test set is to analyze the performance of the classifier (Vohra & Teraiya, 2013). 

Supervised learning is a successful method in traditional classification in machine 

learning. The most known and effective algorithms are Naïve-Bayes and Support Vector 

Machine (SVM).  However, the major problem of this supervised learning is it may 

become less effective with the presence of difference quantity and non-quality training 

data (Arora et al., 2015; Vohra & Teraiya, 2013). 
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Unsupervised learning is a method that involves textual classification, where the 

classification based on fixed syntactic pattern (composed of part-of-speech POS tags) to 

express opinion (Soni & Patel, 2014). For example: in a sentence the same word can 

become noun, verb or adjective, for instance the word “book” (noun: “the book on 

chair” or verb: “to book a room"). Here POS tags are crucial to determine for which 

sentiment the word “book” belongs to. The most used standard POS tags were Standard 

Penn Treebank POS tags (Liu, 2012). However, the disadvantage of this method is, the 

fully unsupervised model will produce incoherent results due to absence of training data 

that caused difference between analysis objective and human judgments (Arora et al., 

2015).   

There were many studies conducted on machine learning technique. For example: 

sentiment analysis on movie reviews (Narendra et al., 2016), intensified sentiment 

analysis of customer product reviews using acoustic and textual features (Govindaraj & 

Gopalakrishnan, 2016), applying machine learning to text mining with Amazon S3 and 

RapidMiner (Wunnava , 2015), and  Arabic sentiment analysis using supervised 

classification (Duwairi, 2014). 

Lexicon based approach is mainly using lexicon to perform sentiment analysis on 

text which calculates scores based on semantic orientation of words or phrases (Turney, 

2002; Liu, 2016; Serrano-Guerrero et al., 2015). The word or phrase bearing sentiment 

context will form a sentiment lexicon (Liu, 2012). For better understanding, lexicon is a 

text that may belong to positive or negative sentiment. This approach can be divided 

into two methods; dictionary based and corpus based (Serrano-Guerrero et al., 2015). 

Dictionary based method identifies opinion seed word and search for the synonym 

and antonym in dictionary. One of the examples is WordNet dictionary, which is used to 

develop SentiWordNet (Aurangzeb & Baharum, 2011). The main disadvantage of this 

method is, it rigidness to adapt to a domain or specific context (Martín-Valdivia et al., 

2014 ; Shelke et al, 2012). This is because, dictionary based is contain seed word that 
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belongs to general meaning which may cause poor performance in domain specific. For 

example: the word “cheap” generally it contributes negative sentiment, but when comes 

to domain specific like movie ticketing the word “cheap” contributes positive sentiment. 

In the corpus based method, a dictionary related to a specific domain is created with 

a list of seed opinions and searches related opinion word using statistical or semantic 

techniques (Shelke et al., 2016). One of the examples of this method is Latent Semantic 

Analysis (LSA) (Serrano-Guerrero et al., 2015). 

Broadly, the lexicon-based approach would be more stable among different domains 

and suitable to analyze social media text which is diverse in domain and context 

(Muhammad et al., 2015).  

There were many studies conducted on lexicon based approach such as lexicon-based 

sentiment analysis of teachers’ evaluation (Rajput et al., 2016), lexicon-based sentiment 

analysis for reviews of products in Brazilian Portuguese (Avanco & Nunes, 2014), a 

lexicon-based approach for hate speech detection (Gitari et al., 2015), and lexicon-based 

sentiment analysis of Arabic tweets (Al-Ayyoub et al., 2015).  The main technique used 

in this research is lexicon-based approach. Thus, in chapter two the overall discussion 

will be mainly focused on lexicon-based approach. The Figure 1.1 shows sentiment 

analysis techniques. 
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Figure 1.1 Sentiment analysis techniques (Medhat et al., 2014) 

 

1.2 Existing lexicon based sentiment analysis tool and its limitation. 

In this section, a brief explanation will be given for the existing lexicon based 

sentiment analysis tools that are related to this research. Then, the main limitation 

identified for each tool is described, which would be helpful to determine the problem 

statement for this research. 

 

1.2.1 SentiHealth-Cancer (SHC-pt) 

This SentiHealth-Cancer (SHC-pt) tool was developed to analyze Portuguese text 

post from online cancer communities, which can help to improve the mood detection of 

cancer patients in Brazil. This tool is context-based that uses specific information of 

cancer in order to improve the accuracy of lexical detection, however this tool is unable 

to support misspelled word, slang, irony and sarcasm (Rodrigues, 2016). 
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1.2.2 Sentiment Strength 2 

This tool is the enhancement of the first version of SentiStrength 1.0, where more 

features have been added to improve the scoring mechanism such as idiom list, 

negation, intensifier, word correction algorithm and repeated letter. It has been tested 

among different social web data sets and proven as robust in different domains. 

Nevertheless, it is only able to analyze short informal social web text which has 

limitation on length of text (Thelwall et al., 2010; Thelwall et al., 2012). 

1.2.3 SmartSA 

SmartSA was developed to integrate strategies to capture contextual polarity from 

local and global text. Hybridize lexicons of SentiWordNet and Genre-specific 

vocabulary and sentiment were incorporated in this tool. SmartSA was analyzed in 

different social media and comparison evaluation was performed with the results obtain 

from this tool. The comparison between existing tools shows that the sentiment 

classification of this tool has been significantly improved. The limitation of SmartSA is 

its incompatibility between genres (text possess more than one meaning) that causes 

ambiguity (Muhammad et al., 2015). 

1.2.4 Linguistic Inquiry and Word Count (LIWC) 

Linguistic Inquiry and Word Count (LIWC) is widely used by psychologists, 

sociologists, computer scientists, social media domains, and linguists in a number of 

researches (Crossley et al., 2016). LIWC has evolved to capture psychological 

phenomena (conscious and unconscious) that are related to emotional affect, cognition 

and personal concerns. However, this tool does not incorporate sentiment features such 

as intensifier and negation (Salas-Zárate et al., 2014). Besides, this tool is not freely 

available but it is able to process text with the absence of an internet connection (once 

purchased and installed on a personal desktop).  
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1.2.5 Semantic Orientation Calculator (SO-CAL) 

     Semantic Orientation Calculator (SO-CAL) uses dictionary containing words 

annotated with semantic orientation and incorporates semantic features such as negation 

and intensification. Despite its stable performance across different domains, SO-CAL is 

unable to process misspelled words where the misspelled words will be removed (as a 

part of data cleaning) before analyzing the document (Taboada et al., 2011).  

    This is because, misspelled word in social media such as acronym and repeated letters 

can express sentiment especially  the  word with repeated letters could emphasis word 

strength in the form of stress and intonation (Ghorbel & Jacot, 2011; Agarwal et al., 

2011). By ignoring this feature in SO-CAL, it caused limitation when processing social 

media data that mostly present with informal text (misspelled word). 

1.3 Problem Statement 

     In this research, the main focus will be given on lexicon-based approach. Thus, 

further discussion of this research is only related to lexicon based approach. 

The application of lexicon-based method for sentiment analysis has grown and 

spread to all contexts and domains such as consumer products, healthcare, services, 

social and political services (Liu, 2012; Muhammad et al., 2015). Although most 

research focuses on texts written in English, interest in researching on other languages 

such as Portuguese (Rodrigues, 2016), Spanish (Martín-Valdivia, 2014), Arab (Al-Kabi 

et al., 2014) and Chinese (Wu et al., 2014) have also peaked. Moreover, many tools 

have been developed to analyze the presence of sentiment in document and each tool 

possesses its own scoring mechanism (lexical algorithm) to calculate the intensity of 

sentiment. Some tools use polarity score calculation that can identify the strength of a 

document or sentence (Taboada et al., 2011). 

Lexicon and corpus based dictionary have a list of positive and negative lexicons and 

each lexicon has its own value which has been built by human coders (Taboada et al., 
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2011).  The lexicon value range may differ in different research. For example: 

Semantria score range is -2 (very negative) to 2 (very positve) and SO-CAL score range 

is -5 (very negative) to 5 (very positive) (Rodrigues, 2016; Taboada et al., 2011).  

Lexicon algorithm is a method to analyze sentiment of a text based on the orientation 

and the occurrences of sentiment (Thelwall et al., 2012).  

This analysis method may involve other features such as emoticon, negation and 

semantic rules (Neviarouskaya et al., 2007; Taboada et al., 2011). Besides, the 

incorporation of non-sentiment or non-lexicon modifiers such as capitalization and 

sequence of repeated letters in lexicon algorithm could enhance the scores or sentiment 

strength of document (Muhammad et al., 2015). 

Through observation of the research on the existing tools, not every tool discussed in 

previous section has incorporated non-lexicon modifier especially “repeated letter or 

characters”.  According to Brody and Diakopoulos (2011), the lengthening (repetition of 

letters in word) is strongly related with sentiment and subjectivity.  Based on literature, 

it is discovered that there are two tools that have applied this feature in their own 

scoring mechanism albeit not exactly defining the strength of repeated letter or 

characters. This is because both tools are only giving a general score for the detection of 

repeated character. 

Below are the two tools that have incorporated repeated letter feature in their scoring 

mechanism: 

a) SentiStrength 2 

In this tool, the scoring mechanism assigning additional score as 1 for the word that 

has two or more repeated letters (Thelwall et al., 2012). For example, if the score of 

“happy” word is 2. These words “happpy” or “haaaaapppppy” will be denoting the 

same score value as 3.  
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Below method shows a clear picture of the score calculation: 

Original score for “happy” =2. 

Score for repetition letter = 1. 

Sentence without repetition letter:  

“I am happy with your service”, 

Total score= 2. 

     Sentence with repetition letter:  

i)  “I am happppy with your service” 

 Total score = 2 (original score of happy word) +1 (score for repetition letter) =3. 

ii) “I am haaaappppy with your service” 

 Total score = 2 (original score of happy word) +1 (score for repetition letter) =3. 

b) SmartSA 

In this tool, a sequence of repeated letters is considered as intensification for 

sentiment detection. Thus, the same intensification value for the word “very” will be 

assigned for the misspelled word that has repeated letters (Muhammad et al., 2015). 

For example, if the score of “happy” word is 2 and intensification percentage for 

“very” word is 25%. These words “happpy” or “haaaaapppppy” will be denoting the 

same score value as 2.5. Below method shows a clear picture of score calculation: 

 Original score for “happy” =2. 

 Percentage for repetition letter = 25%. 

      Score for repetition letter= 2 (original score of happy word)* 25%= 0.5. 

Sentence with repetition letter:   

i) “I am happppy with your service” 

Total Score = 2 (original score of happy word) +0.5 (score for repetition letter) =2.5. 

ii) “I am haaaappppy with your service” 

Total Score = 2 (original score of happy word) +0.5 (score for repetition letter) =2.5. 
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The general value given for repeated letters by not considering the length of repeated 

letter, does not define the strength of the word. This is because, Brody and Diakopoulos 

(2011) have explained that the length of repetition letters in a misspelled word has the 

capability to emphasis sentiment’s strength, which means the more repeated letters 

present in a word, the higher the sentiment value for a word. However, there is no tool 

developed with the incorporation of sentiment score calculation for length of (number 

of) repeated letters. 

 

1.4 Research Objective 

 

 

 

 

                        

 

 

 

 

 

Figure 1.2 Research Objective 

Figure 1.2 shows the research objectives and research questions that identified from 

the problem statement discussed in previous section.  

First objective: To enhance scoring mechanism for text based sentiment analysis 

    The main goal of this research is to enhance scoring mechanism for text-based 

sentiment analysis.  

Research Objectives 

Objective One Objective Two 
To evaluate or measure the 

effectiveness of the enhanced 
scoring mechanism 

To enhance scoring mechanism for 
text-based sentiment analysis 

RQ1 

How to enhance the scoring 
mechanism? 

RQ2 

How to assess the effectiveness of 
the enhanced scoring mechanism? 
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Although there are many existing sentiment analysis tools that able to produce an 

effective result, still many have their own limitations that could affect the accuracy of 

the sentiment detection. Thus, this research could be a part of improvement on the 

accuracy of sentiment detection in lexicon-based sentiment analysis.  

Second objective: To evaluate or measure the effectiveness of the enhanced      
scoring mechanism 

 
Besides, the second objective of this research is to evaluate or measure the 

effectiveness of the enhanced scoring mechanism by making comparison with an 

existing sentiment analysis system.  The enhanced scoring mechanism will be addressed 

as LexiPro Scoring Mechanism (LexiPro-SM), this would be helpful to differentiate 

among other existing systems throughout this research. 

In this research, SO-CAL plays an important role to develop the proposed scoring 

mechanism. The main feature such as dictionaries, score ranges value and 

intensification has been taken from SO-CAL to build the LexiPro-SM. Additionally, 

SO-CAL tool which is freely available on internet will be used as a reference tool to 

make comparison evaluation with the results obtained from the LexiPro-SM. 

1.4.1 Research questions 

 

     (a)  RQ1. How to enhance the scoring mechanism? 

SO-CAL will be used as a reference tool for this research. So there were ideas taken 

from SO-CAL scoring mechanism to develop the LexiPro-SM. It could be a part of 

improvement for SO-CAL scoring mechanism. Many features are incorporated in 

scoring mechanism such as lexicon dictionary, algorithm, negation, intensification 

and non-lexicon modifiers (capitalization, repeated letters and emoticon). The 

alteration of these features could improve the scoring mechanism performance. The 

main feature will be improved on LexiPro-SM is “repeated letter” which will be 

elaborated in research contribution section. Besides, the LexiPro-SM has also will be 
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incorporated lexicon and non-lexicon modifiers such as negation, intensification and 

capitalization. 

 

(b) RQ2. How to access the effectiveness of the enhanced scoring mechanism? 

Evaluation is one of the important parts to show either the proposed objective has 

been achieved or not. There are many strategies to perform evaluation. For example: 

analyzing system with human coded data or any existing trained data.  For this 

research the evaluation of LexiPro-SM and SO-CAL results will be analyzed by 

using human expert results (will be discussed further in chapter three). 

1.5 Project scope 

Social media has become an important means of communication in the human daily 

life (Beigi et. al., 2016). The explosive growth of social media, allows everyone to 

perform many activities such as editing, posting, sharing and manipulating content 

(Beigi et. al., 2016). Such activities contribute to an increased amount of data that can 

be accessed easily by the end user. As mentioned previously, the main technique used in 

this research is lexicon-based approach, which is suitable to analyze social media 

informal text that is divers in domains and context (Muhammad et al., 2015). Thus, for 

this research, Facebook will be used as the source of social media to extract data and 

perform the research analysis. 

Furthermore, the context of this research focuses on the Malaysian Airline Industry. 

This is because airline services in Malaysia at large involve both local and foreign 

travelers (Tand & Yap, 2015). This leads to an increase in the number of comments on 

the airline official Facebook page (Socialbakers, 2012). Therefore, it would be favorable 

to collect sufficient data for this analysis. Besides, by doing this research, a case study 

of airline industries would be conducted between two major airlines in Malaysia. In this 

research, the two major airlines will be referred as Airline A and Airline B respectively 

due to information confidentiality purpose.  
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The main competitive factor between these two airlines is the price factor. Despite 

both airlines providing different service experiences, there is minimal difference when it 

comes to domestic flights or international flights to destinations close to Malaysia (Kee 

& Ghazali, 2011). 

By conducting this sentiment analysis research, it helps to measure customer 

satisfaction level for both airlines. Moreover, comparisons can be made between these 

airlines based on the statistical results obtained from the enhanced scoring mechanism.  

Besides, the improvement of scoring mechanism not only applied for the overall 

service, it has been divided into sub-services Customer Service, Price, Preflight and 

Facility that could be helpful to identify and improve a particular service in the airline 

industry. 

1.6 Research contribution  

The research focus will be on improving score calculation for one of the non-lexical 

modifiers: which is known as repetition of letters, where a lexicon will be identified in 

typo word that has repetition of letters and will be producing scores based on the length 

(number) of repeated letters contains in typo word. Besides, the scores improvement 

also will be applied on other modifiers/features such as intensifier, negation, 

exclamation mark and auto-word correction mechanism. This scores improvement 

would facilitate to increase the degree of sentiment (positive or negative) in a document 

or sentence. The details of the enhancement scoring mechanism are presented in 

Chapter 3. 

Although the basis of the scoring mechanism is referenced to SO-CAL, the 

calculation of scores has been built by integrating own perspective, which is believed 

may be helpful to further improve the scoring mechanism to produce an effective result. 

 

 

Univ
ers

ity
 of

 M
ala

ya



16 

 

1.7 Dissertation  layout  

This dissertation consists of six chapters, and they are organized as per below: 

i. Chapter 1: Introduction 

This chapter is serves as an introductory for sentiment analysis (or opinion 

mining) technique. The importance and other information of this technique has 

been clearly explained. Besides, it presents the problem statement, objective and 

project scope-contribution that has been identified for this research. 

ii. Chapter 2: Literature review 

This chapter discusses the review of literature on the relevant concept of 

research. The discussion mainly focuses on lexicon based sentiment analysis. A 

general study has been carried out towards the similar existing tool or related 

research. 

iii. Chapter3: Research methodology 

This chapter provides the detail overview of the planning to perform the 

research. It discusses the different stages involved in this research. This includes 

design of the data collection, data cleaning, and data analysis for the scoring 

mechanism. 

iv. Chapter 4: Implementation and testing 

This chapter discusses the implementation of all plans that have done during the 

designing phase, which involve programming works to build the scoring 

mechanism and perform testing to ensure the functionality of the mechanism 

works accordingly. During this phase the collected data will be analyzed in 

enhanced scoring mechanism and SO-CAL tool. 
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v. Chapter 5: Result and discussion 

This chapter will discuss the evaluation of the enhanced scoring mechanism by 

performing comparison between enhanced scoring mechanism and existing tool 

SO-CAL results, which may involve accuracy and precision testing. 

vi. Chapter 6: Conclusion, limitation and future work.  

This chapter will conclude the research; highlight the limitations and future 

study that would be helpful to improve the current enhanced scoring mechanism. 
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 LITERATURE REVIEW 

 

 Introduction    

In this chapter, the discussion will focus on lexicon-based sentiment analysis, as this 

is the main technique used to develop LexiPro-SM scoring mechanism. Thus, the 

discussion comprises of problems faced in natural language processing (NLP), an 

explanation about sentiment lexicon, approaches in lexicon based technology, lexicon 

modifiers and finally an explanation and review on the existing systems (lexicon 

approaches) that relate to this research. 

 Natural language processing (NLP) problems 

Natural language processing (NLP) is a field of computational linguistics concerned 

with interaction between computers and humans. However, such an interaction can be a 

challenge especially when it comes to accuracy in sentiment detection. One of the major 

problems in (NLP), is the level of ambiguity and complexity of semantic information 

(Phillips, 1999). 

Level of ambiguity refers to a sentence that has two meanings (either the sentence 

belongs to sentiment or not). For example: the sentence “The old man and the boats”. 

The word “old” can be used as a noun (countable) as well as an adjective (negative 

meaning).  “Man” can be also be used as a noun as well as a verb (meaning taking 

charge of).  

Complexity of semantic information occurs when the sentence has different semantic 

values (positive and negative). For example: “the colorless green car”, the word 

“colorless” denotes a negative sentiment and the word “green” represents a positive 

sentiment. This sort of conflicting sentiment in a sentence makes it all the more difficult 

to provide an accurate sentiment reading. 
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In order to address this concern, many NLP tools have been continuing to be 

developed. Sentiment analysis is a part of NLP. There are many sentiment analysis tools 

available in market, however each tool features are different from one another. So, each 

sentiment analysis tool has its own advantages and limitations. 

 
 Sentiment lexicon 

Sentiment lexicon is a lexical resource for sentiment analysis which has a collection 

of lexical units (in the form of database) with semantic orientation (Ahire, 2014; 

Heerschop et al., 2011). Sentiment lexicon can be defined as a set of tuples in a form of 

lexical unit or sentiment. Lexical unit can be in a category of word, phrases, word 

senses and so on. Sentiment can be determined in several forms such as (Ahire, 2014): 

i) General categorization of either positive, negative or neutral (no sentiment). 

ii) A categorization between positive or negative value. For example: strongly   

positive, mildly positive, neutral, mildly negative, and strongly negative. 

iii) Assigned a strength value such as (-2, -1, +1, +2). This will be useful to 

determine the strength of a document by calculating the average value of the 

total scores of sentiment present in a document. 

In most lexicon-based analysis, the lexicon unit will be in the form of word which 

has specific strength value (Heerschop et al., 2011). These words are Part of Speech 

(POS) that can be categorized into adjectives, verbs, nouns and adverbs.  

At earlier stage in sentiment analysis research, the sentiment detection only focused 

on the presence of adjectives or adjective phrases in a sentence or document (Hu & Liu 

2004; Taboada et al., 2006; Hatzivassiloglou & McKeown 1997). Further studies found 

that besides adjectives, other POS words could increase the semantic polarity (Polanyi 

& Zaenen, 2006). More studies were conducted that began to merge different forms of 

grammar such as adjectives were merged with adverbs (Benamara et al., 2007), verbs 
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and adjectives (Kim & Hovy, 2004), adjectives, verbs, and adverbs (Subrahmanian & 

Reforgiato, 2008) in order to improve sentiment detection. 

 Approaches in lexicon creation 

There are two methods used to create a lexicon: manual creation and automated 

creation. 

2.4.1  Manual lexicon creation 

Manual lexicon creation is a human effort. The lexicon will be identified by 

analyzing the structure of the word’s sentiments (Ahire, 2014). Generally, manual 

lexicon creation can be divided into two stages (Kotelnikov et al., 2016):  

1) Generate sentiment-bearing words list 

2) Assigning sentiment label (positive/negative/neutral) for the identified word. 

Generation of sentiment bearing words list is actually to create a collection of words 

that have the capability to bear sentiment. It mostly involves adjective and including 

other POS words that can give sentiment based on the occurrence of the word in a 

sentence. Second, sentiment label such as negative, positive or neutral will be given for 

each sentiment bearing word in the word list.  

The list of words can be obtained from any dictionary or corpus. Involvement of 

multiple annotators to identify the sentiment label would increase the robustness of 

manual lexicon creation. However, there is no any complexity involved such as 

computational or algorithmic works. The correctness of this approach is guaranteed 

because it involves human judgment to create the lexicon (Ahire, 2014). However, the 

lexicon creation requires long timeline to be built (Kotelnikov et al., 2016). There are 

many research that have applied this approach such as Taboada et al. (2011) who built 

the lexicon manually by involving both stages (as per above), Mohammad and Turney 

(2013) used crowdsourcing method to create the list of word-emotion and word-polarity 
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while Amiri et al. (2015) created a Persian word list manually before it was annotated 

by several human annotators with the aid of web interface. 

2.4.2 Automated lexicon creation 

The automated lexicon creation involves huge lexical creation with less human effort 

(Oliveira et. al, 2016). There are many techniques to create the automated lexicon, 

however one of the most common techniques is creating a set of seed words with the 

sentiment orientation and expand the seed set by using an existing lexical resource 

(Ahire, 2014). Another way of creating automated lexicon is by using bootstrapping 

method that creates lexicon list based on the patterns from corpus without the use of 

lexicon (Banea et al., 2016). The advantage of this approach is its ability to produce a 

huge collection of lexicon in a minimal timeline (Ahire, 2014). Nevertheless, its 

inefficient sentiment label algorithm may cause less accuracy on assigning sentiment 

label for lexicon (Ahire, 2014).  

There are several studies conducted based on this approach such as Baccianella et al. 

(2010) created a lexicon automatically (SentiWordNet) by assigning scores to all 

WordNet synsets, Turney and Littman (2003) created a lexicon by assigning positive 

and negative semantic scores for each word from Pointwise mutual information (PMI), 

and Hu and Liu (2004) extracted opinion words from large corpus of customer reviews 

that related to product features. 

 Lexicon modifiers 

Lexicon modifiers are features that are responsible for adjusting the sentiment 

strength of a lexicon for a specific context (Muhammad et al., 2015).  Generally, lexicon 

modifiers can be divided into two categories:  Lexical valence shifters and non-lexical 

valence (Muhammad et al., 2015).   
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2.5.1 Lexical valence shifters 

Lexical valence shifters are the dictionary recognizable words that have capability to 

increase, decrease polarity of sentiment of specific context. The main types of lexical 

valence shifters are intensifiers and negation. In this section there are sub-sections that 

describes about intensifiers and negation. 

2.5.1.1 Intensifiers  

The characteristic of intensifiers is to increase or decrease sentiment. According to 

Quirk et al. (1985) intensifiers can be classified into two types: amplifier and 

downtoner. Amplifier is to increase sentiment such as “very”, “extremely”, and “highly”. 

Downtoner is to decrease sentiment such as “slightly” and “somewhat”. The calculation 

of polarity for intensified context will vary in different research.  

Generally, most research assign general values for intensifiers (Kennedy et al., 2006; 

Polanyi et al., 2006). However, several studies have modeled intensification by 

assigning each intensifying word with a different percentage value (Taboada et al., 

2011; Muhammad et al., 2015). Examples of intensifier sentences are: 

Amplifier  sentence - “I am very happy with the results” 

Downtoners sentence - “I am slightly disappointed with your performance” 

 
2.5.1.2 Negation  

Negation is an important linguistic component that has the ability to change a text 

polarity (Dadvar et al., 2011). The characteristic of negation is to reverse the polarity of 

a sentiment which is also known as switch negation (Sauri, 2008). According to 

Muhammad et al. (2015), negation can be considered as a diminisher due to its ability to 

reduce the sentiment polarity. Among the examples of negation words are “no, not, 

nobody, none, nothing and never”. The presence of negation not only changes the 

sentiment of the neighborhood (adjective/adverb) word, but also the sentiment of the 
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whole sentence by looking into certain verbs, past determiners and copulas (Taboada et 

al., 2011). For example: 

Normal negation sentence:  “I am not happy with your statement” (not negated happy) 

Implicit negation sentence: “Nobody gives a good review of this movie”. (nobody 

negated good) 

2.5.2 Non-lexical valence shifters 

Non-lexical valence or non-lexical modifiers are features that only appear in informal 

text communication. Social media is one of the main sources where this form of 

negation is abundantly available. These modifiers can be identified in the form of a 

sequence of repeating letters, capitalization and presence of emoticons (Muhammad et 

al., 2015). In this section there are sub-sections that describes about capitalization, 

repeated letters and emoticons. 

2.5.2.1 Capitalization  

The main purpose of capitalization in informal text communication is to emphasis 

sentiment or to express emotion. According to Korkontzelosa et al. (2016), capital 

letters present in informal communication indicates anger that stresses the significance 

of the content. There are also studies that show capitalization acting as an intensifier 

that increases the strength of the sentiment (Taboada et al., 2011; Muhammad et al., 

2015; Paltogloua et al., 2010). However, in informal text communication not all the 

capitalization would emphasis sentiment. Some texts may belong to abbreviation or 

acronyms (Muhammad et al., 2015). Examples of capitalization that emphasis sentiment 

are: 

Capitalization positive sentence – “Your performance was GREAT” 

Capitalization negative sentence – “I DON’T LIKE YOUR CUSTOMER SERVICE” 
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2.5.2.2 Repeated letters 

Repeating letters is another way to emphasize an emotion or sentiment in social 

media (Brody & Diakopoulos, 2011; Muhammad et al., 2015; Paltogloua et al., 2010). 

According to Ghorbel and Jacot (2011), misspelled word that has repetition of letters, 

can express a kind of stress and intonation. Several studies have integrated this feature 

and assigned a general value to intensify the sentiment polarity of a phrase or sentence 

(Brody & Diakopoulos, 2011; Muhammad et al., 2015; Thelwall et al. 2012). The 

repeated letter phenomena mostly occurred in POS words. Examples of repeated letter 

sentence are: 

Repeated letter positive sentence – “I am happppppyyyyyyy” 

Repeated letter negative sentence – “I am dissssappointed” 

For the positive sentence the word “happy” has many repeated characters as 

“happppppyyyyyyy”, this indicate that the sentiment value of “happy” word was 

intensified and the positive scores will be higher than the original value. Same condition 

applied for negative sentence, where the negative scores of the repeated letter word will 

be higher than the original value. 

 
2.5.2.3 Emoticons 

Emoticons are also used to express emotions especially in online media (Wang et 

al., 2015). Emoticon is present in a sequence of typographical symbols that resemble 

facial expression (Hogenboom et al., 2013). For example: “:-( ” (a sad face), “:-)” (a 

happy face) , “:’(” (a crying face) and many more. According to Wang et al. (2015), 

different people have different opinions towards the emoticon sentiment.  For example, 

emoticons that represents states of being annoyed and uneasy could indicate negative 

sentiment to some people, but it may indicate no sentiment (neutral) for others. So a 

generalized sentiment value should be determined for each emoticon which may help to 

perform sentiment polarity calculation for a specific context. Many studies have been 
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conducted in sentiment analysis that show the importance of emoticons (Hogenboom et 

al., 2013; Elgamal, 2016; Muhammad et al., 2015; Wang et al., 2015). 

In addition to the non-lexical modifiers discussed above, there is another feature that 

plays an equally important role to emphasize a sentiment, which is the exclamation 

symbol (!). This symbol has the ability to intensify a specific context. Acknowledging 

the importance of this symbol, most of studies treat the exclamation as an intensifier and 

the sentiment polarity is calculated accordingly (Taboada et al., 2011; Muhammad et al., 

2015; Paltogloua et al., 2010; Thelwall et al. 2012).   

 Review on lexicon based approach studies. 

In this section, existing lexicon based sentiment analysis tools are discussed. Among 

the tools discussed are Semantic Orientation Calculator (SO-CAL), SentiStrength 2, 

Linguistic Inquiry and Word Count (LIWC), SentiHealth-Cancer (SHC-pt) and 

SmartSA. Besides, a brief explanation will be given for other recent studies that are 

relevant to this research. 

 
2.6.1 Semantic Orientation Calculator (SO-CAL) 

The sentiment orientation calculator (SO-CAL) is a tool to analyze semantic 

orientation of individual words, developed for the English language. Taboada et al. 

(2011) developed this tool with the aim to perform in depth analysis toward the 

semantic orientation of sentiment words and contextual valence shifters. However, this 

tool was not incorporated with linguistic analysis techniques that responsible to 

disambiguate meaning of a sentence, for example: POS tag. The main function of this 

tool is to extract sentiment bearing words such as adjectives, adverbs, nouns and verb 

and assign semantic scores for each word by considering valence shifters such as 

negation and intensification. Then a final score will be calculated for the document or 

sentence. 
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Taboada et al. (2011) has created semantic orientation dictionaries which has 5000 

lexical words with their orientation. All the dictionaries in SO-CAL were created 

manually, as Taboada et al. (2011) believed manual creation with human annotation 

may improve the accuracy of the final results. The score range for the SO-CAL 

dictionary is between -5(most negative) and +5 (most positive). Zero score denotes as 

neutral sentiment (no sentiment detected). The dictionaries created contain 2,252 

adjective, 1,142 nouns, 903 verbs, and 745 adverbs. In addition, features such as 

intensification, negation and irrealis blocking were incorporated in SO-CAL as rules to 

modify the sentiment orientation (SO) scores. 

2.6.1.1 Intensification  

Taboada et al. (2011) has identified that assigning a general value for the 

intensification sentiment score calculation does not cover a wide range of intensifiers 

such as words like “extraordinarily”, “tremendously”. Below is the examples show the 

calculation of sentiment score with general value of intensification. 

Intensification General Value = 1 

Score for “happy” = 2 

Amplifier sentence = “I am very happy”     Score = 2+1 = 3 

Downtoner sentence = “I am slightly happy” Score = 2-1 = 1 

In SO-CAL, it has a separate dictionary for intensifier which stores all the intensifier 

words and each word has its own percentage value. For example, the percentage value 

for “most” is 100% and “sleazy” is -30%. The sentiment score will be calculated based 

on the percentage value of the intensifier word. 
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Below are the examples that shows the calculation of sentiment score for intensification 

in SO-CAL.  

Example 1: 

Score for “excellent” word =5 

Percentage value for “most” = 100% 

Amplifier sentence = “most excellent” 

Total sentiment score = 5 × (100% +100%) = 10. 

Example 2:   

Score for “sleazy” word =-3 

Percentage value for “somewhat” = -30% 

Downtoners sentence = “somewhat sleazy” 

Total sentiment score = −3 × (100% +(− 30%)) = −2.1. 

For intensifier calculation, every percentage value of intensifier word will be sum 

with 100%. This 100% indicating total percentage value of sentiment word (positive or 

negative word). After the addition, the value will be multiplied with the sentiment 

scores. This result will give a final score for the intensified sentiment word. Above 

examples shows the calculation for the positive (example 1) and negative (example 2) 

intensifiers. 

Other than intensifier words, SO-CAL has also incorporated other non-lexical 

valence such as capitalization and exclamation symbol. As discussed in the literature 

above, this is significant because it able to emphasis the strength of a phrase or 

sentence. By the presence of capitalization or exclamation symbol on sentiment bearing 

word, the total score of sentence / phrases will be multiplied by two. 

Example 1 (capitalization): 

Normal sentence = “I love my school”.   Original score is 3. 

Capitalization sentence = “I LOVE my school”.  Intensified score is 3x2=6. 
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Example 2 (exclamation): 

     Normal sentence = “I hate reading”. Original score is -3. 

     Exclamation sentence = “I hate reading!” Intensified score is -3x2= -6. 

    In example 1, it shows the original semantic score for “love” is 3. After capitalization 

the sematic score of “love” has intensified to 6. Similarly, for example 2 the original 

semantic score for “hate” is – 3. After the present of exclamation mark the semantic 

score of “hate” has intensified to -6. 

2.6.1.2 Negation 

Generally, most sentiment analysis tool may apply switch negation, which eventually 

reverses the polarity value of a sentiment bearing word. However, Taboada et al. (2011) 

has explained switch negation does not work well for every situation. For example:  the 

phrase “not excellent” is partly positive than the phrase “not good” and the phrase “not 

atrocious” is more positive than the word “good”.  By considering this, a numerical 

shift has been applied in SO-CAL to deal with this kind of negation which is known as 

shift negation. SO-CAL also fixed the negation number to four that will be used for shift 

negation calculation. Below are the examples of shift negation calculation: 

Example 1: 

Score for word “good” =3 

Sentence = “not good” = 3-4= -1 

Example 2: 

Score for word “excellent” =5 

Sentence = “not excellent” = 5-4= 1 

In example 1, it shows that the word “good” negated by deducting the sentiment 

score with shift negation score four and the final score turns into -1, which means the 

sentence has been negated and it turns into negative sentiment for the whole phrase. 

However, when the same calculation applied in example 2, the final scores does not turn 
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into negative value, because the degree level of positive sentiment word (excellent) is 

higher than the shift negation value. So it shows the sentiment for “not excellent” is 

actually more positive than the “not good” phrase. 

Negation can occur in any part of a phrase/sentence; either next to a POS word or 

non-sentiment words.  Negation that occurs next to non-sentiment words usually 

negates the whole sentence/phrases. This can prove to be a challenge in negation 

calculation. 

Sentence 1: “Nobody is happy with the changes made” (nobody negates happy) 

Sentence 2: “None of this is bad” (none negates bad) 

To encounter this situation, SO-CAL uses two options to detect the presence of 

negation in a phrase or sentence. First, to look backwards until the boundary marker has 

been hit and second is to look backward until it reaches the negation clauses. 

2.6.1.3 Irrealis Blocking 

Some sentences/phrases with the sentiment bearing word may become unreliable due 

to the presence of irrealis markers or also known as conditional markers. SO-CAL 

ignores unreliable sentence for sentiment score calculation and automatically assigns a 

sentiment score of zero for the irrealis marker sentence. There are different types of 

irrealis markers used in SO-CAL such as “could”, “would”, “any”, “anything”, 

“expect”, “if”, “doubt”, “questions” and “quoted word or phrases”. Example of irrealis 

sentences are: 

Sentence 1: “But for youngsters, this program could be one of the best of the festival 
    season” –  (Sentiment score from 3 to 0) 

 
Sentence 2: “This should have been a great activity” – (Sentiment Score from 5 to 0) 

Besides these features, SO-CAL also applied text-level features that are able to 

reduce positive bias issues in sentiment detection. According to Kennedy and Inkpen 

(2006), in some situations the classification of sentiment tends to show as positive (will 

be called as positive bias) even though the actual meaning belonging to a negative 
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sentiment. Thus to overcome this, SO-CAL has incorporated text level features as 

negation weighting and repetition. Negation weighting increases the negative sentiment 

scores by 50%, which ultimately reduces inherent positive bias. Repetition is to reduce 

repetition of same sentiment word in a sentence. The SO-CAL tool is freely available in 

online (http://www.cs.sfu.ca/~sentimen/socal/). 

                    

 

 

                        

 

 

 

 

 

 

 
 
 
 

 
Figure 2.1: Sample of SO-CAL result page 

(http://www.cs.sfu.ca/~sentimen/socal/SO_Web.cgi) 
 

Figure 2.1 shows the sample of SO-CAL result page. In this page, it shows the text 

that was analyzed, overall scores, average scores for all the part of speech words, 

detection of irrealis marker and lastly scores by sentence. These structures could 

provide users a good understanding of the analysis result.  
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By reviewing SO-CAL tool, it shows a solid function human annotated dictionaries 

incorporated with this tool that able to provide an effective semantic orientation scores. 

Besides, this tool is able to produce an overall result without having restriction on the 

length of document and also able to produce sentence level scores. According to 

Taboade et al (2011), SO-CAL performance is robust across different domains. 

However, the major problem of this tool is, it is unable to process typo words, which 

may become as major threat in analyzing social media text. Besides, due to inability to 

process typo words, there are no non lexical modifiers (especially repetition of letters) 

that were incorporated with this tool.  SO-CAL also does not incorporate with POS, 

hence accuracy of classification may be affected.  

In this research, SO-CAL will be used as a main reference tool to develop the 

LexiPro-SM. Moreover, this tool plays an important role in achieving the second 

objective of this research where an evaluation will be performed by comparing SO-CAL 

and LexiPro-SM scoring results. 

 
2.6.2 SentiStrength 2 

SentiStrength is another lexicon based sentiment analysis tool that is freely available 

in online (http://sentistrength.wlv.ac.uk/). SentiStrength was initially developed to 

analyze social media text that was written in English although it was not expanded to 

include multiple other languages such as Finnish, German, Dutch, Spanish, Italian, 

Russian and etc. The updated version of this tool is known as SentiStrength2 which 

incorporated advanced features that improves the accuracy of sentiment detection. 

The characteristic of this tool is it give dual sentiment scores (positive and negative) 

for the sentiment analysis. For example: if the sentiment score is “3, 4”, it means that 

the phrase has moderate positive sentiment and high negative sentiment. According to 

Norman et al., (2011), the same text may evoke different sentiments in people. The 

dictionary used in SentiStrength 2 is made up of 2310 sentiment words which have been 
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obtained from Linguistic inquiry and word count (LIWC), the General Inquirer list, and 

some from other sources during the testing. The polarity scores range for SentiStrength 

2 is 1 to 5 for positive sentiment and -1 to -5 for negative sentiment. Although both 

SentiStrength2 and SO-CAL share many similarities, the former tool is specially 

designed for social media analysis. Apart from textual dictionary, SentiStrength2 has 

also included a list of emoticons with human annotated sentiment scores. 

In order to improve the accuracy of sentiment detection, SentiStrength2 has 

incorporated a number of features that can deal with special cases, such as an idiom list, 

same word with different sentiment, spelling correction algorithm, non-lexical valence 

modifier- repeated letters, booster word – intensifier, negation, emoticon list and 

exclamation mark (Thelwall et al., 2012). These features will be further discussed in the 

following sub-sections. 

 
2.6.2.1 An Idiom list 

An idiom list is a list of phrases that represents word senses that may contain some 

form of sentiment. For example: 

 “Couch potato” is indicative of a lazy person which may reflect a negative sentiment 

in sentiment analysis. 

 

2.6.2.2 Same word with different sentiment 

Identifying a correct sentiment for words that may belong to more than one sentiment 

(positive, negative, or neutral). For example, the word “like” can belong to a positive 

sentiment (e.g, “I like the service”) or can belong to neutral if used as a comparator (e.g, 

“It looks like a cat”). 
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2.6.2.3 Spelling correction algorithm 

To detect typos those contain repeated letters and delete the repeated letters. If a 

word is not found in the English dictionary, it will create the word into the dictionary 

(e.g., likke --> like). 

 
2.6.2.4 Non-lexical valence modifier- repeated letters 

If there are two or more repeated letters in a word, it will boost the sentiment words 

by 1. For example: if the sentiment score for “happy” is 2, the sentiment score for 

“happpppyyy” would be 2+1=3.  

2.6.2.5 Booster word – Intensifier 

If the phrase contains intensifier word, such as “very” (amplifier) or “somewhat” 

(downtoner), the strength of the phrase will be increased/ decreased by 1. 

 

2.6.2.6 Negation 

A negation word list used to invert sentiment of the phrase. For example: “I am not 

sad” – This phrase has a negative bearing word (sad), however the negation word (not) 

inverts the phrase sentiment to a positive sentiment. Besides, the negation sentiment will 

be ignored if the phrase belongs to a question. 

 

2.6.2.7 Emoticon list 

As discussed above, Sentristrength 2 also incorporated with emoticon list (manually 

annotated by humans). The emoticon contributes scores as +1 or 1. So, the presence of 

emoticon in a text may increase the sentiment score. 
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2.6.2.8 Exclamation Mark 

The minimum positive strength for phrases with exclamation marks is 2, unless it is a 

negative emotion. Repeated letters with exclamation marks would increase the strength 

of  the phrase immediately by adding 1. 

By reviewing this SentiStrength2 tool, it shows that it is well equipped to analyze 

social media data. However, it displays a limitation when tested against six social web 

data sets (BBC Forum posts, Digg.com posts, MySpace comments, Runners World 

forum posts, Twitter posts and YouTube comments) (Thelwall et al., 2012). The 

performance of this tool was below average due to its incapability to deal with 

ambiguity in sentences as it is not incorporated with Part of Speech (POS) tagging. This 

is because social media contains informal text that does not rely on standard grammar, 

so unambiguous techniques would not help to improve the performance of this tool 

(Thelwall et al., 2012). 

Furthermore, this tool is only able to process short text with a maximum of 100 

characters. Hence, this tool would not be suitable for every social media data set 

especially Facebook posts (possess large size of text). Moreover, some features in this 

tool, is not fully utilized to extract the sentiment. For example, Booster word/ intensifier 

has general value as one, however there are many intensifier words that have different 

level of strength like how it has been explained in SO-CAL tool. Similarly, a general 

value given for the repeated letters does not define the exact strength of the sentiment. 

Finally, this tool not featured to detect sarcasm (express negative sentiment with 

positive word using sarcastic tone) and irony (express negative sentiment with positive 

word using funny tone) sentiments. 
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2.6.3 Linguistic inquiry and word count (LIWC) 

Linguistic inquiry and word count (LIWC) is a commercialized product that is used 

for text analysis. LIWC is packaged as a standalone software that is able to work offline 

(Pennebaker et al., 2015). The main function of this tool is to calculate the degree of use 

words in pre-established categories defined within LIWC itself and produce a report that 

shows the percentage of words per text for each category (up to 80 categories).  The 

heart of this tool is the use of LIWC dictionary. Originally, LIWC dictionary was built 

with English lexicons (Pennebaker et al., 2007), however now it is available in other 

languages and with independent language dictionaries such as Chinese, Arabic, Spanish, 

Dutch, French, German, Italian, Russian and Turkish. Besides, the English LIWC 

dictionary has been used in other studies such as SentiStrength (Thelwall et al, 2010) 

and Kim et al. (2012), uses LIWC dictionary to classify anonymous texts.  

Generally, LIWC is designed to detect conscious (aware thoughts) and unconscious 

psychological (unaware thoughts) experts within a text and is widely used by 

psychologist, sociologists, linguists and computer scientists to perform psycho-linguistic 

analysis (Hutto & Gilbert, 2014; Pennebaker et al., 2007). The first version of LIWC 

dictionary was built from corpus analysis composed of 4500 words (Pennebaker et al., 

2007), however now the LIWC2015 dictionary is updated with 6400 words that include 

word stems, and emoticons. LIWC2015 is the latest software where the dictionary has 

been upgraded by adding punctuation, emoticons, numbers, abbreviation and short 

phrases (Pennebaker et al., 2015). These additions allow to process social media data 

that is mostly obtained from Twitter and Facebook posts.  

The main categories in LIWC that relate to sentiment analysis are Posemo (positive 

emotion) and Negemo (negative emotion). However, there are other categories that able 

to analyze emotions such as affect, anger, sad, and etc. Figure 2.2 shows the LIWC2015 

categories list. 
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Figure 2.2: LIWC2015 category list, (Pennebaker et al., 2015) 

The LIWC will start reading all words in a given text and count the number of word 

that match each category. Then, the percentage of the count is calculated for each 

category of the dictionary. For example, a text with 2000 words will be analyzed with 

LIWC dictionary. At this point, it may find 160 pronouns and 90 negative emotion 

words used. So, it would calculate the percentage as 8.0% pronouns and 4.5% negative 

emotion words. In LIWC dictionary each entry is defined in more than one category. 

For example, the word “cried” belongs to five categories: negative emotion, sadness, 

affect, past focus and verbs. Hence, while analyzing a text, if the word “cried” is found, 

these five categories scores will be incremented concurrently.  
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                             Figure 2.3: Sample of LIWC test result page 
                                         (http://www.liwc.net/tryonline.php) 

 

Figure 2.3 shows a sample of result page of LIWC analysis. This result comprises the 

percentage value for each category (such as self-references, social words, positive 

emotion, negative emotion and etc.), length of the text and shows the text that used to 

for the analysis. 

By reviewing LIWC, it shows this tool is only responsible to calculate percentage of 

the word count for each category. However, the incorporation of psychological process 

categories can be used as a part of emotion evaluation. LIWC is able to process a large 

text file and the latest version of LIWC2015 can be used to analyze social media data 

that mainly comprised with informal texts (acronym, punctuation, emoticons and 

numbers). When analyzing LIWC in term of sentiment analysis technique, this tool does 

not incorporate with many features such as negation, intensification, lexical valence, 

non-lexical valence, POS tags, sarcasm and irony. So it shows LIWC would not provide 

effective results towards the sentiment analysis process. 
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2.6.4 SentiHealth-Cancer (SHC-pt) 

      SentiHealth-Cancer (SHC-pt) is a sentiment analysis tool is built to analyze the 

emotional state of cancer patients in Brazil via social media (Rodrigues et al., 2016). 

The main objective of this tool is to improve sentiment detection by detecting positive, 

negative and neutral messages from online cancer communities. SHC-pt was developed 

in Portuguese language and focused only on patients diagnosed with cancer. SHC-pt has 

analyzed online cancer patient posts that collected from two different cancer 

communities from Facebook. Besides, a comparative study with the existing system has 

been performed to identify the effectiveness of SHC-pt (Rodrigues et al., 2016). The 

polarity range for this tool is from −5 (most negative) to 5 (most positive). The features 

that incorporated with SHT-pt are as follows: 

2.6.4.1 Dictionary set 

Four different sets of dictionaries were used in SHC-pt tool: “dictionary.txt”, 

“emoticon.txt”, “hashtags. txt” and “ngrams.txt”.  Every dictionary text file has the 

sentiment item list, where each row contains one sentiment item together with its 

sentiment score. 

Four different sets of dictionaries were used in SHC-pt tool: “dictionary.txt”, 

“emoticon.txt”, “hashtags. txt” and “ngrams.txt”.  Every dictionary text file has the 

sentiment item list, where each row contains one sentiment item together with its 

sentiment score. The “dictionary.txt” file is listed with Portuguese lexicons and its 

sentiment scores that are built based on SentiStrength dictionary. The “emoticon.txt” 

file is listed with 124 textual emoticons and its sentiment scores that were taken from 

SentiStrength tool. In addition, this emoticons list has also included question symbol 

with the score of zero. The “hashtags.txt” file is listed with hashtags that are commonly 

used in cancer groups on social networks, such as “#obrigadodoador” and 

“#obrigadodeus”.The “ngrams.txt” file listed with 86 n-grams and each line has four 
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information: n-gram, its sentimental score, priority (1-yes or 0-no) and variation (1-yes 

or 0-no). For example, “happy: 4:1:1” which means n-gram “happy” with sentimental 

strength +4, it is priority and variations is considered (happiness, unhappiness, happily). 

This n-grams identification logic was embedded in SHC-pt tool. 

2.6.4.2 Emoticons and hashtags 

If an emoticon or hash tag in the dictionary file is contained in the sentence, other 

sentiment items will be disregarded, where the sentiment scores of the sentence will be 

calculated based on emoticon or hashtag only. Otherwise, priority will be given for 

emoticon and hashtag will be disregarded. For example: 

If score for emoticon “:)” = 2 and 

score for hashtag “#thankyougod” = 3 and 

score for “good” =1 

Example 1 (sentence with emoticon and lexicon): 

“This is good deal :)”  

Total score= 1-1(disregard lexicon) + 2 (emoticon score) =2. 

Example 2 (sentence with emoticon and hashtag): 

I achieved my target :) #thankyougod” 

Total score= 3-3(disregard hashtag) + 2 (emoticon score) =2. 

In example 1, there were two sentiment items present in the sentence: “good” lexicon 

and “:)” emoticon. So the score for lexicon disregarded and only counting the total score 

based on emoticon score.  The same priority will be given for hashtag if a sentence 

contains hashtag and lexicon only. However, in example 2, it shows that priority only 

will be given for emoticon if the sentence contains both emoticon and hashtag. 
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2.6.4.3 Question mark 

A question sentence will be treated as a no sentiment sentence. Thus, the question 

symbol has been included in “emotions.txt” file with the score of zero. Since priority is 

given for emoticon, the sentence will be given score as zero. For example: 

   If score for “good”=1 

   Question mark sentence - “Is this a good deal?”  

   Total score= 1-1(disregard lexicon) + 0 (emoticon score) =0. 

The example above shows, although the word “good” has sentiment score, it has been 

disregarded due to the presence of question symbol. 

 

2.6.4.4 Exclamation mark, capitalized word and repeated vowels 

If the sentence contains exclamation mark the sentiment scores will be calculated by 

doubling up the score value (multiply by 2).  The same calculation will be performed if 

the sentence has uppercase case or word with repeated vowel, for example: “KIND” and 

“Kiiiiind”. 

2.6.4.5 N-gram 

N-gram is a sequence of sentence where the n indicates the size of the sentence (Kok 

& Brouwer, 2011; Aisopos et al., 2016; Awachate & Kshirsagar, 2016). For example, 

unigram (n-gram size is 1), bigram (n-gram size is 2) and so on. Some n-gram may have 

the same word in “dictionary.txt” file and in “n-gram.txt” file (between unigram and 

bigram). This may cause confliction when performing the sentiment score calculation. 

Thus in SHC-pt tool, priority is given to unigram. The unigram will be removed from 

the sentence after the sentiment score is calculated. In some cases, priority will be given 

for the bigger n-gram if the removal of unigram could affect the strength of the bigger 

n-gram. For example; “fight and win cancer”, if the unigram “cancer” is removed, it 

would reduce the strength of the bigger n-gram where the sentence becomes as “fight 

and win”. 
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In SHC-pt, the score calculation for a document is performed based on priority 

sentence. Sentences that have emoticon, hashtag, exclamation mark, capitalized word or 

some n-gram are known as priority sentences. Priority sentence will be given 

importance to calculate the sentiment score for each sentence in the document. If the 

document has more positive sentence than negative sentence, the document will be 

assigned positive scores and vice versa. 

     By reviewing the features included in SHC-pt tool, it shows that SHC-pt performs 

well compared to other general purpose tools such as Textalytics, SentiStrength, 

AlchemyAPI and Semantria (Rodrigues et al., 2016).  SHC pt is only designed with 

specific context for cancer (Rodrigues et al., 2016). However, it is unable to support 

misspelled word, slang, irony, sarcasm and other indirect expression in sentence. 

Furthermore, this tool does not incorporate other important features such as intensifiers 

and negation, which are derived in sentiment polarity determination. 

2.6.5 SmartSA 

     SmartSA is a lexicon based sentiment analysis tool that specially designed to analyze 

social media data responsible to capture contextual polarity from the interaction of two 

perspective: local (textual neighborhood) and global context (global genre) (Muhammad 

et al., 2015). SmartSA introduced hybridized lexicon created with the combination of 

SentiWordNet (SWN) dictionary and generated domain lexicons. The polarity range of 

SmartSA is as per SWN (-1 to 1). This is because most lexicons were obtained from 

SWN dictionary that already have specific polarity value for each lexicons. 
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 Figure 2.4 shows the overall process of SmartSA and following sub-sections explained 

the major activities involved to analyze the data.  

   
 

Figure 2.4: SmartSA- Overall process (Muhammad et al.,2015). 
 

2.6.5.1 Pre-processing 

    This is a prior activity for sentiment classification, where the input text will be 

transformed into unit terms together with its information. In pre-processing, 

tokenization and POS tagging will be performed by using TweetNLP (Gimpel et al., 

2011). Each token is converted into dictionary by using lemmatization (Manning et al., 

2014) after extracting scores from SWN by using the word lemma. 

 

2.6.5.2 Global context 

SWN is a sole sentiment lexicon for SmartSA, where it is only contributing 

general sentiment bearing words towards the analysis. This provides limitation as the 

domain-specific terms are being ignored. To overcome this limitation Muhammad et al. 

(2015) introduced hybridized dictionary: combination of SWN dictionary and the 

sentiment context extracted from target domain (Twitter, Digg and MySpace). Figure 

2.5 shows the generation of hybridization dictionary.  
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Figure 2.5:  Process of hybridization dictionary generation (Muhammad et al., 2015) 
 

 First, the sentiment context is identified from the domain data and labeling is done 

using distant supervision approach to generate domain lexicon. Next, generate 

hybridized lexicon by combining domain lexicon and its sentiment scores with existing 

SWN dictionary. 

 

2.6.5.3 Local context 

    Local context are the features that can alter the meaning of a phrase. This context was 

defined as lexical valence shifter that can be divided into two categories: lexical and 

non-lexical valence. The lexical valence shifters are recognizable words which are 

intensification/diminishing and Negation. Whilst, the non-lexical valence shifters are 

the informal texts that mostly present in social media data. The non-lexical valence 

shifters can appear in the form of a sequence of repeated letters, capitalization and 

emoticons.  

Below are the explanations given for the lexical valence shifters in SmartSA:  

(a)  Intensification/diminishing 

SmartSA has its own dictionary for words intensification where each word has 

its own percentage score. This is similar to the way SO-CAL deals with 

intensification words. 
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(b)   Negation 

In SmartSA, negation will be calculated by applying shift negation. SmartSA 

has the ability to calculate sentiment score according to the strength of the 

lexicon present. For example: the phrase “not good” is more negative than the 

phrase “not excellent”, (see figure 2.6).  

 
Figure 2.6: Negation calculations for SmartSA (Muhammad et al., 2015) 

 

Figure 2.6 shows the calculations for negation in SmartSA. In Sentiwordnet (SWN) 

dictionary (same dictionary used by SmartSA), each lexicon has two values which 

belong to positive and negative score. The positive score for negation is zero. An 

adjustment will be made by giving priority for the type of lexicon present in negation. If 

positive lexicon present in negation the positive scores of lexicon will be disregarded 

and calculates the sum of negative scores of both negation and lexicon. The calculation 

shows in figure 2.6 (a) and (b). If negative lexicon present in negation, the negative 

score of lexicon will be disregarded and calculates the sum of positive score of lexicon 

and negative score of negation (e.g. Figure 2.6(c)). If total calculation gives negative 

scores, then the adjustment will be changed by giving final score same as per positive 

score of the lexicon (e.g. Figure 2.6 (d)). 

Univ
ers

ity
 of

 M
ala

ya



45 

Below are the explanations given for the non-lexical valence shifters in SmartSA: 

 (a)   Repeated letters 

In SmartSA, when repeated letters are detected, the letters will categorically be 

reduced one at a time and checked with SWN. This process will be performed a 

maximum of two times. If the word is present in SWN, the polarity score will be 

calculated by assigning intensification value for the word “very”. For example: 

“I am not happpy”, score for happy word is 2, percentage for the “very” word is 

25% so the score will be 2 (original score of “happy” word) + [25% (percentage 

value of “very” word) * 2 (original score of “happy” word)] = 2 + 0.5 = 2.5. 

(b)  Capitalization 

     SmartSA introduced capitalization as an intensification in sentiment 

detection. The capitalization detection will take place if the whole sentence or 

phrase is not being capitalized. This is because if the whole sentence is 

capitalized, it may indicative of a writing style. Similarly, an intensification 

value for the word “very” will be used for sentiment score calculation for the 

repeated letters that are successfully detected. For example: 

    “I am UPSET with you!” changed to “I am very upset with you” 

(c)   Emotions 

The emoticons provided in SmartSA are those that are provided by Thelwall 

et al. (2010). The scores for the emoticons detection has been set in a simple 

way, where if found one or more positive emoticons in a sentence, the score will 

be given as 1. The same will be applied to negative emoticons. For this tool the 

emotions context has been restricted to sentence level. This is because sentiment 

has the ability to change from one sentence to another (Andreevskaia et al., 

2007). 
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By reviewing SmartSA tool, it has improved classification accuracy and it performs 

better than SentiStrength tool as well (Muhammad et al., 2015). Incorporation of 

hybridized dictionary in SmartSA enhances the performance across social media 

platforms such as Twitter, Digg and MySpace (Muhammad et al., 2015). However, 

there is restriction on non-lexical valences, where a general value has been given if the 

sentence is detected with repeated letter or emoticons. This needs to be improved as 

length of sentiment item (such as word, punctuation mark etc.) influences a significant 

change towards the sentiment strength (Brody & Diakopoulos, 2011). Furthermore, 

SmartSA also has compatibility problems when analyzing different context of data, 

which will be investigated in further studies. 

 Other lexicon-based approach studies 

In this section, the discussion will focus on relevant studies that were recently 

conducted to improve the lexicon based sentiment analysis. 

2.7.1 Lexicon‑based sentiment analysis for social media analytics 

In Jurek et al., (2015), a new algorithm of lexicon-based approach was proposed in 

order to perform real-time analysis on Twitter data. The lexicon dictionary used in this 

study was generated manually with the reference of SentiWordNet (SWN) dictionary. 

There are 6300 sentiment lexicons integrated in this dictionary. Besides, the polarity 

range of the sentiment lexicon is −100 (most negative) to 100 (most positive). There are 

two important components merged in this new algorithm: sentiment normalization and 

evidence-based combination function. These components are responsible to estimate the 

intensity of sentiment and also to support classification process that involve mixed 

sentiments (positive and negative sentiments). 

Sentiment normalization is used to combine the average sentiment of a sentence and 

the number of words used to calculate the average. Besides, evidence-based 

combination is used to determine the sentiment of a sentence if it contains mixed 
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sentiment, where a formula is used to identify the higher weight in sentiment (between 

negative and positive) and finalized the sentiment score by taking the highest weight 

sentiment. 

Moreover, this algorithm has also incorporated intensifiers and negation. Intensifiers 

in this algorithm are divided into three group downtoners, weak amplifiers and strong 

amplifiers where it will be calculated in percentage value, similarly done with SO-CAL 

and SmartSA. Negation in this algorithm does not use switch method, however a new 

calculation was proposed for negation that involves negation dictionary that contain 

specific scores for each negation word. The evaluation of this algorithm was performed 

with Stanford Twitter test set and Internet Movie Database (IMDB) data set, and with 

results showing that the two new components improved the performance of standard 

lexicon based analysis (Jurek et al., 2015). However, this algorithm has weakness as the 

performance is lower to process long documents compared with short messages, such as 

tweets. 

2.7.2 Lexical-based sentiment analysis – verb, adverb and negation 

In Shamsudin et al. (2016), a study conducted to introduce lexical based sentiment 

analysis on Facebook comments in the Malay language. The main contribution of this 

research is the enhancement of the term counting method into term counting average. 

Term counting (TC) is a method to calculate the overall average of sentiment without 

looking into the type of sentiment (positive or negative). Term counting average 

(TCAvg) is a method to obtain average value by calculating the difference between 

positive and negative average values of a sentence (calculates the positive and negative 

average separately). Besides this study incorporated POS tags that contains, verb, 

adverb and negation. The lexicon dictionary of these studies was built by combining 

adjectives from Wordnet Bahasa and Indonesian lexicon dictionary. 
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Moreover, additional dictionaries were created for negation, adverb and verb.  

Adverb and verb dictionary built with scores that manually assigned. Then, negation for 

this study is using a switch method, where it reverses the polarity of a sentiment. For 

example if the neighborhood sentiment value is -3 its will become +3 and vice versa. 

This proposed method was tested with Facebook comments that manually verified by 

human judgments. From the evaluation between TC and TCAvg method, TC shows a 

better performance in adjective and TCAvg shows a significant improvement with the 

incorporation of POS such as verb and adverb (Shamsudin et al., 2016). However, this 

study does not incorporate intensifiers which can cause major problems in sentiment 

analysis. 

2.7.3 Data mining  

     Mehto and Indras (2016), proposed a lexicon-based approach with an additional 

feature, called aspect catalogue. The mechanism of this sentiment analysis works by 

identifying the presence of keyword in aspect catalogue. Once identified, it will 

continue the process with sentiment detection. The purpose of aspect catalogue is to find 

the degree of importance towards the features of a product. The aspect catalogue was 

manually created and the context used for this analysis is mobile phone reviews.  

The weightage for the aspect features have been determined based on the frequency 

of feature appearance in mobile phone reviews. The lexicon dictionary used for this 

study is SentiWordNet (SWN). By adding aspect catalogue in sentiment detection, it 

helps to achieve more accurate ratings (Mehto and Indras ,2016). However, it is unable 

to process informal text (e.g repeated letter, capitalization, emoticons, acronym) in the 

form of substantial amount of expressions, this brings about limitations to this proposed 

tool. Another limitation is that it requires huge human effort to build the aspect 

catalogue. 

Univ
ers

ity
 of

 M
ala

ya



49 

 Summary  

      In this chapter, an introduction has been given for natural language processing 

(NLP) and the problems faced in NLP such as level of ambiguity and complexity of 

semantic information. Then the term of sentiment lexicon has been explained. There are 

two approaches for lexicon creation; manual lexicon creation and automated lexicon 

creation that have been explained by providing example of studies. Furthermore, the 

necessity of lexicon modifiers in lexicon based sentiment analysis has been discussed. 

Finally, a detailed explanation given on existing lexicon based sentiment analysis 

system: semantic orientation calculator (SO-CAL), SentiStrength, Linguistic Inquiry 

and Word Count (LIWC), SentiHealth-Cancer (SHC-pt) and SmartSA. Overall, each 

sentiment analysis system has its own advantages and disadvantages.  

 From the literature studies, it shows a majority of the systems are built to cater for 

the English language except SHC-pt that only supports the Portuguese language. 

Muhammad et al. (2015) showed that SmartSA is able to achieve better accuracy 

compared to SentiStrength. SentiStrength can perform better than SO-CAL, however 

the limitation to the number of characters in SentiStrength causes a concern.  

 Although SO-CAL is proven as a robust tool across different domains, the 

performance of this tool may not be satisfactory when it comes to analyzing social 

media data. This is because informal text used on social media requires non-lexical 

modifiers to produce an effective result and SO-CAL does not have the feature to 

analyze typo or misspelled words. Besides,  Rodrigues et al.  (2016) showed that SHC-

pt has a better accuracy result than SentiStrength when analyzing context based data in 

the Portuguese language. LIWC is a text analysis tool, but it was not designed with 

sentiment features like other tools. However, LIWC can be used as a reference tool 

which can identify the overall percentage of positive and negative words in a document. 

  Besides the comparison made among these five tools, a similar deficiency has been 

identified from all the existing systems. That is implementation of non-lexical 
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modifiers. Although some tools have already incorporated non-lexical modifies, but still 

they were not fully expanded. This can pose a threat when defining the strength of the 

sentiment. The focus of this research is to improve the non-lexical modifiers (especially 

repetition letter, capitalization and exclamation). This could provide a better outcome 

from sentiment analysis technique applied on social media data. 
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 RESEARCH METHODOLOGY 

 

3.1 Introduction 

A methodology implies a set of steps used to conduct a research. Likewise, the steps 

taken to complete this research will be stated and discussed within this chapter.  The 

following sections will provide a detailed explanation on system methodology deployed 

in this research, system requirements to develop the proposed scoring mechanism, data 

collection, data cleaning, data analysis and evaluation planning. 

3.2 System methodology  

Rapid Application Development (RAD) is known as modern SDLC (System 

Development Life Cycle) because it involves iterative process which is commonly 

adopted for rapid software application development. This methodology has been 

adopted to develop the LexiPro-SM as it is ideal for the development of web-based 

application development. Figure 3.1 shows a pictorial explanation of the phases 

involved in RAD methodology. 

 

Figure 3.1: RAD Methodology Phases 
(http://www.testingexcellence.com/rapid-application-development-rad/) 
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i) Phase One:  Analysis and quick design 

This phase is known as quick design where literature review performed 

and analyzed existing sentiment analysis tools to gather system 

requirements upon which a basic design flow is finalized.  The design 

comprises of screen flows and layouts for essential parts of the system.  

ii) Phase Two:  Construction prototype 

In this stage, the LexiPro-SM will be developed in an iterative cycle 

development where the testing, requirement refining and reconstruction 

will be continued until the development is completed. The data model 

will be converted into a functional model. It is necessary to deliver all 

iterations on time while scheduling other functionalities for the 

development after the initial release. Once the initial prototype has been 

developed, it will be tested using test data that prepared during quick 

design phase. Upon completion of prototype test phase, a review will be 

conducted to define the effectiveness of the initial prototype. After the 

review, the next iteration requirements will be determined. 

iii) Phase Three:  Testing 

During this stage the test focused on the completed scoring mechanism 

rather than the prototypes iterations. A user performed testing on the 

developed LexiPro-SM. 

iv)  Phase Four:  Implementation 

In this stage, the LexiPro-SM will be used to process live collected data. 

Then an evaluation was performed to ensure the effectiveness of the 

LexiPro-SM in live data.                      
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3.3 System requirements 

      In this section, a brief explanation is given on the main tools used to develop the 

LexiPro-SM mechanism. The tools are PHP programming language, Apache server, 

phpMyadmin database and MySQL. 

i. PHP programming language 

PHP is a scripting language that is widely used as an open source 

programming language which mostly supports web development and can be 

embedded into HTML. It is known as an easy programming language and 

suitable for use as text based analysis as PHP possess useful features for text 

processing. Furthermore, previous experience using this programming 

language helped shorten the learning curve when it came to developing 

LexiPro-SM. The PHP program coding was done using Notepad++. 

ii. Apache Server 

Apache server is an open source web server that creates interconnection 

between PHP programming language and phpMyadmin database. This local 

server supports offline web-based application development. 

iii. phpMyadmin and MySQL 

phpMyadmin is a free database that interconnects PHP programming using 

MySQL query language. In this research, all the data activity will be handled 

in phpMyadmin database.     
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3.4 Operational Framework 

In the process of gathering all the information needed, the researcher had built an 

operational framework. The purpose of this framework is to provide an overview of all 

the tasks carried out throughout the entire research. The operational framework main 

activities involved in research initiation, literature review, design, data collection, data 

cleaning, LexiPro-SM development, testing and report writing. Figure 3.2 illustrates the 

operational framework. 

 

 

 

 

 

 

 

 
Figure 3.2: Operational Framework 

 

Figure 3.2 shows overall work flow in this research. First, is initiation that involves 

discussions with a supervisor to brainstorm ideas. Second is literature review, where 

research was initiated by studying existing systems relating to this research and to 

identify the objective, research question and project scope. Third, the design framework 

for data collection, data cleaning and data analysis (LexiPro-SM) was carried out. 

Fourth, perform data collection from Facebook airline pages and stored it in a database. 

Fifth, perform data cleaning on collected data from Facebook and store the clean data in 
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database. Sixth, involves development of the scoring mechanism with new features. 

Seventh, perform testing on the developed scoring mechanism. Lastly, perform report 

writing by compiling all the activities in this research. Following sections discuss data 

collection, data cleaning and data analysis which are important in LexiPro-SM 

sentiment analysis. 

3.5 Data collection 

Facebook is the main source of data collection (comments). This is because 

Facebook, unlike Twitter has the capability to store large amounts of data in a single 

post and there is no restriction to extract the data from public pages of Facebook 

(Rastogi et al., 2014; Troussas et al., 2013).  Data has been collected from the official 

pages in Facebook that belong to two major airlines in Malaysia, which will be referred 

to Airline A and Airline B respectively.  

 

 

Figure 3.3: Data Collection 

 
 

Figure 3.3 shows the data collection process, where all the data for this research were 

collected with the aid of Facebook developer tool which is known as Graph API. Graph 

API is a low-level HTTP-based API tool that is used to retrieve or publish data (Weaver 

and Tarjan, 2012). Graph API has many software development kits (SDKs) with 

OFFICIAL PAGE: 
AIRLINE B 

OFFICIAL PAGE: 
AIRLINE A 
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different languages such as iOS, Android, JavaScript, PHP SDKs and etc. Besides, each 

SDKs has their own API reference which will be used to access the Facebook data. 

Thus, for this research the data will be collected by using PHP SDKs which can be used 

in PHP environment. In order to access the Facebook data with API references, some 

important information must be included in the scripting work. The information is 

application id, application secret and the Facebook page id (the page id of Airline A and 

Airline B).   

For this research, three months’ worth of comments were collected from the posts 

between November 2015 and January 2016. The reason for choosing this particular time 

frame is because this duration falls within the school holidays and festival seasons in 

Malaysia and is considered peak season for the airline industry with the assumption that 

this peak season may lead to an increase in comments in the airlines official Facebook 

pages. When performing the data extraction, all the posts and comments that were 

posted by the administrator (of the airline page) and empty data were neglected.  

The Table 3.1 shows the total data collected from each official page of the airline in 

Facebook for the duration of three months. 

Table 3.1: Raw data count for each airline 

 

All data collected from Facebook were stored in a database where each airline has its 

own table to store its raw data. The information stored in a raw data table is post id 

(unique) of the comment, date of the comment posted, and the comment. 

 

 

 

Duration: Nov 2014- Jan 2016 Airline A Airline B 
Total Data 5068 11722 
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3.6 Data cleaning 

  Data cleaning is the pre-processing method that involves operations to remove 

noises in raw data (Seerat & Azam, 2012; Rahm & Do, 2000). Noises are the 

meaningless data or irrelevant information for a data analysis and they vary in every 

type of data analysis (Xiong et al., 2006). Thus, the identification of noise elements 

is important for data analysis (Zafarani et al., 2014). The main idea of this research 

is to perform data analysis towardS the text collected from Facebook which can be 

referred to as text analysis. Facebook is one of the social media that contain 

informal text and also contain different types of irrelevant information. However, 

the determination of noises is fully dependent on the criteria of the data is required 

for data analysis. 

In this research, the data analysis is fully focused on the text (alphabets) and 

only one punctuation symbol which is exclamation mark (!). Other than that, 

everything can be categorized under irrelevant data. The elements of noises that was 

identified in this research are: 

a) Hashtag  

b) URL link  

c) Emoticon  

d) Numeric characters 

e) Every symbol except exclamation mark  

f) Special characters  

f) Malay words  

g) Irrelevant phrases (e.g greetings, words contain no and etc). 

The data cleaning process starts with the removal of elements which are used for 

navigation purposes: Hashtag (e.g #merdeka, #iloveu and etc.) and URL link (e.g 

https://www.facebook.com/, https://www.google.com/ and etc.). Then, the removing 
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process continued with emoticon (e.g "B|","o.O","(y)","O.o",":P","=D" and etc.). 

Although sentiment analysis techniques can be used to analyze Hashtag and emoticons 

(Qadir & Riloff, 2013; Koto & Adriani, 2015), in this research they will be treated as 

noises. This is because, the main focus of this research is to identify sentiment from the 

misspelled word and improve the scoring mechanism with the lexicon modifiers. The 

cleaning process continued by removing all the numeric characters, special characters 

(e.g  “த” , “泰” ,“ ”ميل  and etc.) and  symbols (e.g. “?”, “.”, “=” and etc.) except the 

exclamation mark (!). The reason for using exclamation mark symbol as a relevant data 

in this research is because this symbol is an important element in sentiment analysis that 

can be used to emphasis the strength of the sentiment (Taboada et al., 2011; Muhammad 

et al., 2015; Paltogloua et al., 2010; Thelwall et al. 2012).   

       Another important cleaning stage in this phase is removing Malay words from the 

raw data, because the importance of this research is only given to processing data that 

relate to the English language. Malay words will be removed by searching the existence 

of the words in the Malay dictionary. The Malay dictionary used in this cleaning 

method was obtained from the PHP SpellCheck dictionary that has GPL license from 

MySpell. However, the cleaning process does not remove the alphabets that are not 

related to the English language. This is because; irrelevant alphabets in the form of 

misspelled words are the main source of data used in this research.  

      Finally, the data cleaning process will be applied on irrelevant phrases. Through 

observations from data collection, many comments were found containing greetings 

such as “good morning”, “happy new year”, and “thank you (at the end of text)” which 

are not important to be used in data analysis and it may contribute to false results. 

Similarly, most of the raw data contain acronym for the word “number” as “no”. The 

word “no” is a negation word that play a big role in determining the sentiment of a 

sentence, so it also could cause faulty results during the data analysis process. 

Therefore, all the acronym for the word “number” (no) have been removed. For 
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example: the phrase “booking no” will be replaced by “booking”.  Below is an example 

of raw data and clean data for the same comment. 

 

Raw data: “I have login into your website http://www.airline.com/ and it does not have 

information as provided in facebook #airline page. unable to find accurate info !!! :( 

terima kasih 1234 米尔 ” 

Clean data: “I have login into your website and it does not have information as 

provided in facebook page unable to find accurate result ! ! !” 

Table 3.2 shows the total count of the data for each airline after performing the data 

cleaning process. 

Table 3.2: Total clean data for Airline A and Airline B airlines 
 

 
 
 

             

3.7 Data analysis 

This section is the most significant phase in this research, where the enhancement of 

scoring mechanism is implemented. Therefore, the discussion in this section will be 

based on the incorporation of dictionaries, intensifiers, negation and non-lexicon 

modifiers such as capitalization, repetition letters and exclamation mark. The following 

sub-sections will provide an in-depth explanation of the LexiPro-SM development. 

 

 

Total clean data Airline A Airline B 
4291 10189 
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3.7.1 Type of dictionary used in LexiPro-SM 

In this scoring mechanism, there were five types of dictionary used to analyze the 

data. The dictionaries are: English dictionary and Malay dictionary, lexicon dictionary, 

intensifier dictionary and acronym dictionary. Following are the explanation given for 

the four types of dictionaries: 

i. English dictionary and Malay dictionary 

This dictionary is a collection of English words which will be used to check the 

spelling of the word whether it is correct or not. Similarly, Malay dictionary also 

has a collection of Malay words with a same structure, because both English and 

Malay dictionaries were obtained from the same source. These dictionaries were 

obtained from the PHP SpellCheck dictionary that has GPL license from 

MySpell. 

ii. Lexicon dictionary 

The lexicon dictionary was taken from SO-CAL, where the lexicons were hand-

ranked with a scale of +5 to -5. It contains 2,252 adjective entries, 1,142 nouns, 

903 verbs, and 745 adverbs (Taboada et al., 2011). 

iii. Intensifier dictionary 

This dictionary also was taken from the SO-CAL, where the intensifier word 

labeled with a percentage value. It has 177 words such as (very, extremely, 

somewhat and etc.) (Taboada et al., 2011). 

iv. Acronym dictionary 

This dictionary is a small collection of short form words that were frequently 

used in informal conversation. For example: “gud” (good), “hpy” (happy) and 

etc. It was manually created by referring to the actual scores of the abbreviation 

in lexicon dictionary. 
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3.7.2 Dictionary generation for LexiPro-SM 

In LexiPro-SM all the dictionaries were obtained from other sources such as SO-

CAL and PHP SpellCheck dictionary except acronym dictionary was manually created. 

However, in LexiPro-SM three dictionaries were combined into one file (excel.csv 

format used), which are SO-CAL lexicon dictionary, SO-CAL intensifier dictionary and 

acronym dictionary. 

 

Figure 3.4: LexiPro-SM dictionaries “lexiprodict.csv” 

 
 

Figure 3.4 is the combination of three types of dictionaries where (a) belongs to SO-

CAL lexicon dictionary, (b) belongs to intensifier dictionary and (c) belongs to acronym 

dictionary. Each dictionary has two columns where first column contain the sentiment 

words and second column is contain the score for the sentiment words. For example in 

Figure 3.6 (c), column E contains the sentiment words (acronym words) and column F 

contain the scores for the words. The reason for the combination of dictionaries in one 

file is because in LexiPro-SM the dictionaries will be read in “.csv” format and it is 

being read, each dictionary will be loaded in to an array concurrently. If each file is read 

separately it will take time to load the dictionary into each array. However, the language 

(a) (b) (c) 
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dictionaries will be treated separately as both dictionaries have a huge collection of 

words. Figure 3.5 is the interface of English dictionary where the file name is 

“engdict.csv” and Figure 3.6 is the interface of Malay dictionary where the file name is 

“malaydict.csv”. 

 
 

Figure 3.5: English dictionary “engdict.csv” 
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3.7.3 Examples of sentiment calculation in LexiPro-SM 

LexiPro-SM is the lexicon-based sentiment analysis tool that is able to identify the 

sentiment present in a text and calculates the total scores for the sentiment present in a 

text. Below are  examples that show the calculation for three types of sentiments which 

are positive, negative and neutral. 

Example 1 (positive sentiment): 

If score for the lexicons “good” =3 and “delicious” =5 

Positive sentence = “The restaurant providing a good customer service and the food  
served was delicious” 

Total score= (3 [score for the word “good”] + 5 [score for the word “delicious”] ) / 2 
(number of lexicon present in a text) = 8/2 =4. 

 

Example 2 (negative sentiment): 

If score for the lexicons “stupid” = -4 and “hate” = -4 

Negative sentence = “You are stupid and I hate you” 

Total score= (-4 [score for the word “stupid”] + -4 [score for the word “hate”] )/2 
(number of lexicon present in a text) = -8/2 = -4. 

 

Example 3 (neutral sentiment): 

Negative sentence = “Your payment has been processed” 

Total score= 0. (no sentiment detected) 

 

Above examples shows the calculation for sentiment detection in a sentence where 

example 1 is for positive sentiment, example 2 is for negative sentiment and example 3 

is for neutral sentiment. The calculation of total scores is the average value of the sum 

of sentiments score over the number of sentiment present in a sentence like in examples 
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1 and 2. However for neutral detection, the score will be given as zero if there is no 

sentiment word present in a text/phrase.  

3.7.4 Features incorporation in LexiPro-SM 

The score calculation for LexiPro-SM has embedded with six features: intensifier, 

negation, repeated letters, capitalization, exclamation mark and auto word correction. 

The explanation given for these five features as follows: 

a) Intensifier 

Intensifier calculation for this LexiPro-SM follows the SO-CAL intensifier 

calculation (Chapter 2), where each intensifier has its own percentage value that 

describes the strength of the intensifier word. For example: 

           If score for “happy” word =2 and 

           Percentage value for “really” = 15%  

           Amplifier sentence = “really happy” 

           Total sentiment score = 2 (score for “happy”)× (100% +15%) = 2.3. 

 

In social media, the informal text can appear in many forms to express people’s 

emotion such as capitalization, repeated letter or punctuation mark. Similarly, 

intensifier word also can appear twice or more to emphasize the sentiment of the 

word. For example: “I am very very happy”.  This shows that the person is 

happier than very happy (Bhaskar et al., 2014). Hence, a calculation is included 

to count for text/sentence that has two intensifier words with the neighborhood. 

For example: 
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       If score for “happy” word =2 and  

       Percentage value for “very” = 25% 

       Amplifier sentence = “I am very very happy” 

Total sentiment score = (2 (score for happy)× (100% +25%)) x (100% +25%)) = 
2.88. 

The example above shows the similar calculation for intensifier. However, 

additional percentage value is added in this calculation due to two intensifier 

words present in the same sentence.  

The first calculation will be calculated for “very happy” and followed by a 

second calculation for the additional word “very”.  Finally, the value obtained 

from the first calculation will be multiplied with value of the second calculation 

to get a sentiment score for “very very happy””. 

b) Negation 

Negation in this scoring mechanism can be divided into three categories which 

are: switch negation, intensifier negation and sentence negation. 

i. Switch negation 

 Switch negation is the common negation method which will reverse the 

polarity sentiment of a word. For example: 

                       If score for “happy” word =2 

Switch negation = “I am not happy” (not negated happy) 

Total sentiment score = 2 x (-1) =-2. 

 

Above example shows the sentiment of “happy” word changing from 

positive to negative with the presence of negation. 
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ii. Intensifier negation 

Intensifier negation is the presence of negation on next to intensifier. 

This type of negation does not reverse the polarity of a sentiment but it 

can reduce the intensified lexicon score. For example: 

     If score for “happy” word =2 and  

     Percentage value for “very” = 25% 

     Intensifier negation sentence = “not very happy” 

     Total sentiment score = (2 × (100% +25%))/2= 1.25. 

 

According to Collins advanced English dictionary, the use of “not 

very” with an adjective or adverb gives meaning as not completely true 

or true only to a small degree.  This shows the presence of negation in 

intensifiers will reduce the degree level of sentiment. By considering 

this, division by two has been finalized for the intensifier negation 

calculation, which can reduce the degree level of intensified sentiment. 

The example above shows that the score of “happy” word (2) is 

multiplied with intensifier value (100% +25%). Then the value from the 

multiplication divided by two. Thus 1.25 is the final score given for this 

sentence. 

iii. Sentence negation 
 

This negation is a bit complicated than the above negations, because this 

type of negation is present in a sentence but not next to lexicons or 

intensifier (adjectives or adverb). So, there are possibilities of sentence 

sentiment to turns into positive sentiment if the actual meaning belongs 

to negative sentiment. This is because negation words only will be 
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calculated if it present next to lexicons or intensifier. By considering this, 

a general value has been assigned for the sentence negation which is -4. 

This value was taken from SO-CAL (used for negation calculation) 

(Taboada et al, 2011) and also finalized by conducted internal testing. 

For example: 

If score for “good” word =3 

Sentence negation = “I can’t find any good deals” 

Total sentiment score = 3-4(general value for sentence negation) = -1. 

 

The example above shows the sentence having positive lexicon (good) 

while no negative lexicon is found in this sentence. The sentiment can be 

calculated as positive polarity, however it does not give the actual 

meaning of the sentence that is completely described in a negative way. 

Thus, the general value for negation is assigned (-4) for the sentence 

calculation and the final scores turn into negative (-1) which defines the 

actual meaning of the sentence. This calculation is aimed to reduce the 

degree level of sentiment in a sentence. 

 

c) Repeated letter 

This part is the most important process where the contribution is made in this 

research. This research is mainly focused on analyzing misspelled words with 

repeated letters, where the scoring mechanism will identify the 

lexicon/intensifier in repeated letters’ words by following two methods which 

are looping and stemming methods (as discussed previously). Below are 

examples showing the score calculation for repetition letters in a word: 
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Example 1: 

If the score for word “Happy” is 2, 

            Value for single repetition letter = 0.5 

       Sentence A: “I’m happpppy with your service” 

        Score for letter repetition = 3 * 0.5 =1.5 

        Total Score =   2+ 1.5 = 3.5 

    

 

 Example 2: 

                    If the score for word “Happy” is 2, and  

                    Value for single repetition letter = 0.5 

                   Sentence B: “I’m happppppppy with your service”   

                    Score for letter repetition = 6 * 0.5 =3.0 

                    Total Score = 2+ 3.0 = 5.0 

 

The above examples show the difference in number of repetition of letter 

between two lexicons (that has same meaning) would produce different weight 

for the sentiment value. 

In this research the value for single repetition letter is given as 0.5. This 

is because, repetition letter is a part of intensification which is responsible to 

increase or decrease the weight of a sentiment (Muhammad et al., 2015). 

Generally, intensifier in SO-CAL has different percentage values for each word. 

However, a percentage value cannot be defined for repetition of letter words as 

the repetition of letters can occur in any kind of words in a document.  A 

standard value is needed to be assigned to each repetition letter. Thus, 0.5 score 

has been finalized after performed many internal testing. The sentiment value of 

0.5 score will be changed according to the sentiment value of lexicon. For 
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example: if negative lexicon has repeated letters, then the score for each 

repetition letter is -0.5 and vice versa. 

d) Capitalization 

 For LexiPro-SM, the capitalization score calculation will be the same as SO-

CAL calculation, where the capitalized lexicon score will be multiplied by two. 

For example: 

If the score for “happy” word =2 

Score for “great” word =4 

                   Capitalized sentence = “HAPPY to work with a great person like you” 

Total sentiment score = ((2x2) +4)/2=4. 

 

Above example shows, the sentence contain two positive lexicons where one 

lexicon is capitalized (“HAPPY”) and other is not capitalized (“great”). So the 

capitalized lexicon score will be multiplied by two and that value will sum up 

with “great” score. Finally, the total score will be divided by two.  

This division is due to the number of lexicon present in a sentence where it is 

giving an average value for the whole sentence. 

e) Exclamation Mark 

As discussed in Chapter 2, exclamation mark is a part of the intensifier of a 

sentence. In SO-CAL, the exclamation mark calculation gives a strong strength 

for the sentiment by multiplying the lexicon value with 2 while it does not give 

importance to the number of exclamation marks present in a sentence. However, 

in LexiPro-SM development importance was given to the number of 

exclamation marks that present in a sentence and a general value score will be 

assigned for each exclamation mark.  
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This general value score follows as per repetition letter (as discussed 

previously). This is because both features are similar in terms of length of 

character, which can improve the strength of a sentence. Below are the examples 

that show exclamation mark calculation for SO-CAL and LexiPro-SM. 

Example 1 (SO-CAL): 

If the score for “happy” word =2 

Sentence with exclamation mark = “I am HAPPY with your service!!!!!!!!!!” 

Total score calculation= 2 [score for “happy” word] x 2 [exclamation 
intensification] = 4. 

 

Example 2 (LexiPro SM): 

If the score for “happy” word =2 

       Sentence with exclamation mark = “I am HAPPY with your service!!!!!!!!!!” 

Total score calculation= 2 [score for “happy” word] + (0.5 [exclamation 
intensification] x 10 [number of exclamation mark]) = 2+5=7.   

 

Above examples shows the same sentence but the total scores are different 

between SO-CAL and LexiPro-SM. This is because, in LexiPro attention is 

given to the number of exclamation marks, however in SO-CAL only focuses on 

the presence of exclamation mark. In LexiPro-SM the number of exclamation 

marks counted and multiplied with 0.5 score (finalized the score with many 

internal testing). So the exclamation score will be sum together with the average 

score of the lexicons present in a sentence forming the total score for the 

calculation. The sentiment of 0.5 score will be changed according to the 

sentiment that has highest average score in a sentence. If the sentiment for the 
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highest average score is negative, then the score for each exclamation will be 

changed to -0.5 and vice versa. 

f) Auto word correction by PHP spell check 

Incorporation of word correction algorithm in LexiPro-SM is one of the efforts 

to make an improvement in social media text analysis.  This feature was 

incorporated in LexiPro-SM as a means to study the pro and cons of word 

correction algorithm in social media text analysis. Thus, below is the example of 

calculation for auto word correction feature: 

         Auto word correction sentence = “You are doing a horible job” 

         Lexicon detected = “horrible” 

        If before score for “horrible” word =-3 

        Total sentiment score = -3. 

 

The example above shows the sentiment calculation for the sentence “You are 

doing a horible job”, where the misspelled word “horible” was corrected 

automatically as “horrible” and a sentiment score calculated for the sentence is 

“-3” instead of zero sentiment score. 
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3.7.5 Features comparison: LexiPro-SM vs SO-CAL 

 Table 3.3 shows the features comparison between LexiPro-SM and SO-CAL.  In 

LexiPro-SM only one feature was solely inherited from SO-CAL which is 

capitalization. Improvement was made on two features which are intensifier and 

negation. The improvement in intensifier calculation is dealing with sentiment word that 

has repeated intensifier words in a sentence such as “I am very very happy”. This is 

because in SO-CAL, the intensifier feature is only giving scores for a sentiment word 

that has one intensifier word in a sentence. The improvement in negation calculation 

was made by merging additional methods (switch negation and intensifier negation) 

with shift negation method. However, the shift negation method in LexiPro-SM will be 

called as sentence negation as this method only applied for negation that present in a 

sentence but not next to lexicons or intensifier (adjectives or adverb) such as “I can’t 

find any good deals”. Besides, one feature in LexiPro-SM is not inherited from SO-

CAL, that is exclamation mark. For exclamation mark calculation, attention given to the 

number of exclamation marks but in SO-CAL it only focuses on the presence of 

exclamation mark. The modification or improvement made on these features is to 

enhance the degree level of the sentiment presents in a sentence. Lastly, there are two 

new features included in LexiPro-SM but not incorporated with SO-CAL, which are 

repeated letter and auto word correction. 
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Table 3.3: Features comparison: LexiPro-SM vs SO-CAL 

Features LexiPro-SM SO-CAL 

Capitalization Solely inherited from SO-
CAL 

The value of capitalized 
sentiment word will be multiplied 

by 2 

Intensifier 

Inherited from SO-CAL. 
However, improvement made on 

calculation by dealing with 
repeated intensifier word.  

Calculation made for only one 
intensifier word for a sentiment 

word 

Negation 

 Using three types of 
negation: Switch, Intensifier and 

Sentence (inherited from SO-
CAL). 

 Shift negation that using 
specific value (as 4/-4) for 

negation calculation. 

Exclamation 
Marks 

Attention is given to the 
number of exclamation marks 

Focuses on the presence of 
exclamation mark 

Repeated 
Letter 

Giving scores for the 
sentiment word that contains 

repeated letter 
Not applicable 

Auto word 
correction by 

PHP spell check 

Auto-correct misspelled word  
that relevant to sentiment word 

and gives scores 
Not applicable 

 

 

In LexiPro-SM the score calculation can be divided into three stages: 

At first stage of score calculation, the calculation involves incorporation of all 

features except exclamation mark. Besides, an individual average score will be 

calculated for the positive and negative sentiment.  

In second stage of score calculation, a comparison will be made between average 

score of positive and negative sentiments. If the average score of negative is higher than 

positive score, the exclamation scores will be sum together with average score of 

negative and formed a final score for the negative sentiment and vice versa.  
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Once the individual final score is formed for both positive and negative sentiments, 

the difference will be calculated between both sentiments. This difference value will be 

assigned as a total sentiment score for a text/sentence. 

The last stage of this score calculation is categorization of the total sentiment score 

into a polarity group from -5 (most negative) to +5 (most positive); zero value is 

assigned to neutral. This categorization will be used to analyze the overall results of 

analysis in Chapter 5.  

There is another function working together in a parallel manner with the scoring 

process. The purpose of this function is to categorize each text/sentence into four groups 

that represent the airline industry services. The four groups are “customer service”, 

“price”, “pre-flight”, and “facility”. However, the text/sentence that do not meet the 

criteria of any groups (mentioned above) will be categorized under “other” group. 

 The main aim of this service categorization is to help the service management in the 

airline industry to narrow down their attention to services that require improvements. 

The process of categorization will be worked by checking each chunked word into four 

difference arrays that contain a list of keyword that is related to each category. For 

example: if the word present in the “price” array, then the sentence will be categorized 

under the “price” group. 

Once the text/sentence has been analyzed, this information will be stored in a 

phpMyadmin database, where the table contains post id, cleaned text, total sentiment 

score, polarity group and service categories such as customer service, price, preflight, 

facility and others. This table will save all the processed data for final results of the data 

analysis. Results and evaluations will be discussed further in Chapter 5. 
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3.8  Evaluation planning 

In this section, the evaluation planning and effectiveness of LexiPro-SM is discussed. 

This planning is also important because the second objective of this research is to 

evaluate the enhanced scoring mechanism by comparing it with an existing system, 

where SO-CAL will be used to perform result comparison with LexiPro-SM. Therefore, 

the planning for the evaluation follows as per the steps below: 

i) Analyze all clean data using LexiPro-SM and SO-CAL 

ii) Select 300 data randomly from the total processed sample which has both 

tool scores 

iii) Perform human expert analysis  

iv) Generalize the human experts results 

v) Perform evaluation measures with evaluation metrics 

Above steps shows the method to conduct evaluation on LexiPro-SM. First, 

sentiment analysis will be performed for the finalized clean data by using LexiPro-SM 

and SO-CAL and the results (sentiment scores) will be recorded. Next, 300 randomly 

selected data will be sent for human expert analysis. The human experts (linguistic 

experts) consulted for verification purpose are from education, linguistic and the 

information technology background. The expert role is to manually analyze posts and 

determine the sentiment without the help of any tools. For example if a data belongs to a 

positive sentiment, the human expert will classify the data as “positive” instead of 

assigning score for it. Once the human experts are done with the analysis, all three sets 

of results will be collected and comparison made between the results. A finalized result 

will be generated (assigned most define sentiment) based on the three results. The 

finalized human expert result will be used as trained data to perform evaluation 

measures by using the evaluation metrics (discussed in following section). Hence, from 

the evaluation a measurement of the effectiveness of LexiPro-SM can be determined. 
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3.9 Evaluation Metrics 

Evaluation metrics are the methods that are used to measure the capabilities and 

effectiveness of a tool (Moraes et al., 2013; Yeet al., 2009). In this research, there are 

four evaluation metrics applied, which are accuracy, precision, recall and F1-Score 

measure. Following are the explanation for each of the evaluation metrics: 

a) Accuracy 

 Accuracy is to determine the overall performance of a sentiment analysis (SA) 

tool where it defines how accurate the results produced. 

 Accuracy = total count well classified (positive + negative + neutral) / total data  

Accuracy of a tool can be identified by calculating the division of:  the total 

count of data that match the human expert results by the total data of human 

expert results (which is 300 data set used for this research). 

b) Precision 

 Precision measures how many of human expert data are correctly matched with 

the total data of a particular sentiment generated by an SA tool. 

       Precision =   well classified count / (well classified count + bad classified count) 

In this calculation, the precision will be calculated by dividing the total count of 

data that match the human expert results (only for a single type of data) by the 

total count of data that is classified by a tool (same type of data). 

For example: 

   Positive precision = Total positive data that match with human expert result 
                                              Total positive data that produced by a tool 
 

This example shows the precision formula for one type of data which is positive. 
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c) Recall 

 Recall measures how many posts using SA tool correctly matches the total data of a 

particular sentiment determined by human expert data. 

Recall     =    well classified count / human expert analyzed count 

In this calculation the recall will be calculated by dividing the total count of data that 

match the human expert results (only for one type of data) by the total count of 

human expert results data (same type of data): 

Positive recall = Total positive data that match with human expert result 
                                      Total positive data of human expert result 
 
This example shows the recall formula for one type of data which is positive. 

d) F1-Score measure  

Tools that have high precision value tend to have low recall and vice versa. Thus, F1-

Score measure used to calculate the combination of precision and recall to produce a 

final result that defines the effectiveness of a SA tool. 

F1-Score =   2 (Recall x Precision) / (Recall + Precision) 

The calculation will be made by multiplying the value obtain from multiplication 

between recall and precision, by two, and then the resulting value is divided by the 

sum of recall and precession. 

Additionally, the performance of the proposed system with SO-CAL was tested for 

its significant difference using pairwise comparisons. SPSS version 23 was used for this 

purpose, with an alpha level of 0.05. 
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3.10 Summary 

In summary, chapter 3 discussed the planning and steps involved in building the 

proposed scoring mechanism of LexiPro-SM.  The system methodology deployed in 

this research is Rapid Application Development (RAD). The programing language used 

to develop LexiPro-SM is PHP. The operational framework of this research was also 

discussed. 

Data collection was performed by collecting data from Facebook pages of two major 

airlines (Airline A and Airline B) with the aid of Graph API (PHP SDKs) and stored in 

database. Then, data cleaning was performed by removing all the noises that is 

irrelevant to this research and where the clean data will only contain alphabets and 

exclamation mark. Finally, the clean data will be used for data analysis activity in order 

to determine the sentiment score and categorized score based on the polarity range.  

Explanations given for the features will incorporated in LexiPro-SM such as 

dictionaries, negation, intensifier, exclamation mark, capitalization, repeated letter and 

auto word corrector. 

Furthermore, a parallel activity was performed together with the scoring process, 

where the data was categorized into four groups of airline services (customer service, 

price, pre-flight and facilities) which would be helpful for airline service improvement. 

The irrelevant data will be grouped under “other” category. All raw data, clean data and 

processed data will be stored in a database consisting of separate tables for each airline. 

Finally, evaluation planning was discussed, together with the use of evaluation 

metrics to determine the effectiveness of LexiPro-SM. 
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 IMPLEMENTATION AND TESTING 

 

4.1 Introduction 

      This chapter describes the activities involved in the system design phase of LexiPro-

SM, followed by system implementation. Besides, an explanation is given on the testing 

performed with LexiPro-SM, identifying the effectiveness as compared against the 

existing system. Finally, a description is given on the web-based portal for LexiPro-SM 

analysis. 

4.2 System design 

System design is a process to design the characteristic of a system defined by 

methods, functions or procedures (Waldo, 2006). System design also aid in 

understanding the overall process from a single page view.  In this research, there are 

three types of designs to showcase the overall process involved in LexiPro-SM, which 

are Use case diagram, Entity-relationship diagram (ERD) and Data flow diagram 

(DFD). The following sub-sections were explained each of the design with a diagram. 
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Data Analyst 

4.2.1 Use case diagram 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.1: Use Case Diagram for LexiPro-SM  
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Figure 4.1 shows the activities of an actor in LexiPRO-SM sentiment analysis. This 

actor is addressed as a data analyst who is responsible to collect data and perform 

sentiment analysis. The process starts with the data analyst retrieving data from a 

Facebook page and storing it in a raw database. Then data cleaning is performed on the 

raw data and a clean database is used to store the processed data. Next, the data analyst 

performs text analysis on the clean data where it involves extracting sentiment, 

calculating sentiment score, polarity grouping and airline service grouping. The 

processed data from the text analysis will be stored in a score database. Finally, the data 

analyst analyzes the score data in the score database to identify the overall results of the 

data analysis. 
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4.2.2 Entity-relationship diagram (ERD) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.2: Entity Relationship Diagram (ERD) for LexiPRO-SM  
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Figure 4.2 shows the relationship between entity and database. The relationship starts 

from Facebook developer who uses AppID, AppSecret and AppVersion to access the 

Facebook page that belongs to a specific PageID . The Facebook page contains posts 

where each post has its own CommentId, date and comment. With Facebook developer 

access, the posts were extracted and stored in raw database that has CommentId, date 

and Comment columns. Cleaning was performed on the data from the raw database and 

stored the processed data in clean database that contain CommentId, date and 

CleanComment columns. Finally, sentiment analysis was performed on the data from 

the clean database and the results stored in the score database that has PolarityGroup, 

ProcessedComment, ServiceGroup, SentimentScore, Date, CommentID as columns. 
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4.2.3 Data flow diagram (DFD) 

 

 

 

 

 

 

 

 

Figure 4.3: Data flow diagram (ERD) for LexiPRO-SM  

Figure 4.3 shows how data flows between the process and database. The crucial 

processes involved in this sentiment analysis are collecting comments, raw data 

cleaning and analyzing the clean data. Three different types of databases were 

incorporated in this analysis, namely raw database, clean database, and score database. 

The activity of data flow starts with comments collecting process, where a request is 

sent to gain access into the Facebook page. Once the access is granted, the comments 

from the Facebook page will be extracted and stored in a raw database. Then the data 

cleaning process is carried out, where the raw data will undergo a cleaning process and 

the clean data will be stored in the clean database. Finally, the process continues with 

the analysis of clean data, this is to identify the sentiments present in the data and give 

scores for each data. Once the clean data is analyzed, the resulting data is stored in the 

score database. 
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4.3  System implementation 

In this section, the implementation of LexiPRO-SM is discussed. The 

implementation phase is divided into three parts which are data collection, data cleaning 

and data analysis. The following sub-sections provide a detailed explanation of the 

implementation. 

4.3.1 Overall framework of LexiPro-SM analysis 

     Figure 4.4 shows the overall framework of LexiPro-SM analysis. This starts from 

selecting an unprocessed clean text from the clean data database and chunk it into 

words. Then, each word will be analyzed individually and the given scores will be 

averaged after the last chunked word in the text has been processed.  

Once the text has been chunked, the word will be checked in English dictionary. If 

the word is present in English dictionary it will be treated as a correct word else will be 

treated as a misspelled word. The correct word will then be checked in the lexicon 

dictionary and the misspelled word will be checked in acronym dictionary. 

If the correct word is present in the lexicon dictionary, the sentiment score will be 

given for the word.  Scores calculated for each word will be stored in an array which 

will be used for the total score calculation on the end of data analysis. If the correct 

word is not present in the lexicon dictionary, it will be treated as non-lexicon word 

which will bear neutral value as zero. 

For each misspelled word present in the acronym dictionary, a score will be given for 

the word and stored in the same array as discussed above. However, if the word is not 

present in the acronym dictionary, it will be brought to the next level of checking. In 

this checking, the misspelled word will be checked as it contains repetition letters or 

not. If repetition of letter is found, it will be analyzed by repetition letter methods 

(looping and stemming method) else the misspelled word will be checked under auto 

word correction program.  
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Two methods were applied on repetition letters analysis which are looping and 

stemming methods. The looping method in this research is defined as doing loop check 

on the repetition letter word by removing one repeated letter from the word at a time 

and the new word will be checked in lexicon dictionary. If it is present in lexicon 

dictionary, scores will be given (with the sum of repetition letters score) else the looping 

will be continued until the last repetition letter and no score will be given if there is no 

lexicon identified until the end of the looping. 

The stemming method in this research is defined as replacing all repetition letters 

into one letter. For example: if the repetition letters word is “bessstttt” it will be 

replaced as “best”. Then, the stemmed word will be checked in lexicon dictionary. If it 

is present, scores will be given (with the sum of repetition letters score) or else no score 

will be given. 

 Looping method is only applied for the repetition letters word that has only one type 

of repeated letter, for example the word “baddddd” has only one type of repeated letter: 

“d”. However, the stemming method is applied for the repetition letters word that has 

more than one type of repeated letter for example the word “besssttt” which has two 

types of repeated letters: “s” and “t”.  

Looping method is not suitable for the word that has more than one type of repeated 

letter. This is because, the presence of more than one type of repeated letters will 

increase the checking logics which indirectly increase the looping complexity. This can 

lead to more time consumption to process a text which results in poor performance. 

Figure 3.10 illustrate the algorithm used for repeated letter analysis. 

Besides, if the misspelled word does not contain repetition letters, this word will be 

checked under an auto word correction program known as PHP SpellCheck. This is a 

free source program developed by Digital River Inc. and it is available online 

(http://www.phpspellcheck.com/). The auto word correction algorithm works by 

replacing the misspelled word with the most relevant word. For example, the word 
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“fantstic” will be replaced to “fantastic”. Then the replaced word will be checked in 

lexicon dictionary, if it is present in lexicon dictionary, scores will be given or else the 

misspelled word will be treated as non-lexicon word with a neutral value. The 

incorporation of auto word correction is one of the attempts in this research, to identify 

the meaning hidden in misspelled word which would help to improve the strength of a 

sentiment. 
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Figure 4.4: Overall framework of Data Analysis 
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1. Start 
2. Chunk sentence into word 
3. Loop start-each word 

3.1 Check word in English dictionary 
3.2 If present 
3.3 Give score 
3.4 Else  
3.5 Check for repeated letters 
3.6 If have 
3.7 Count for type of repeated letter 

3.7.1 if  count =1 
3.7.2 Use loop method and check word in lexicon dictionary 

3.7.2.1 If present 
3.7.2.2 Calculate score with length of repeated letter 
3.7.2.3 Else 
3.7.2.4 Give no score 

3.7.3 Else 
3.7.4 Use stem method and check word in lexicon dictionary 

3.7.4.1 If present 
3.7.4.2 Calculate score with length of repeated letter 
3.7.4.3 Else 
3.7.4.4 Give no score 

3.8 Else  
3.9 Check word in auto word corrector 
3.10  If have  
3.11  Give score 
3.12  Else 
3.13  Give no score 

4. End loop  
5. Calculate total sentiment score for sentence 
6. Store in database 
7. End 

                      
 

Figure 4.5 is showing the algorithm to detect repeated letters in a word and assigned 

a score if the word present in lexicon dictionary. 
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4.3.2 Implementation of data collection 

As discussed in Chapter 3, all the data for this research were collected from 

Facebook with the aid of Graph API PHP SDKs. In order to extract data from 

Facebook, the user should have access to the Facebook developer page and it can be 

obtained by completing a simple registration. This Facebook developer page contains 

three types of details that will be used as a credential to access the Facebook data via the 

scripting work. The details are API Version, AppID and App Secret. Besides the three 

details, another detail must be included in scripting work that give access to the data of 

a particular page. This detail will be called PageID. Each group or individual page has 

its own PageID which is unique to other PageIDs.  

 

Figure 4.6: Important API References to access Facebook data 

Figure 4.6 shows the API references used in scripting work to access the Facebook 

data. Besides, it has also included information as “Duration”. This used to extract data 

in a particular duration, where the duration will be in the form of timestamp. For 

example:  

“$fb->get('/349961378450395/posts?since=1454169600&until=1454255999')”, 

This section involves obtaining the posts of Airline A page from 30th of January 

2016 (4.00 pm) to 31st of January 2016 (3.59 pm).   
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Figure 4.7: Sample of Facebook post and data storing 

 

Facebook 
post and 
comments 

Administrator 
comment 

 Post date 

 Database to store raw data 

Figure 4.7: Sample of Facebook post and data storing 
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Figure 4.7 shows an example of post’s image that was taken from Airline A page and 

the data storing in database. In Facebook, each page has its own administrator who is 

managing the posts, pictures and other features of their page. An administrator is 

someone who is able to post information and they can participate in the comment 

conversation as well. However, a user is only allowed to give comments under the post. 

These comments will be extracted (along with comment ID and comment date) and 

used for sentiment analysis. The post date will be used in API reference to setup the 

duration. In some comment conversation, there were comments posted by the 

administrator. These comments are irrelevant for data analysis as the research only 

required public’s opinion towards the organization. Thus, during the data extraction, the 

administrator’s comments will be ignored and only public comments will be stored in 

database.   

The extraction of the Facebook comments is linked to database, where all comments 

were grabbed from the Facebook page, and directly stored in database. These comments 

will be called as “raw data”. The raw data was collected and stored separately for each 

airline, where the table name for Airline A is “rawdataA” and for Airline B is 

“rawdataB”. The table of raw data has three important columns, which are “postid” (to 

store comment’s id), “date” (to store the date of the comment) and “comment” (to store 

the comment).  
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4.3.3 Implementation of data cleaning 

As discussed in Chapter 3, data cleaning is the process to remove irrelevant data 

(which is known as noises) from the raw data. The noises were determined based on the 

research requirements. The noises in this research were narrowed down to URL link, 

emoticon, numeric characters, special characters, Malay words and irrelevant phrases 

and every symbol except exclamation mark. The scripting work for data cleaning 

process was built on a function basis, which means each noises has its own function to 

process the data. So the raw data will be passing through all the functions and finally 

will obtain the clean data as an output.  As mentioned in previous chapter, the clean data 

for this research will be in a form of alphabets or alphabets with exclamation mark 

symbol. 

Figure 4.8 shows all the functions to remove the noises that were included in one 

main function which is referred to as “cleanProcess” function.  This function will call 

the raw data and it will pass through all the cleaning functions and finally return data 

that remain alphabets and exclamation mark.  

Besides the “cleanProcess” function, other functions were included to remove unwanted 

spaces in data. This functions are applied so removing noises in data will result in more 

space that may otherwise increase the size of the data. Thus, these functions reduce the 

size of data by removing unwanted spaces. 
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                                      Figure 4.8: Functions for data cleaning  

                                                           

Once the “cleanProcess” function has processed the raw data, it will return processed 

data that contain alphabet and exclamation mark. However, this processed data will pass 

through another stage of cleaning which is the removing of Malay language. This stage 

can be divided in to two parts, where the first part the whole data is removed /deleted  if 

the count of Malay word exceeds 50% of the total count of words (in a data). Second, if 

the Malay word count less than 50% of the total count of words (in a data), all the 

Malay words will be removed from the data. This is because through observation during 

data extraction, the data that has more than 50% Malay words may not be relevant to the 

data analysis (example 2). Thus, the whole data will be removed and concentration will 

be given to data that has less than 50% Malay words. Below are the two samples of data 

that will be used to show the cleaning process, where raw data 1 contains all the noises 

and Malay words that are less than 50% count. Then, raw data 2 contain Malay words 

more than 50% count.  
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For example: 

Example 1 (raw data 1): 

 “Good morning and happy Monday. This is a testing to clean raw data :) Terima 

kasih https://www.google.com/, besides it will replace booking no to booking TQ !!!” 

Example 2 (raw data 2):  

“Data ini mempunyai perkataan melayu yang lebih daripada 50% yang di kira 

sebagai tidak penting untuk analisis ini, this data contain Malay words that more 

than 50%” 

 

Figure 4.9: Example of data cleaning results 

      In Figure 4.9(a) and (b) are raw data table, then (c) is clean data table. The two raw 

data sample were inserted into raw data table and data cleaning was performed. In the 

cleaning process, once the process completed the clean data will be inserted into clean 
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data table and the data in raw data table will be updated as processed by changing the 

“status” value from 0 to 1 asp Figure 4.9 (b). The “status” column is used for internal 

checking purpose, this to avoid data duplication during the data insertion process, where 

0 indicates not processed and 1 indicates as processed. So from the Figure 4.9 above it 

shows that all the noises were removed from raw data 1 and inserted  into clean data 

table as (“and This is a testing to clean raw data besides it will replace booking to 

booking ! ! !”) (see Figure 4.9(c)). Then the raw data 2 was ignored as it contains Malay 

words greater than 50%. The following figures show the interface of clean data table for 

both airlines where “cleandataA”for Airline A and “cleandataB” is for Airline B. 

 

4.3.4 Implementation of data analysis 

In this research, no system was developed to perform the sentiment analysis. 

However, it is only involves scripting work that is linked to database where it is able to 

process data and store the sentiment scores in database. In order to visualize the 

implementation of data analysis towards the enhanced scoring mechanism, a web-based 

prototype was developed with PHP language. This prototype will be called LexiPro-SM 

prototype. The function of LexiPro-SM prototype is to perform single data analysis and 

shows the sentiment results as an output of the analysis.  The main purpose to develop 

this prototype is to identify the effectiveness of LexiPRO-SM by doing testing and 

making comparison with an existing system. Univ
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Figure 4.10: Interface of LexiPro-SM prototype 

Figure 4.10 shows a simple design of LexiPro-SM prototype. The text will be 

analyzed by placing a clean text in the textbox and click the “Analyze” button. Once the 

“Analyze” button is clicked, it will populate the sentiment result in three categories, 

which are sentiment score, polarity group result and airline service category result. The 

sentiment score represents the total sentiment scores that is calculated for a text.  

Polarity group is the categorization of sentiment score in a scale of (-5 to +5) 

whereby -5 is the most negative, +5 is most positive and zero represent neutral value. 

This polarity group result will be used in data evaluation in Chapter 5. The final result is 

for airline service categorization. This is to categorize the text into five groups which 

are customer service, price, preflight, facility and others. The result for airline 

categorization is indicates as “0 or 1”, where “0” is not in category and “1” is in 

category. Besides there are other information added to the output of the analysis, which 

is the identification of sentiments that shows the details of lexicon present in a text  such 

as “Pos word + no negation and Int: good” and the text that was used to analyze to 

obtain the sentiment result (figure 4.10). 
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4.4 System testing 

In this section, testing was performed on LexiPro-SM prototype and SO-CAL, where 

the importance were given to the key features that were improved in LexiPro-SM such 

as negation, repeated letter, exclamation mark and auto word correction. During the 

testing, same data was used for both tools and comparison were made with the results. 

By doing a comparison, the effectiveness of the LexiPro-SM can be identified. 

Following are the testing on the key features as mentioned above: 

4.4.1 Testing on negation 

As discussed in Chapter 3, the negation calculation in LexiPro-SM can be divided 

into three categories which are switch negation, intensifier negation and sentence 

negation. Below are the corresponding tests made for each negation as follows: 

a) Switch negation  

 

Figure 4.11: Testing results for switch negation 

Figure 4.11 shows the result for the negation calculation where LexiPro-SM 

applied switch negation but in SO-CAL it did not. The score obtained for the 

sentence “I am not happy with your service” are LexiPro-SM “-4” and SO-CAL “0” 

respectively. It is shows LexiPro-SM giving a correct sentiment value while SO-CAL 

did not. In SO-CAL the negation calculation will be calculated by assigning a 

standard value as “-4” (see Chapter 2). Thus, for some situation it may give an 
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inaccurate result as per Figure 4.11 above. However, by applying switch negation 

method in LexiPro-SM, it improves the sentiment score calculation by detecting a 

correct sentiment. 

b) Intensifier negation  

 

Figure 4.12: Testing results for intensifier negation 

Figure 4.12 shows intensifier negation calculation, where the function of intensifier 

negation reduces the strength of the sentiment but not reverse the sentiment value. The 

score obtained for the sentence “i am not really happy” are, LexiPro-SM “2.4” and SO-

CAL "0.8” respectively. Both results remain in positive sentiment, but SO-CAL gives a 

lower score closer to the neutral value. LexiPro-SM maintain its results as an average 

positive value that shows it follows the intensifier negation condition. So overall, 

LexiPro-SM gives a better score than SO-CAL. 
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c) Sentence negation  

 

Figure 4.13:  Testing result for sentence negation 

Figure 4.13 shows sentence negation calculation results, where the calculation made 

for the negation that present next to a non-sentiment word. The scores obtained for the 

sentence “Nobody in your team helped us” are, for LexiPro-SM “-1.67” and SO-CAL 

“1.0” respectively. From the results, it shows that LexiPro-SM is able to calculate a 

correct sentiment score, in this case a negative sentiment while SO-CAL does not.  

4.4.2 Testing on repeated letter 

This section is the major contribution to this research, where improvements made by 

identifying lexicon in misspelled words that have repeated letters calculate scores based 

on the length of the repeated letters. 
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(c) 

(b) 

(a) 

Figure 4.14: Testing results for repeated letter 
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 Figure 4.14 shows the results of sentiment score calculation for the lexicon word 

that contain repeated letters (in the form of misspelled word). There are three samples of 

results, which are 4.14(a) normal sentiment score for lexicon word “love” (general 

sentiment score for love is +3), 4.14(b) and 4.14(c) scores for the repeated letters word 

which have different lengths of repetition letters. All the sentences used for this 

calculation has the same meaning as “I love Malaysia”, however the number of repeated 

letters “o” in the lexicon word “love” are different in 4.14(b) and 4.14(c), thus giving it 

different sentiment scores. Overall the tests show that the contribution to this research 

was achieved and LexiPro-SM is proven to improve the sentiment calculation for 

repeated letters, while SO-CAL does not. This is because SO-CAL does not have the 

feature to process misspelled words or the repetition of letters. Table 4.1 shows the 

testing results of real data that has repeated letters. 

Table 4.1: Results of real data that has repeated letters 

 

From the results, (Table 4.1) shows that LexiPro-SM is able to produce sentiment 

scores for repeated letters, whereas SO-CAL is unable to do so. Thus, LexiPro-SM 

seems to be more effective than SO-CAL in processing misspelled words with repeated 

letters. 

PostID 
 

Comment 
 

LexiPro-
SM 

Score 

SO-
CAL 
Score 

10153831209492387_10153831306292387 Loveee u AA 4 0 

10153731962257387_10153732347432387 
your website is 
slowwwwww -3.5 0 

10153847271892387_10153856004057387 
Hi yes I saw Super 

cheapppp 2.95 0 

10153746184497387_10153746359392387 
Im 

waitinnnnngggggg -6.5 0 
818701548243040_823267847786410 Speechless woww 2.5 0 
831486256964569_835771293202732 Wowwww 3.5 0 
838723519574176_838924016220793 I luvv MH 3.5 0 
868063803306814_868940789885782 The bestt u all crew 5.5 0 Univ
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4.4.3 Testing on exclamation mark 

 
Figure 4.15: Testing results for exclamation mark sentiment score calculation 

Figure 4.15 shows the testing results of sentiment score calculation for exclamation 

mark. The scores obtained for the sentence “I hate your service !!!!!!!!!!!!!!!!!!!!!” from 

LexiPro-SM is “-14.5” and SO-CAL is “-8.0”. From the results, it shows that LexiPro-

SM is able to determine the strength of a sentiment based on the length of repeated 

exclamation marks, however SO-CAL only calculate scores for the presence of 

exclamation marks in a sentence (see Chapter 2). Hence, the enhancement made on 

LexiPro-SM has improved the sentiment score calculation for exclamation marks. 
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4.4.4 Testing on auto word correction 

 

Figure 4.16: Testing results for auto correction word sentiment score calculation 

    

Figure 4.16 shows the results from analyzing misspelled words with phpspellcheck 

auto correcter. The score obtained for the sentence “you are stpid” from LexiPro-SM is 

“-4” and SO-CAL is “0” respectively. From the results, it shows the implementation of 

phpspecheck auto corrector in LexiPro-SM being able to detect the correct spelling for 

the word “stpid” as “stupid”. However, SO-CAL is not incorporated with a word 

correction feature. Therefore, the implementation of this feature in LexiPro-SM can 

produce better results than SO-CAL. 

Table 4.2 shows the total processed data, where for Airline A is 4291 and Airline B 

is 10189.  There is huge difference between the processed data count of both airlines. 

Thus, for further analysis these counts were equalized to 4000 by random data selection 

from each airline. 

Table 4.2: Total processed data count 

 
 
 

 

Total processed data Airline A Airline B 
4291 10189 
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4.5 Web-based portal for LexiPro-SM analysis report 

A web-based portal was created to present the analysis results of LexiPro-SM in a 

graphical visualization. In this portal, each airline has own page to view the results 

obtained from the LexiPro-SM analysis. The airline page contains charts that represent 

the results in three different forms, which are overall result chart, polarity group chart 

and sub-services chart.  

The overall result chart is a pie chart that contains total counts of positive and 

negative scores (in percentage). This helps the airline management to get an overall idea 

of customer opinion of the services provided.  

The polarity group chart is a bar chart that represents the count (in percentage) of 

polarity results in eleven categories which are (-5 to +5). The categories indicate the 

strength of sentiment present in a text or comment, where -5 and -4 indicate as most 

negative scores which are in red bars. On the other hand, +4 and +5 indicate most 

positive scores represented in in green bars. Zero polarity is represented by a yellow bar. 

The purpose of this polarity group is to identify the emotion level of the customer. For 

example: if the bar chart has high green bars compared to other positive bars, it 

indicates that the level of customer satisfaction is very high. 

The third set of results is a bar chart for sub-services, in which the results are 

categorized into five groups, which are customer service, price, preflight, facilities and 

others (Liau & Tan,  2014). The others group is to show the sentiment results that do not 

fit the four sub-services, for example the phrase “I am happy”, this indicates a positive 

sentiment, however it is not related to any particular sub-services. Thus, it will be 

categorized as “other”. The results for each group are presented in dual bars where red 

color indicates negative scores and green color indicates positives scores. The count of 

negative and positive scores was presented as a percentage.  
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The customer service group is related to staff performance, such as the call center, 

online supports (email, e-form) etc. The price group is for comments related to 

payments, charges, fares, promotion, ticketing etc. The pre-flight group is related to the 

services that are provided before boarding such as the check-in process, luggage, 

boarding pass, flight selection etc., whereas  the facilities group is for the facilities that 

are provided in and out of the flight, such as airport environment, food and beverage 

served in flight, special class service in flight, medical supports etc. The sub-service 

chart will be useful for the airline management to monitor the services provided for the 

customer, where management can narrow down their attention to a particular service if 

the chart shows a high percentage of negative scores (i.e. indicates a poor performance). 

Furthermore, these results may help the airline management to determine their 

marketing strategy without performing any manual activity such as questionnaires and 

interviews which could involve high expenses and consume long hours. 

In addition, the airline page was also built with a feature which allows the airline 

management to view the top five comments with the most negative and most positive 

scores (Figure 4.20). The purpose of this function is to show the five real comments that 

achieved the highest scores. This would be helpful for the management to understand 

the emotion of the customer by reading their comments and would be helpful to 

maintain the reputation of the organization by solving problems immediately (for 

negative comments) or encouraging customers with additional services such as free 

tickets and promotions (for positive comments). 

Furthermore, the airline page was linked to another page which is called a 

comparison report page. This page shows the comparison made between the services of 

the two airlines which are Airline A and Airline B. Then, comparison comments were 

produced for each part of the analysis which were overall service result, polarity group 

result and sub-services result.  
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This comparison report would be helpful for the airline management to make 

comparisons with the competitor airlines and improve the services provided in order to 

achieve more support from customers.  

    Following are the screen captures of the web-based portal that presents the LexiPro-

SM results. This web-portal has a homepage that linked with the Airline A analysis 

report page (Figure 4.17), Airline B report page (Figure 4.18) and Comparison report 

page (Figure 4.19).  
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Figure 4.17: Airline A analysis report page 
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Airline A 

Polarity group graph Sub service group graph 

Top 5 negative comments icon 

Top 5 positive comments icon Overall result graph 

Comparison report icon 

Figure 4.17: Airline A analysis report page 

Univ
ers

ity
 of

 M
ala

ya



109 

                       

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.18: Airline B analysis report page   

 

 

 

 

 

 

Polarity group graph Sub service group graph 

Top 5 negative comments icon 

Top 5 positive comments icon Overall result graph 

Home icon 
Comparison report icon 

Airline B 

Figure 4.18: Airline B analysis report page   

Univ
ers

ity
 of

 M
ala

ya



110 

 

 

 

 

 

                                   

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.19: Comparison report page 

Airline B Airline A 
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Airline B vs Airline A 
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                        Figure 4.20: Example of top five comments   

 

 

Airline A 

(a) Top 5 positive comments for Airline A 

(b) Top 5 negative comments for Airline A 

Airline A 

Airline A 

Figure 4.20: Example of top five comments   
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4.6 Summary 

In summary, this chapter presented three types of system design describing the 

database relationship with an entity, data analyst activities in LexiPRO-SM sentiment 

analysis, and the data flow between processes and database. The three system designs 

are Use case diagram, Entity relation diagram (ERD) and Data flow diagram. Detailed 

explanation given on system implementation that involves data collection, data cleaning 

and data analysis processes.  

In the implementation of data collection, an explanation given on the AP references 

that was used to access Facebook data, show the type of information that will be 

extracted from Facebook pages and stored in databases. The extracted data will be 

stored in a raw database where the tables are named “rawdataA” for Airline A and 

“rawdataB” for Airline B.  

In the implementation of data cleaning, an explanation was given on how scripting 

work with the functions to remove all noises in raw data and showed examples of data 

cleaning with data stored in a clean database. The clean data are stored in clean database 

where the tables named “cleandataA” for Airline A and “cleandataB”  for Airline B 

respectively. Following that, the importance of LexiPro-SM prototype and its features 

was discussed. Furthermore, a complete testing was performed between LexiPro-SM 

and SO-CAL on the improved features such has negation, repeated letters, exclamation 

marks and auto correction word. Finally, the functions of web-based portal for LexiPro-

SM analysis were discussed. 
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 RESULTS AND DISCUSSION 

 

5.1 Introduction 

Chapter 5 discusses a case study from the airline industry in Malaysia and the 

evaluation results of the proposed enhanced scoring mechanism, LexiPro-SM. A 

comparison is made between LexiPro-SM and SO-CAL to identify the effectiveness of 

LexiPro-SM.  

5.2 LexiPro-SM analysis on Malaysian airline industry 

     Based on the sentiment analysis results, a case study was conducted between the two 

airlines: Airline A and Airline B. This case study identified customers’ opinions (from 

each airline) and performed a comparison study to determine the airline that provide 

better service for passengers and travelers. Also, a web-based portal was created to 

present the analysis results in a graphical form as illustrated in chapter 4 (the physical 

design of the portal). The following sections present LexiPro-SM analysis results from 

the two airlines which involve overall service result, polarity group result, and sub-

services result. 

     The overall service represents the negative and positive counts that belong to each 

airline. Polarity group is the categorization of the sentiment scores into eleven 

categories within the range of -5 to +5, in which -5 (red in chart) represents most 

negative, +5 (green in chart) represents most positive, and 0 represents neutral (yellow 

in chart). The counts of the data for each group are presented in a percentage form 

representing the polarity results. Lastly, the airline service is divided into four categories 

namely customer service, price, pre-flight and facility.  Data that do not match any of 

the four categories are categorized as “others”. 

 

Univ
ers

ity
 of

 M
ala

ya



114 

5.2.1 Overall service: positive vs. negative count (%) 

Figure 5.1 illustrates the overall results based on the positive and the negative score 

counts (in percentage). Figure 5.1(a) shows the results of Airline A, where the score for 

positive is 49.35% and negative is 50.65%. Figure 5.1(b) shows the results of Airline B, 

where the positive score is 21.36% and the negative score is 78.64%. As for Airline A, 

the result shows that the negative score is slightly higher than the positive score in 

which the difference between the two scores is only 1.3%. Besides, the results of Airline 

B also show that the negative score is higher than the positive score, but the two scores 

are substantially different as much as 57.28%. This simply means that Airline B has a 

higher percentage of negative scores compared to positive scores. By comparing these 

two charts, results show that Airline B has achieved higher negative score than Airline 

A, which in turn indicate that many customers were unhappy with the service provided 

by Airline B. Although Airline A has high negative scores, the positive scores of Airline 

A are relatively higher than the positive scores of Airline B, indicating that Airline A 

provides better service than Airline B. The comparison is continued in the following 

section (with polarity results) to identify the percentage value obtained by both airlines 

in the highest polarity categories (-4,-5, +4 and +5). 

 

 

  

 

 

 

                           
Figure 5.1: Overall service result 

(a) Airline A (a) Airline B 
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5.2.2  Polarity group result 

Figure 5.2 illustrates the polarity results from the two bar charts whereby 5.2(a) 

represents Airline A and 5.2(b) represents Airline B. Both charts have highest 

percentage of neutral (yellow) score; that means, out of 4000 data sets from each airline, 

more than 25% data did not contribute to the sentiment result. Besides, from the Airline 

A results, the highest negative bar is -2 (13.83%), while Airline B is also -2 (20.6%). 

Airline A’s highest positive bar is +2 (9.35%), while Airline B’s highest positive bar is 

+1 (4.08%). These highest polarity results show that most comments from both airlines 

belong to the moderate sentiment range (-2,+1,+2) indicating that customer satisfaction 

for both airlines is in the satisfactory level. However, when comparing the percentage of 

the most positive (+4 and +5) bars between the two airlines, Airline A has higher green 

bars (9.06%) than Airline B (3.82%), which indicate that customer satisfaction is greater 

in Airline A compared to Airline B. Similarly, when comparing the most negative (-4 

and +5) bars between the two airlines, it shows that Airline B has higher red bars (8.8%) 

than Airline A (4.08%), which indicate that the number of people who are very 

unsatisfied with the service is higher in Airline B than Airline A. Overall, the 

representation of negative bar charts is higher in Airline B and lower in Airline A. This 

trend concludes that Airline A provides better service than Airline B. 

    
 

 

 

 

 

 
Figure 5.2: Polarity results 

 

(a) Airline A (b) Airline B 
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5.2.3 Airline sub-services score 

     Figure 5.3 illustrates the scores in graphical forms as shown in the following bar 

charts. Figure 5.3(a) depicts the scores for Airline A and 5.3(b) for Airline B. These bar 

charts have five categories namely customer service, price, preflight, facility, and 

others.  The green bars represent positive scores whereas red bars represent negative 

scores. The function of this bar chart is to show customers’ opinions towards the five 

categories mentioned. By so doing, the score results help airline management to identify 

the rating score for sub-services and plan for pre-emptive measures to make 

improvements. From the results, every sub-service group has higher negative scores 

than positive scores except for the “others” group which is treated as irrelevant 

information for this sub-service analysis. Therefore, in this case, all categories require 

improvement. However, the most significant group can be identified by calculating the 

difference between negative and positive sentiment scores in order to identify the group 

with the highest negative opinions. 

 

 

                                            

 

 

 

   Figure 5.3: Sub-services scores for Airline A and Airline B 

 

 

(a) Airline A (b) Airline B 
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     Table 5.1 shows the difference between negative and positive scores for both airline 

categories. The highest scores represent highest negative value. As for Airline A, pre-

flight has the highest negative difference, whereas for Airline B, the highest negative 

difference is present in its customer service. 

Table 5.1: Difference between negative and positive scores 

 
 
 
 
 
5.3 Results based on evaluation metrics 

     As discussed in Chapter 3, LexiPro-SM was evaluated using evaluation metrics such 

as accuracy, recall, precision, and F1-score measure. This evaluation measure was 

performed using 300 data sets that were randomly selected from the total processed data 

of both airlines (Airline A and Airline B) and classified by human experts. According to 

Narr et al. (2012), human annotation for a large data would be costing high. Besides, 

trained data that based on human expert classification (hand-labelled) should consists 

only a small amount of data (Narr et al.,2012). Thus, 300 trained data have been 

finalized by considering the cost and time constraints involved in this research. The 

human expert classification was performed by three linguistic experts.  Their main task 

was to classify each comment as positive, negative or neutral. With the help of three 

human experts, the possibility of a tie in identifying sentiment of each post was 

eliminated as the post was identified as positive, negative or neutral based on majority 

(Muhammad et al., 2015). Thus, the finalized human expert results were used to 

perform evaluation measure calculation. SO-CAL was also evaluated with these metrics 

for the purpose of making a comparison between LexiPro-SM and SO-CAL.  

Negative 
score 

Customer Service 
(%) 

Price   
(%) 

Pre-Flight 
(%) 

Facility 
(%) 

Airline A 6.29 3.17 7.53 3.26 
Airline B 30.21 9.51 17.3 8.87 
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     Table 5.2 shows the finalized results of the human expert classification depicting the 

count of positive, negative, and neutral out of the 300 data sets (chapter 3). 

                        Table 5.2: Human expert classification results 
 
 

5.3.1 Accuracy result 

     Figure 5.4 shows the accuracy results comparing LexiPro-SM and SO-CAL as 

illustrated in graphical form.   Based on the observation of the accuracy results, it shows 

that LexiPro-SM has achieved a high accuracy of 90.7% whereas SO-CAL has only 

achieved moderate accuracy of 58.33%. This indicates that LexiPro-SM achieved a 

higher accuracy compared to SO-CAL. 

 

 

 

 

 

 

 

                                                Figure 5.4: Accuracy results 

 

5.3.2 Performance results 

Table 5.3 shows the performance results of LexiPro-SM comparing SO-CAL that 

included the results of recall, precision, and F1 score. For LexiPro-SM, there is not 

much difference between recall and precision results. However, SO-CAL has a 

significant difference between recall and precision achieved, especially for positive and 

negative sentiments where positive recall is 60.44% while the positive precision is 

49.6%.  Meanwhile, the negative recall is 59.43% and the negative precision is 75%. 

Human expert 
classification 

Positive Negative Neutral Total 
91 106 103 300 
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These differences lead to calculating F1score for all the results in order to identify a 

harmonic average between recall and precision. So, the comparison was made by 

looking into the F1 score achieved by both tools.  

                                        

Table 5.3: Performance results 
Tool LexiPro-SM SO-CAL 

Metrics Positive 
(%) 

Negative 
(%) 

Neutral 
(%) 

Positive 
(%) 

Negative 
(%) 

Neutral 
(%) 

Recall 98.9 85.9 88.4 60.44 59.43 55.34 
Precision 90 91 91 49.6 75 54.3 
F1 Score 94.24 88.4 89.68 54.5 66.31 54.82 

 
 

For LexiPro-SM, the best F1 score was achieved in positive sentiments (94.24%) 

followed by neutral sentiment (89.68%) and finally negative sentiment (88.4%). It 

shows that LexiPro-SM is more sensitive in positive sentiment detection than other 

sentiments, however the scores achieved by these three sentiments still belong to a high 

accuracy level (>80%), so the difference among the sentiments do not give much effect. 

Meanwhile, for SO-CAL, the F1 score for negative sentiment (66.31%) is higher 

than positive (54.5%) and neutral (54.82%). This indicates that SO-CAL is more 

sensitive in negative sentiment detection than other sentiments. However, SO-CAL 

performance results only achieved a moderate level of accuracy which shows that the 

sentiment detection of SO-CAL is not as effective as LexiPro-SM.  

Based on the overall results of the performance, it shows that LexiPro-SM achieved a 

higher accuracy in all sentiments (positive, negative and neutral) than SO-CAL. 

Therefore, it can be concluded that the sentiment detection in LexiPro-SM is more 

effective than SO-CAL. 
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All the differences (i.e. recall, precision and F1 Score) were found to be significant 

between LexiPro-SM and SO-CAL. To be precise, the difference for recall was noted at 

p < 0.001 (t = 2.785), precision at p < 0.001 (t = 1.76) and F-score at p = 0.026 (t = 

1.17) for positive sentiments. For negative sentiments, the difference for recall was 

noted at p < 0.001 (t = 1.531), precision at p = 0.033 (t = 0.889) and F-score at p = 0.018 

(t = 1.07). 

5.4 Discussion 

The two research questions which were addressed in this research are: 

RQ1: How to enhance the scoring mechanism? 

RQ2: How to access the effectiveness of the enhanced scoring mechanism? 

Research question one was answered in Chapter 3 and 4 which explained the 

development process of LexiPro-SM with the incorporation of features to enhance the 

scoring mechanism. These features are negation, repeated letter, exclamation mark, and 

auto word corrector. Negation was improved by using three types of negations such as 

switch negation, intensifier negation, and sentence negation. The variation in negation 

helps to detect a correct sentiment and produce a better result for negation text analysis. 

Repeated letter is the main contribution for this research, in which the improvement was 

made by calculating the sentiment scores based on the length of the repeated letter word 

instead of assigning a general score. Similarly, the calculation for exclamation mark has 

improved by assigning the score based on the number of exclamation marks repeated 

instead of assigning a general score. Then, the final improvement was made by 

incorporating auto word corrector which can help to detect sentiment from the 

misspelled word by replacing it with a correct word. 
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On the other hand, the answer for research question two was provided from the 

evaluation measured and comparison made with the existing system.  From the 

observation of performance results, it shows that LexiPro-SM achieved a greater 

percentage than SO-CAL. This is because, LexiPro-SM was not only developed to 

calculate semantic orientation in a sentence, but also the scores calculation in LexiPro-

SM considered the text style used to express opinions in both airline pages. For 

example, from the observation of the data collected, many data contained sentence 

negations and many sentences were expressed with the repetition of an exclamation 

mark. Furthermore, the addition of acronym dictionary, repeated letter feature, and auto 

word correction feature has led LexiPro-SM to achieve a better accuracy. 

However, the main reason for SO-CAL achieving a moderate level of accuracy is 

that the inability to process misspelled words (such as wrong spelling/typo, acronym, 

and repeated letter). In this research data, much text appeared in an informal form which 

is a challenge for SO-CAL in identifying the sentiment. For example, the presence of 

acronym in text such as “gd for good” or “hpy for happy” was not defined in SO-CAL 

dictionary (Taboada et al., 2011), so the acronym text was not detected for the sentiment 

calculation.  

SO-CAL also produced erroneous results in negation detection  in which the data that  

belonged to negative sentiment was given a score of zero (neutral) due to the  SO-CAL 

calculation method  that involved general  value for negation  as “-4”. Moreover, 

although the detection of negation in sentence was incorporated in SO-CAL (Taboada et 

al., 2011), it did not work effectively when processing the sentence negation text in this 

research data.  

Therefore, from the comparison made between LexiPro-SM and SO-CAL, the 

incorporation features such as processing misspelled, enhanced negation technique, and 

auto word correction on LexiPro-SM has improved the accuracy in the sentiment 
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detection.  In fact, these accuracy results have proven that LexiPro-SM is more effective 

than SO-CAL in processing social media data (Taboada et al., 2011). 

 

5.5 Summary 

In summary, a case study was conducted by comparing the two airlines in Malaysia 

(Airline A and Airline B) where the comparison involved overall result, polarity result, 

and sub-service result.  In general, it shows that Airline A has more positive scores than 

Airline B which can be concluded that MAS provides a better service to customers than 

AirAsia. However, both services have highest negative scores in every result that 

require attention by the airline management. 

Furthermore, evaluation measures were performed on LexiPro-SM and SO-CAL’s 

analysis results with the reference to human expert results. The performance results 

showed that LexiPro-SM has a high accuracy for all the sentiments, however SO-CAL 

only have moderate accuracy. Therefore, it indicates that the enhancement of scoring 

mechanism (LexiPro-SM) has improved the sentiment detection accuracy and produced 

more effective results than SO-CAL. The main reason identified for the poor 

performance of SO-CAL was that, its inability to process misspelled word and 

producing some fault results in the negation calculation. 
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 CONCLUSION, LIMITATION AND FUTURE WORK 

 

6.1 Research overview 

Sentiment analysis is an activity to analyze opinions towards an entity (Liu, 2012). 

This analysis can be divided into three levels which are document level, sentence level 

and entity/aspect level (Pang et al., 2002; Liu, 2012; Hu & Liu, 2004). Sentiment 

analysis techniques can be divided into two categories; the machine learning technique 

and the lexicon-based technique (Muhammad et al., 2015). The machine learning 

technique uses machine language to analyze data. This technique can be further divided 

into two methods which are supervised learning and unsupervised learning (Shelke et 

al., 2016;Vohra & Teraiya, 2013;Soni and Patel, 2014). The lexicon-based technique 

uses a collection of sentiment words and calculates the scores based on semantic 

orientation of words or phrases (Turney, 2002; Liu, 2016; Serrano-Guerrero et al., 

2015). This technique can be divided into two methods which are dictionary based and 

corpus based (Serrano-Guerrero et al., 2015).  

     The scope of this research lies within the lexicon-based sentiment analysis domain. 

Thus, literature studies were conducted on the research that was closely related to the 

lexicon-based approach and identified the main limitations from each study such as not 

processing misspelled words, limitations in the length of text and lack of sentiment 

features incorporated such as lexical valence. Through the literature review process, the 

problem statement emerged as the sentiment detection in repeated letters was not fully 

accurate because a general score was assigned for the detection of repeated letter in a 

sentence and the strength of the sentiment was not defined based on the length of the 

repetition of letters. According to Brody and Diakopoulos (2011), the length of repeated 

letters can increase the strength of a sentiment.  
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Based on the problem statement, two research objectives were identified which are: 

Objective 1:  To enhance the scoring mechanism for text-based sentiment analysis. 

Objective 2:  To evaluate the effectiveness of the enhanced scoring mechanism.  

     The project scope of this research focuses on applying the lexicon-based sentiment 

analysis to the airline industry in Malaysia which involved two well established airlines: 

Airline A and Airline B, where the data were obtained from airline’s official Facebook 

page. The research contribution for this research is mainly about improving the non-

lexicon modifier which is repeated letters or characters. This will be discussed in the 

following section. 

     Literature studies were performed by identifying problems faced in natural language 

processing (NLP), discussed the approaches in lexicon creation (manual and automated) 

and the necessity of lexicon modifiers in sentiment analysis. The literature studies 

continued with a review of existing lexicon-based sentiment analysis systems such as 

Semantic Orientation Calculator (SO-CAL), SentiStrength, Linguistic Inquiry and Word 

Count (LIWC), SentiHealth-Cancer (SHC-pt) and SmartSA. From the literature review, 

it was found that all the existing studies have similar limitations on the implementation 

of the non-lexical modifier which can pose a threat when defining strength of sentiment. 

Thus the focus of this research is to improve the non-lexical modifiers (especially 

repetition of letters).  

     The methodology of this research has discussed the planning and steps involved in 

building the proposed scoring mechanism LexiPro-SM. The system methodology 

deployed in this research is Rapid Application Development (RAD). The programing 

language used to develop LexiPro-SM is PHP and used phyMyadmin database for data 

storage. The most important processes involved in methodology are data collection, data 
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cleaning and data analysis. Data collection was performed by collecting airline data 

(MAS and AirAsia) from their Facebook pages with the aid of Graph API (PHP SDKs). 

Data cleaning involved removing all the noise that was not relevant for this research 

where the clean data contained only alphabets and exclamation marks. Data analysis 

involved the process to determine the sentiment score and categorized the score based 

on the polarity range. In addition, explanations given for the features were incorporated 

in LexiPro-SM such as dictionaries, negation, intensifier, exclamation mark, 

capitalization, repeated letter, auto corrected words and airline service grouping. Then 

evaluation planning was discussed, using evaluation metrics to determine the 

effectiveness of LexiPro-SM. 

    Furthermore, a complete testing was performed between LexiPro-SM and SO-CAL 

of the improved features such has negation, repeated letter, exclamation mark, and auto 

corrected words. This improvement has increased the sensitivity of sentiment detection. 

Thus, the first objective of this research has been achieved.  

     Evaluation measures (accuracy, recall, precession and F1-score) were performed on 

LexiPro-SM and SO-CAL’s analysis results with the reference of human expert results. 

The results obtained from the evaluation measure were used to compare LexiPro-SM 

and SO-CAL to identify the effectiveness of LexiPro-SM. LexiPro-SM achieved a 

higher accuracy (90.7%) than SO-CAL (58.33%). Furthermore, LexiPro-SM also 

achieved a high F1-score for all the sentiments which are 94.24% (positive), 88.4% 

(negative), and 89.68% (neutral). However, the F1-score achieved for all the sentiments 

in SO-CAL were lower than LexiPro-SM, where the scores are 54.5% (positive), 

66.31% (negative) and 54.82% (neutral). Therefore in this research the enhancement of 

the scoring mechanism (LexiPro-SM) improved the accuracy of sentiment detection and 

produced more effective results than SO-CAL. Thus, the second objective of this 

research has been achieved. 
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     A web-based portal was developed for the airline management to visualize the 

results of LexiPro-SM sentiment analysis in graphical structure. Each airline has its own 

page which contains three types of charts which are overall service, polarity group and 

sub-services. The overall service chart shows the total count of positive and negative 

sentiments. The polarity group chart shows the count of sentiments present for each 

group (-5 to +5). These two charts may indicate the performance of an airline. In the 

sub-services chart, the results were divided into five categories which are customer 

service, price, pre-flight, facilities and others. This can help the management to identify 

a service that gives a poor performance and take a specific action to improve that 

particular service. In addition, having sub-services results may help airline management 

to reduce the time and cost of doing manual data collection such as questionnaires, 

interviews etc. Furthermore, each airline portal has added a feature to view the top five 

comments that belong to negative and positives sentiments. This will help airline 

management to view the real comments of customers and identify the most important 

issues that need to be solved immediately. Furthermore, a comparison page was linked 

to the airline page, where the management of each airline can compare their results with 

their competitor. This may help to identify the weaknesses of their organization that can 

bring further improvement to the service provided. 

     Then, a case study was conducted of two airlines in Malaysia (Airline A and Airline 

B) by comparing their results for overall service, polarity group and sub-services. In 

overall service, the positive score of Airline A is 49.35% whereas for Airline B is 

21.36%. In polarity group, the most positive (+4 and +5) polarity percentage for Airline 

A is 9.06% and Airline B is 3.82%. Then, the most negative (-4 and +5) polarity 

percentage for Airline A is 4.08% and Airline B is 8.8%. These results show that Airline 

A has more positive scores than Airline B which indicate Airline A is providing better 

service to customers than Airline B. Having these results means airline management can 

monitor their performance and improve the service provided to achieve customer 
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satisfaction. For example, Airline A has a higher positive score than Airline B but the 

overall service results of Airline A are at an average level where the positive score is 

49.35% and negative is 50.65%. This indicates that Airline A management should 

improve the service in order to get better reviews which in turn can retain the reputation 

of the organization.  

     Moreover, the sentiment analysis results were divided into five sub-services. At both 

airlines the service that has the highest positive and negative score is customer service. 

Additionally, the negative scores for all the services of both airlines are higher than 

positive scores (except the “other services” group which is irrelevant). Thus, the 

difference between negative score and positive score was calculated for each service to 

determine a service that has most negative score. For Airline A the service with the 

highest negative score is pre-flight facilities (7.53%) and in Airline B it is customer 

service (30.21%). These results indicate that Airline A provided poor service for pre-

flight services such as ticketing, baggage, boarding etc. Then, Airline B provided poor 

service on customer service such as communication, staff issues etc. So, both airlines’ 

management can give priority to the sub-service that has the highest negative scores. 

Overall the web-based portal could help airline management to determine the marketing 

strategy of their organization.  

6.2 Research contribution 

     The main contribution of this research was the improvement of one of the non-

lexical modifiers which is repetition of letters, where a lexicon will be identified in a 

typo word that has repetition of letters and gives scores based on the length (number) of 

repeated letters contained in the typo word. In the data analysis phase, two methods 

were implemented to analyze the repeated letter which were looping and stemming 

method. The looping method is a method to analyze the repetition of letters that belong 

to one type of character, whereas, the stemming method analyzes repetition of letters 
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that belong to two or more types of characters. A standard score for repetition of letters 

was determined as 0.5 (each repeated letter) which was finalized during internal testing. 

Overall the testing conducted shows that the contribution this research has achieved is 

the enablement for LexiPro-SM to improve the sentiment calculation for the repeated 

letter.  

6.3 Limitation and future work 

There were two important limitations found in this research. First, the division of 

sentiment in text according to its entity may improve the accuracy of sentiment 

detection. This is because, the scoring mechanism producing lowest or neutral score for 

the text that contained both negative and positive sentiments. For example, the sentence 

“I love the food served on board but hate the seat which is small in size” produced a 

neutral score in LexiPro-SM. However, this sentence has two different sentiments that 

described two different entities, which means in a real situation, both sentences are 

contributing sentiments but for different entities. 

Second, the improvement on auto word correction algorithm may increase the 

accuracy of sentiment detection. This is because misspelled words which do not 

contribute to sentiment caused wrong detection in auto word corrector. For example, 

“lyak” (non-sentiment misspelled word) can be detected as “leak”. This wrong word 

detection can cause a wrong sentiment score calculation and it might affect the strength 

of the sentiment. 

POS tag and sarcasm also could improve the accuracy of sentiment detection. POS 

tag is the collection of sentence that has a combination of adjectives and adverbs, where 

most words have more than one POS tag. This feature will be useful to identify 

sentiment for the word that can contribute two different meanings (Das and 

Balabantaray, 2014). Sarcasm is a sentiment expressed in a text by using positive or 

intensified positive words to express negative sentiment (Bharti et al, 2016). For 
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example the sentence “I love being ignored”, is contributing negative sentiment that 

belongs to disappointment but it was expressed with positive sentiment. Several studies 

were conducted on sarcasm such as Das and Balabantaray (2014) who detected sarcasm 

in real time tweets, Riloff et al. (2013) identified sarcasm as contrast between positive 

and negative sentiment and Bharti et al., (2015) recognized parsing-based sentiment in 

twitter data. Therefore, future studies could look into the possibility of including 

features such as POS tag, sarcasm etc. to improve sentiment analysis. 

6.4 Conclusion 

In conclusion, the objectives of this research (as discussed above) have been 

achieved, where the scoring mechanism was enhanced with the incorporation of 

improved features such as repetition of letters, negation, exclamation marks and auto 

word corrector. Then the effectiveness of LexiPro-SM was determined by comparing 

LexiPro-SM and SO-CAL, where the performance tests showed LexiPro-SM was more 

effective than SO-CAL by producing higher accuracy results than SO-CAL. 

Furthermore, a case study was performed using LexiPro-SM sentiment analysis between 

two airlines in Malaysia (Airline A and Airline B), where the results show Airline A 

having more positive scores than Airline B which can allow us to conclude that the 

service provided by Airline A is better than Airline B. 
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