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Abstract

Searching for a parking space is a familiar challenge to city-dwellers everyday.
With the increasing numbers of vehicles, not only the roads are congested, it is also
difficult to find parking space everywhere especially in shopping complexes. Unravel
Parking Difficulty via Relative Chain Code Algorithm is a parking system which will
help vehicles’ owner to maneuver their means of transportation without the need of
scrupulously locating a vacant parking space in the parking bay. This system will allow
drivers to quickly locate an available parking space without hassle, thus they can save
time from searching for vacant space. This project focuses on the image processing
stage, where it will go through from the process of detecting empty space, character

recognition, updating the database to notifying drivers about available car park.
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Chapter 1: Introduction

1.1 Overview

Designing a system for automatic image content recognition is a non-trivial task
that has been studied for a variety of applications. Computer recognition of specific
objects in digital image has been put to use in various fields such as manufacturing
industries, intelligence and surveillance, and image database cataloging.

In this project, a character recognition system which uses relative chain code
algorithm to detect empty spaces in a car park will help to guide a vehicle owner to
maneuver their vehicle to empty space, thus saving time and energy to locate empty
parking lot manually. It can serve as an introduction for future work or research in
improving the system 1o make it more sophisticated. This character recognition system
will be implemented in a car park with integration of shortest path detection system and
robot navigation system.

An empty parking space must be detected before a vehicle is able to park in it
One of the approach is to implement sensors such as laser range sensor in each parking
space, where the sensors will detect any object that filled the area. Secondly is to use
pressure sensor, where the sensors will detect the pressure given by the front and rear
wheels to determine whether there is a vehicle on that specific car park space. The third
approach is by using image processing technique similar to image recognition technique
that has been implemented in various applications such as manufacturing, medical
community and law enforcement. In this project, the third approach which is the image
processing technique will be used since the vacant parking space can be detected in the

range of the image captured and the camera can be used for surveillance to ensure a



secure environment in the car park. Furthermore, the project can be expanded into a
more intelligent system in the time to come.

Each parking space will have their individual identity which is a unique numeric
character on the floor of that space. The purpose of this numeric character is to allow
the image of the character being captured rather than capturing the vehicle’s image. The
advantage of this method is that it does not require the time consuming process of
training a neural network or computing distance measures between every possible region
in the image. The additional purpose of utilizing the floor instead of the object (vehicle)
is to discard the possibility of misdetection of vacant parking space since an error might
occur if the object is not detected (the car may be too small and the vehicle’s owner park
the car too deep inside until the camera cannot detect it). If the floor is not located and
detected, it will not jeopardize other vehicle from coming in to the occupied parking
space.

In addition, for recognizing the path of the parking space, the system will use the
approach of character recognition which will focus on the relative chain code algorithm
to identify which parking space is empty after the empty space has been detected. After
that, the information will go through another shortest path detection system to detect the
shortest way for the vehicle to reach the destination. The numeric character on the floor
of the parking space will need to go through basic digital image processing process,
followed by segmentation to ensure the reliability of the end result. The image
processing process will cover noise reduction, quality enhancement and segmentation

where the image will be break up into its” own separate individual character.



1.2 Project Motivation

As the world economy become more flourishing and the standard of living keep
on improving, vehicles have become an important means of transportation for city-
dwellers to travel around. The consequences of more vehicles not only impact
congestion on the road, but also a blow to the accessibility of parking spaces in one
building especially in shopping complexes. The limited parking spaces have caused a
number of difficulties not only to the management (to provide more parking spaces) also
to the consumers (to search for an available parking space which would lead to a
frustrating atmosphere). Because of the limited resources, most of the management did
not undergo major revamp to provide more parking spaces since the average time for
consumer to shop is about two to three hours. However, the management still trying to
find suitable approach to attract their customer by providing them with the best services
they could offer.

While on the customer side, the problem that usually faced by customers is that
they are having difficulties to find vacant parking space in a over crowded shopping
complex, but since they have paid the parking fees, they will just turn round and round
the parking area just to find a vacant space. This will eventually result in more and more
vehicles in the car park area because more and more car is coming in, to be congested
with vehicles. This not only give a bad impression to customers that the particular car
park operator can not provide enough parking spaces for its users and it is a wasting of
time and money to enter into that car park.

An intelligent car parking system should be created to attend to this problem.
This project is hoped to be one of the ways and solutions for future plan. For the above

reason, it had motivates the writer and the writer's final year project partner, Ms Chan



Yuit Pui to study and research on a parking system which will guide a vehicle owner to

maneuver their means of transportation without the needs of rigorously locating vacant

parking space. While the system will be implementing the concept of image processing
< o

shortest path recognition, robotics and control, this project will only be focusing on the

image processing section.

125

Project Objective

The surface objectives of this project are as below:

To help car park users to find an empty space in the car park more rapidly, thus
saving time and money.

To explore and study the image processing technology.

To recognize the numeric character on the floor of the parking space.

To transform the captured image from analog format to digital format.

To improved the quality and well-defined the numeric character using
enhancement technique.

To perform segmentation process and comparison of the image with the existing
data in the knowledge base in order to recognize the character.

To build a knowledge base that is able to store all the chain codes and the
digitized image.

To recognize the captured image of the characters.

To build an output map to show the result of the character recognition.



e To help the shortest path detection system to transform the captured image to
relative chain code, in order for the system to find the shortest way to the vacant
space.

e To test the Unravel Parking Difficulty via Relative Chain Code Algorithm.

1.4 Project Scope

The Unravel Parking Difficulty via Relative Chain Code Algorithm is a software
product mainly targeted to the car park’s management or operator which will implement
the system into their computer’s in the security section, not only to monitor the security
in the car park but also able to inform car park users where is the vacant parking space in
the car park area. Its aim is to help car park users to find an empty parking space as
soon as possible once they entered into the car park area.

Through using the Unravel Parking Difficulty via Relative Chain Code
Algorithm, the management of the car park will be able to provide the best services to
their customer. It will help customer to know whether there is any vacant parking space
in the car park before they paid the parking fees and entered into the car park. As this is
an improvement in the field of science and technology, it should attract more customers
to the car park which implement this system. With the time of searching vacant parking
space reduced, customers will tend to spend more time in shopping complexes to buy

more things which will eventually bring in more profits to the management.



N}

The main features provide by the system includes:

Image Digitization
Users are able to do the transformation. Images which are being captured by the

camera will be digitized. The digitized image will be kept in JPEG or GIF file

format.
{

Image Pre-Processing and Analyze
Users will be able to analyze and enhance the image before they can perform the

segmentation and recognition process. Some of the processes for the image
analysis and pre-processing algorithm are:
e Gray-scale

e Noise Reduction

e Brightness / Intensity Adjustment

e Edge Smoothing

Segmentation Process

Users are able to apply segmentation to the digitized image to make it easier for

the character recognition process. Segmentation processes includes:
e Threshold
e Thinning

e FHdge Detection

6



6.

1.4.1

Knowledge Base
It is a dictionary for recognition process to store all the relative chain code for the

numeric characters of 0 to 9.

Character Recognition using Relative Chain Code Algorithm
Users are able to recognize each character on the floor to know which parking
space is empty. After that, it will translate the shortest path direction (which is

done by the shortest path detection system) into chain code in the form of a map.

Run Length Encoding (RLE)

Users are able to replace a long sequence of same symbol, in this case, the

repetition of numbers, into a shorter sequence.

Result / Output Map of the Empty Car Park Space

Users are able to identify which car park space is full and which one is vacant.

Scope Allocation

As this is a final year project for two students, thus the writer and the writer’s

fellow partner will divide the scope of project into two major parts. The writer will be

focusing on the segmentation processes such as thinning, edge detection and the relative

chain code algorithm. While Ms Chan Yuit Pui (WEK020028) will be focusing on the

image pre-processing processes which includes gray-scale, noise reduction, brightness /

intensity adjustment, edge-smoothing and also the run-length encoding (RLE)



vmm_vmm_ﬁmm_va_vmmdwm-wm-wm-vm
Arenuqa] Arenuef 12qQuIdd2(g J2QUIAON 120190 1pquisydag ny Amnp ung 2doog 1oofo1g

AMpayds 1aloag :1-1 dqe ],

aAMpaydg wafoag gy




Chapter 2: Literature Review

281 System Background

As the world economy become more flourishing and the standard of living in the
city keep on improving, vehicles have become an important means of transportation for
city-dwellers to travel around within the vicinity. The consequences of more vehicles
not only result to the congestion on the road, but it is also a blow to the accessibility of
parking spaces in one building especially in shopping complexes. The limited parking
spaces have caused a number of difficulties not only to the car park operator (to provide
more parking spaces) but also to the consumers (to search for an available parking space
which would lead to a very annoying atmosphere). Because of the limited resources and
funding, most of the car park operators did not undergo major revamp to provide more
parking spaces since the average time for consumer to shop is about two to three hours.
However, they are still trying to find a suitable approach to attract their customer to use
their car park by providing them with the best service they could offer to them.

While on the customer side, the problem that usually faced by customers is that
they are having difficulties to find vacant parking space, but since they have paid the
parking fees, they will just go round and round the parking area just to find a vacant
space. This will eventually resulted in more and more vehicles within the car park area
to be congested with vehicles. This not only give a bad impression to customers that the
particular car park operator can not provide enough parking spaces for its users and it is

a wasting of time and money to enter into that particular car park.

9



In order to respond to the current problem, an intelligent parking system using
character recognition approach is needed to accommodate the ever growing of vehicles
and help drivers to maneuver around tight and restricted spaces in the car park. The
system will display to the users the parking target position by adjusting and arranging
vacant spaces on a screen (output map). Car park users will only need to maneuver their
vehicle according to the numeric characters of the vacant space on the output screen and
the output map will also present the shortest path to arrive to that particular vacant space
via the Shortest Path Detection System.

In order to capture the images of the car park floors, there are only a few devices
that are necessary, which is webcam, cables to connect from the webcam to the PC and
computer. The camera will capture the floor of the car park which contains numeric
characters on each individual car park space. The captured images will then be passed
to the computer for transformation from analog to digital, image analysis, enhancement
and recognition processes. Electronic transmission of image data may introduce noise
and other undesired or unwanted element into the captured image. Furthermore, the
lightsome in the car park also decreased the quality of the image. Thus, there are a
variety of image processing methods that offer different algorithms that cater and help to
improve the quality of the captured image. Image analysis and enhancement processes
attempts to correct or compensate for systematic errors and enhances image features that
are important for further processing. Segmentation process which includes thresholding,
thinning and edge detection aims to differentiate the foreground and background object
where the image will be break into individual characters for better recognition. While
for the recognition of the captured image, relative chain code algorithm will be

implemented because of its advantages of recognizing character at different orientation

10



Lastly, the recognized numeric character which will be the vacant space in the
car park will be displayed on the screen. The output map will then be passed to the
shortest path detection system to identify the shortest course for a vehicle to reach the
destination parking space. Result of the shortest path recognition system has to go
through the image processing processes to transform the path into chain codes.

However, the scope and focus of this project is only on image processing and character

recognition.

2.1.1 Problems to Recover

The system requires webcams to be installed within the areas of the car park to
capture the required images for recognition purposes. Noise may come from several
sources during the process capturing the images. More often, camera captured images
are in analog form and noise may appear in an image when the image is going through
the electronic transmission. There is possibility that noise may appeared with the
captured image according to the quality and types of the webcam. The problem of noise
will be discussed during the explanation of the noise reduction algorithm.

Problems of insufficient lighting frequently occur in the car park. The lightsome
of the car park will affect the quality of the captured image. The captured image may be
presented in a blur and dark image which is complicated for the image processing
processes. Intensity or brightness adjustment is needed to improve and enhance the
image. The intensity and brightness adjustment algorithms will be discussed in the
following sections,

Edge smoothing is another image enhancement technique that is used to give

images a softer effect. It helps to improve the quality of the image thus make it easier



for the threshold process. Several smoothing algorithms are in consideration to apply
smoothing to an image.

After the quality of the images has been improved, it is ready for distinguishing
the numeric character that is needed from its background from a particular image.
Thresholding will be use for this process, as it is able to separate out the regions of the
image corresponding to the numeric character in which it is needed, from the regions of
the image that correspond to the background. It is able to differentiate intensities or
colors in the foreground and background regions of an image. The techniques for
thresholding will be discussed in the later sections.

Although thresholding is able to differentiate the extract the numeric character
from its background, but the result may be blurred and even unrecognizable. Therefore,
there is a need to enhance the result by making the numeric character sharper and more
recognizable. For this purpose, thinning which is a morphological operation has been
chosen because of its ability to repeatedly remove boundary elements until a pixel set
with maximum thickness of one or two is found. Thus makes the object (numeric
characters) that is needed more prominent.

While thresholding produces a segmentation that yields all the pixels that belong
to the object of interest in an image but it may not segment out the edges that form the
structure of the object of interest, Therefore there is a need for edge detection to identify
meaningful image features by finding for pixels that belong to the borders of the objects.

When the numeric characters are being transformed to a string of relative chain
codes for recognition purposes, the sequence might become very long and it is time
consuming to process the data. Thus there is a need to compress the string of chain

codes to become shorter not only to speed up the processing time to match and recognize

12



the numeric characters but also to reduce the storage space for the relative chain codes

I'he recognition of the numeric characters using relative chain codes and the

compression of the string of chain codes will be discussed in the subsequent sections

2.2 Analysis Studies

2.2.1 Case Study 1- Optical Car Park Space Recognition

The optical car park space recognition uses video camera and with the help of
mirrors that are placed at a 45 degrees angle above each space. The mirror is used to
reflect the car park space at a camera somewhere nearby mounted on the ceiling. The
algorithm is to take a picture of the car park subset visible from a camera when there are
no cars. If any of the sum-of-squares is quite small. The space is empty; otherwise it is
probable full. The camera are being use to capture images in the car park with the help
of two different bordered mirrors on each car park space pointing to different cameras

then splice off the video feed to pass into a computer to do all the calculations and data

processing.

2.2.1.1 Analysis Result

The Strengths

1. The use of two different bordered mirrors pointing to different cameras will help

to do two different calculations, this is to make sure the car park space is really

empty or not.

2. It helps the customers well informed of the vacant space in the car park, and it

makes it easy for people to park.

13



3. The car park space is fully utilized, so the car park is sized for maximum
capacity.
4. No need the turn round and round the car park to find for emoty space which is a

waste of time and money.

The Weaknesses

1. Vandalism may occur in the car park, where vandals might damage the mirrors.

This will cause the calculations to be not accurate and might pose dangers to

people.

Conclusion

The system is something new, economical and user friendly as it uses things that
is available in the car park such as camera to capture the image, computer to do all the
data processing and also mirrors (which is quite unusual) to help to capture image
without installing too many camera in the car park. The system only need to calculate
the sum-of-squares of the real time image and compare it with the image that may or
may not have a car in it. Before the system can be implemented, the operator will need
to run the system for a while to build up a statistical distribution of stay durations. This
is to determine the sum-of-square need to be how large before the space can be declared
as occupied. This information is important to be fed back into the algorithm, so that the

system will know when the space can be declared as empty and when it is full



2.2.2 Case Study 2 - Iris-Number Plate Recognition System

Automatic Number Plate Reader (ANPR) consists of cameras linked to a
computer. As a vehicle passes, the ANPR equipment reads the number plate. ANPR is to
capture the number plate of vehicles using image processing and recognize it from the
database. The camera use direct show interface from the webcam. The system providing
imaging solutions, from simple image capture and retrieval systems through to complex
image processing solutions. Firstly, it will identify the image and locate in image file
The character will be extract from the number plate. The system will identify the
character and each individual character will be displayed as separate image the screen.
Recognition accuracy depends on several factors. Under the circumstance of an average
parking or access control system/application, the recognition accuracy is steadily over

05%. 97-98% is frequently reached in 24 hours/day, 7 days/week operation

2.2.2.1 Analysis Result

The Strengths

1. ANPR has been uses for many different applications, such as access control car

park, road tolling and security data for customer’s side.

2. It is cost-effective as it only requires software-only system written in C++

standard PC and multi-camera input per PC.

3. Iris has the flexibility and speed to deal with virtually any requirement such as
specialist infra-red (IR) cameras, high resolution digital camera and standard

CCTV equipment in is standard configuration.

15



The Weaknesses

I. The performance achieved will primarily depend on other system constraints,
(e.g. 1s the illumination system biased to capturing images of the vehicle or for
number plate recognition), as well as by the number plates passing the

surveillance point. Some plates are very poor for recognition purposes (e.g. from

Belgium).

Conclusion

This system offers a few features that are appealing to users such as access
control, security and surveillance, and traffic management. It uses the latest technology
of modern world to recognize the car plate’s number automatically without reading the
license plate manually. This not only save time as the accuracy of the system is quite

high but also slashing the overhead to maintain the system as it is done automatically.

16



2.3 Image Processing and Analysis

Image processing and analysis can be defined as an act of examining image for
the purpose of identifying a specific object and its’ significance. Image analyst studies
the remotely sensed data and attempt through logical process in detecting, identifying

measuring and evaluating the significance of physical and cultural objects, patterns and

spatial relationship.

2.3.1 Digital Image Processing

Image is a form of picture while digital image is an image which is digitized to
convert it to a form that can be stored in a computer’s memory or on some form of
storage media such as a hard disk or CD-ROM. This digitization procedure can be done
by a scanner, or by a video camera connected to a frame grabber board in a computer.

Once the image has been digitized, it can be operated upon by various image processing

operations.

Three major fields in digital image processing are image restoration, image
enhancement and image compression. Image restoration is a process of taking an image
with known or estimated degradation and in an attempt to refurbish the image back to its
original appearance. Image enhancement corrects image defects which could be caused
by the digitization process or by faults in the imaging set-up. Image compression
involves reducing large amount of data that is needed to represent an image and also to
reduce the amount of memory needed to store a digital image. Digital image processing

can be divided into 3 types of computerized processes:

17



Low-level process:

o Primitive operations like noise reduction, edge extraction, contrast
enhancement, image sharpening and etc.

o Uses data which resemble the input image; input image which is
captured by a camera is 2D in nature, being described by an image
function whose value is usually brightness depending on two
parameters, the coordinates of the location in the image.

o Image which is digitized may be represented by a rectangular matrix
with elements corresponding to the brightness at appropriate image
locations.

o Such matrices are inputs and outputs of low level image processing.

o Input: image

o Output: image

Mid-level process:

o Tasks like segmentation, representation, description.
o Input: image

o Output: attributes extracted from images

High-level process:

o “Making sense” of an ensemble of recognized objects.
o Input: image (sequence)

o Output: interpretation



2.3.2 Representation of Digital Images

Normally, digital image can be represented by I (r,c) where r and ¢ is the position
and pixel that shows the brightness for black and white images. However

representation of I (r,c) represented other function. There are a few types of digital

image as shown below:

e Binary

The most easiest representation as it only have two values which is white or

black, ‘0’ or ‘1’. Often used in computer vision application.

e Gray-scale

A special representation where there is only brightness information available.
The number of bits will determine the level of brightness of an image. For

example, 8 bits/pixel will have 256 (0-255) different brightness levels.

e (Color

Color can be represented by three band of monochrome of image data where

each band of data corresponds to different color. It is represent by RGB

which is red, green, and blue. Every band has 8 bits per color so one pixel

will have 24 bits per pixel.

19



e Multispectral

Mutltispectral contains information outside the normal human perceptual

range. Some of the examples are infrared, ultrasound, x-ray and acoustic.

Sources of multispectral images are from satellite system, underwater sonar

system, and various types of airborne radar and infrared imaging system.

2.3.3 Digital Image File Format

It can divide into two categories:

e Bitmap image - represented by image model I(r,c)

e Vector image — representing lines, curves, and shape by storing only key

points. It will join key points and render to obtain”imagc.

2.3.3.1 File Format

There are a few types of file formats that are used to encode digital images:

e GIF (Graphic Interchange Format)

(0]

(@]

O

8 bits/pixel (256 colors)

Allows only one type of compression

Contains only basic information

Ideal for - screen captures, line drawings, sharp-edged graphics and
images with transparency

Not good for - photographic images and artwork with complex colors
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JPEG (Joint Photographic Experts Group)
o Compress image with JPEG algorithm
o User can define the amount of compression
o Requires less storage than GIF
o Ideal for - photographic images, images with rich color transitions

o Not good for - images with sharp edges, text, transparency

TIFF (Tagged Image File Format)
o More sophisticated than GIF
o 24 bits/pixel

o Most comprehensive format

o Implemented on a variety of computer systems, usually used for

archival scans

PNG (Portable Network Graphics)
o Open format supported by most image creation programs.
o Supports millions of colors

o Ideal for — color complex-images and images with transparency
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2.4 Image Digitization

“Image” is a representation of an object that is in a pictorial or visual form. This
images can be machine-printed or photographic (film, prints or plates). “Digitization” is
the process of creating a digital image and then presenting it on a computer. Image

digitization systems workflow can be classified into two types:

e Scanning

It is an electronic photographic process to create digital reproductions from
original prints, film, or plates. First-generation digital images are created at
the scanner are referred to as “masters”, since these “masters” will be used to
produce newer versions.

e Digital Image Processing
The digital conversion process to create “production” or “delivery” image
optimized for stated uses, such as networked delivery to computer monitors,

prints, color-corrected publication-quality reprints and also for character

recognition in a computer.
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2.5  Image Pre-Processing

Image pre-processing is the operations with images at the lowest level of
abstraction — both input and output are intensity images. The aim of pre-processing is an
improvement of the image data that suppresses unwilling distortions or enhances some
image features important for further processing. Pre-processing consists of those

operations that prepare the captured image for subsequent analysis that attempts to

correct or compensate for systematic errors.

The digital imageries are subjected to several corrections such as geometric,
radiometric and atmospheric, although not all these corrections is necessary to be
applied in all cases. These errors are systematic and should be removed before they
reach the users. After pre-processing is complete, the analyst may use feature extraction
to reduce the dimensionality of the data. Thus feature extraction is the process of
isolating the most useful components of the data for further study while discarding the

less useful aspects (errors, noise, etc). Feature extraction reduces the number of

variables that must be examined, thereby saving time and resources.

Four basic types of pre-processing methods are:

e Brightness transformations

o Brightness corrections ~ modify pixel brightness taking into account

its original brightness and its position in the image.

o Gray-scale transforms — change brightness without regard to position

in the image.
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e (Geometric transformations

o This method permits the elimination of the geometric distortions that

occur when an image is captured.

e Local neighborhood pre-processing

o This method is uses a small neighborhood of a pixel in an input image
&
to produce a new brightness value in the output image.

o Smoothing

o Edge detection

e Image restoration

o Its aim is to suppress degradation using knowledge about its nature.

2.6 Segmentation

Image segmentation is one of the most important steps in leading to the analysis
of recognizing image data. Its main aim is to divide an image into parts that have a

strong correlation with objects or areas of the real world contained in the image

Segmentation results can be divided two which is:
o Complete Segmentation = where a set of disjoint regions uniquely parallel

with objects in the input image. It is necessary to cooperate with high

processing level which uses specific knowledge of the problem domain.
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e Partial Segmentation — where regions do not correspond directly with the
image objects. Images are divided into separate regions that are identical

with respect to a chosen property such as brightness, color, reflectivity and

texture.

2.6.1 Segmentation Methods

Segmentation methods can be divided into three groups according to the

dominant features they employ:

e Global knowledge / Thresholding — an image or its part; the knowledge is
usually represented by a histogram of image features.

e [Edge-based segmentations Characteristics may be used in this 2

e Region-based segmentations methods, e.g. brightness and texture.

2.6.1.1 Thresholding

Thresholding is a popular technique for image segmentation. Thresholding is the
operation of converting a multi-level image into a binary image. In a binary image, each
pixel value is represented by a single binary digit. It is a point based operation that
assigns the values of 0 or 1 to each pixel of an image based on a comparison with the
olobal threshold value. It can lead to significant reduction in data storage and results in
binary images that are simpler to analyze. Binary images permit the use of powerful
morphological operators for shape and structure-based analysis of image content. It is
often useful to be able to see what areas of an image consist of pixels whose value lie

within a specified range, or band of intensities (or colors).
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Gray level thresholding is the most simple segmentation process. Many objects
or image regions are characterized constant reflectivity or light absorption of their
surfaces. A brightness constant or threshold can be determined to segment objects and
background.  Thresholding is computationally inexpensive, fast and provides a
convenient way to perform this segmentation on the basis of the different intensities or
colors in the foreground and background regions of an image. It is the oldest
segmentation method and is still widely used in simple application.

Threshold detection methods which 1s used to determine the threshold

automatically includes:

e Optimal Thresholding
o Based on approximation of the histogram of an image using a
weighted sum of two or more probability densities with normal
distribution represent a different approach.
o The threshold is set as the closest gray level corresponding to the
minimum probability between the maxima of two or more normal

distributions, which results in minimum error segmentation.

¢ Multi-Spectral Thresholding
o Multi-spectral or color images

o It determines thresholds independently in each spectral band and

combines them into a single segmented image.
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e Hierarchical Thresholding
o It is based on local thresholding methods; the aim is to detect the
presence of a region in a low-resolution image, and to give the region

more precision in images of higher to full resolution.

2.6.1.2 Edge-Based Segmentation

Edge-based segmentation represents a large group of methods based on
information about edges in the image. Edge-based segmentation relies on edges found
in an image by edge detecting operators — these edges mark image locations of
discontinuities in gray-level, color, texture, etc.

However, image resulting from edge detection cannot be used as a segmentation
result. Supplementary processing steps must follow to combine edges into edge chains
that correspond better with borders in the image. The main aim is to reach at least a
partial segmentation — that is, to group local edges into an image where only edge chains
with a correspondence to existing objects or image parts are present. The most common
problems of edge-based segmentation, caused by image noise or unsuitable information
in an image, are

e An edge presence in locations where there is no border, and

e No edge presence where a real border exists.

There are a few types of edge-based segmentation which includes:
e Edge Image Thresholding
o It is based on construction of an edge image that is processed by an

appropriate threshold.
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e [Edge Relaxation

o This method uses crack edges (edges located between pixels), which
produce some properties, although the method can work with other
edge representations as well.

o It is an iterative method, with edge confidences converging either to
zero (edge termination) or one (the edge forms a border).

o All the image properties, including those of further edge existence,
are iteratively evaluated with more precision until the edge context is
totally clear ~ based on the strength of edges in a specified local

neighborhood, the confidence of each edge is either increased or

decreased.

e Border Detection as Graph Searching

o It represents an extremely powerful segmentation approach.

o The border detection process is transformed into a search for the
optimal path in the weighted graph.

o The aim is to find the optimal path (optimal border, with respect to
some objective function) that connects two specified nodes or sets of

nodes that represent the border’s beginning and end.
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Hough Transform
o It is applicable if objects of known shape are to be detected within an
image.
o The Hough transform can detect straight lines and curves (object
borders) if their analytic equations are known.
o One of the advantages of this approach is robustness of segmentation
results; that is, segmentation is not too sensitive to imperfect data or

noise.

There edge operators is purposeful in identifying meaningful image features on

the basis of distributions of pixel gray-levels. The two categories of operators include:

Edge Pixel Detectors, which assign a value to a pixel in proportion to the
likelihood that the pixel is part of an image edge (i.e. a pixel that is on the
boundary between two regions of different intensity values).

Line Pixel Detectors, which assign a value to a pixel in proportion to the
likelihood that the pixel is part of an image line. (i.e. a dark narrow region

bounded on both sides by lighter version, or vice-versa).

Some of the popular methods for edge detection are as below:

Canny Edge Detector

The Canny operator is designed to be an optimal edge detector. It takes as
input of a gray scale image, and produces as output an image showing
positions of tracked intensity discontinuities. It is a method that looks for the

edges of objects, and it is very useful for images with solid regions, or
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photographic images, where one will only want to vectorise the outlines. The
Canny method employs more mathematics than the simple edge detection
method, and there are optional settings which can improve the results. This
method will attempt to find boundaries between poorly defined objects as
well as hard edges. It uses a lot memory during processing, so it may not be

appropriate for very large raster, or if memory is low.

Sobel Edge Detector

The Sobel operator performs a 2-D spatial gradient measurement on an image
and emphasizes regions of high spatial frequency that correspond to edges.
Typically it is used to find the approximate absolute gradient magnitude at
each point in an input grayscale image.

The Sobel operator is slower to compute than the Roberts Cross operator, but
its larger convolution kernel smoothes the input image to a greater extent and
so makes the operator less sensitive to noise. The operator also generally
produces considerably higher output values for similar edges, compared with
the Roberts Cross operator.

As with the Roberts Cross operator, output values from the operator can
casily overflow the maximum allowed pixel value for image types that only
support smallish integer pixel values (e.g. 8-bit integer images). When this
happens the standard practice is to simply set overflowing output pixels to
the maximum allowed value. The problem can be avoided by using an image

type that supports pixel values with a larger range.
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Natural edges in images often lead to lines in the output image that are
several pixels wide due to the smoothing effect of the Sobel operator. Some

thinning may be needed to counter this problem.

Roberts Cross Edge Detector

The Robert Cross operator performs a simple and quick to compute 2-D
spatial gradient measurement on an image. It highlights regions of high
spatial frequency which is corresponding to the edges. In its most common
usage, the input to the operator is a grayscale image, as is the output. Pixel
values at each point in the output represent the estimated absolute magnitude
of the spatial gradient of the input image at that point.

The main reason for using the Roberts Cross operator is that it is very quick
to compute. Only four input pixels need to be examined to determine the
value of each output pixel, and only subtractions and additions are used in the
calculation. In addition there are no parameters to set. Its main disadvantages
are that since it uses such a small kernel, it is very sensitive to noise. It also
produces very weak responses to genuine edges unless they are very sharp.

The Sobel operator performs much better in this respect.
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2.6.1.3 Region-Based Segmentation

While edge-based segmentation is to find borders between regions; region-based
segmentation is to construct regions directly. It is easy to construct regions from their
borders and it is easy to detect borders of existing regions. However, segmentations
resulting from edge-based methods and region growing methods are not usually exactly
the same, and a combination of results may often be a good idea. Region growing
techniques are generally better in noisy images where edges are very difficult to detect.

Homogeneity is an important property of region and is used as the main
segmentation criterion in region growing to divide an image into zones of maximum
homogeneity. The criteria for homogeneity can be based on gray level, color, texture,
shape, model and etc.

Three basic approaches to region growing exist:

e Region Merging

o Specific methods differ in the definition of the starting segmentation
and in the criterion for merging.

o The result of region merging depends in which regions are merged.

o The simplest methods to begin merging are by using regions of 2x2,
4x4, or 8x8 pixels.

o Region description is then based on statistical gray level properties.

o A region description is compared with the description of an adjacent
region; if they match, they are merged into a larger region and a new
region description is computer. Otherwise regions are marked as non-
matching. The process will be continued until all image regions are

marked,
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e Region Splitting

O

O

Region splitting is the opposite of region merging.

It begins with the entire image represented as one region which does
not usually satisfy the condition of homogeneity.

The existing image regions are sequentially split to satisfy all given
conditions of homogeneity.

It does not result in the same segmentation even if the same
homogeneity criteria are used.

While region splitting uses similar criteria of homogeneity as region

merging, they only differ in the direction of their application.

e Split-and-Merge

0O

(@)

It is a combination of splitting and merging, and it may result in a
method with the advantages of both approaches.
This approach uses pyramid image representations, where regions are

square-shaped and correspond to elements of the appropriate pyramid

level.

2.6.1.4 Morphological Filtering

Morphology refers to the structure of the object. Morphological filtering is to

simplify the segmented image to help to search for the object of interest. It is

able to smooth out the object outlines, fill up small holes in the object and to

eliminate small projections. Some of the morphological filtering is as follow:
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Dilation

The basic effect of the operator on a binary image is to gradually enlarge the
boundaries of regions of foreground pixels, where it allows the object to
expand. Thus areas of foreground pixels grow in size while holes within
those regions become smaller and objects which are disjoint will be

connected together.

Erosion
The basic effect of the operator on a binary image is to erode away the
boundaries of regions of foreground pixels. Thus the areas of the foreground

pixels will shrink in size, and holes within those areas will become larger.

Thickening

Thickening is used to grow selected regions of foreground pixels in binary
images. It has several applications, which includes determining the
approximate convex hull of a shape, and determining the skeleton by zone of
influence. It is usually applied to binary images, and produces another binary

image as output.

Hit-and-Miss Transform
It is a general binary morphological operation that can be used to look for
particular patterns of foreground and background pixels in an image. It is a

basic operation of binary morphology as almost all other binary
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morphological operators can be derived from hit-and-miss transform. This
operator takes a binary image as input and a structuring element, and

produces another binary image as its output.

Thinning

Thinning is a morphological operation that is used to remove selected
foreground pixels from binary images, which is black and white image. It
can be used for several applications such as skeletonization where it is a
process for reducing foreground regions in a binary image to a skeletal
remnant that largely preserves the extent and connectivity of the original
region while throwing away most of the original foreground pixels.

Thinning is used to tidy up the output of edge detectors by reducing all lines
to single pixel thickness. Thinning is normally only applied to binary images,
and produces another binary image as output. The behavior of the thinning
operation is determined by a structuring element. The operation is calculated
by translating the origin of the structuring element to each possible pixel
position in the image, and at each such position comparing it with the
underlying image pixels. If the foreground and background pixel in the
structuring element matches the foreground and background pixels in the
image, then the image pixel underneath the origin of the structuring element
is set to background. Else, it is left unchanged (zero). The structuring
element must always have a one or a blank at its origin if it is to have any

effect.
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One of the most common of thinning is to reduce the thresholded output of
an edge detector such as Sobel operator, to lines of a single pixel thickness,
while preserving the full length of those lines, where pixels at the extreme

ends of lines should not be affected by the thinning operation.

2.6.1.5 Matching

Matching is also a basic approach to segmentation that can be used to locate
known objects in an image, to search for specific patterns, etc. The best match is based
on some criterion of optimality which depends on object properties and object relations.
Matched patterns can be very small, or they can represent whole objects of interest.
While matching is often based on directly comparing gray-level properties of image sub-
regions, it can be equally well performed using image-derived features or higher-level
image descriptors. In such cases, the matching may become invariant to image
transforms. Criteria of optimality can compute anything from simple correlations up to

complex approaches of graph matching.

2.7 Recognition

Chain code is a sequential of numbers that correspond to the basic form of
characters with given orientation which is based on the definition of direction diagram.
It is very similar with the system of directions such as north, southeast and west; the
points of a compass. Chain code can be categorized into Absolute Chain Code and
Relative Chain Code.  Absolute chain codes are created using absolute points of
direction according to the points of the compass. Relative chain code uses the system of

direction naming which is based on positions relative to the user’s current orientation.
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In relative chain codes, it is possible to base an eight-directional coding system, where
each of the eight directions will be defined in relation to a moving perspective. In other
words, the relative chain code of the directional code representing any particular section

of line is relative to the directional code of the preceding line segment.

2
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Figure 2.1: 8-direction chain code

One of the strong points of absolute chain code is that it provides information not
only about the size and shape of the object but also about its rotation. Figure 2.2 gives

an example of the strong points of absolute chain code.

Start

Start

Figure 2.2: Comparison of Absolute and Relative Chain Code
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The absolute chain code for the left triangle on the left is: 6, 1, 3, while on the
right, it is: 2, 5, 7. These two triangle don’t even have one number in common. The
reason is that the rotation, size and shape of the triangle are being represented on the
chain code.

On the other hand, relative chain code does not behave in such a way. The
relative chain code for the left triangle is: 5, 5, 4. The relative chain code for the right
triangle is also 5, 5, 4 if the starting for the two triangles remain the same. The chain
code will only have a minor change if the starting point of the triangle changes.

In this research, the chain code technique will be implemented because it is able
to recognize characters in different orientation. This might help in the recognition of
two or more parking spaces that are opposite to each other without having to move the

camera in a frame of time or having cameras installed in every direction of the car park.

2.8  Run Length Encoding

Run length encoding is the simplest data compression technique, by taking
advantage of repetitive data. RLE consists of the process of searching of repeated runs
(which is the repeating of characters) of a single symbol in an input stream, and
replacing them by a single character and the length of the run. The use of RLE is able to
assist the character recognition process since the size information is not required for this
process. For instance the number 8, 8, 9, 9,9, 1, 1, 1, 1 can be represented by 8X2, 9X3
and 1X4. However, the only information needed for character recognition in this case is
8, 9, 1. The longer and more frequent the runs are, the greater the compression that will
be achieved. The second advantage is the shifting process of the chain code can be

minimized therefore the time of recognition,
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2.9  Chosen Algorithm

2.9.1 Noise Reduction

Median filter will be used to achieve noise reduction. The advaitage of using the
median filter is that it is capable of eliminating outliners such as the extreme brightness

values in salt-and-pepper noise.

2.9.2 Gray-Scale Stretch

Gray-scale function is capable of compressing uninterestel and unwanted
information and focus on the interested information. One advantage ofusing a grayscale
image instead of a color image is because its file size is typically one-hird the size of a

comparable color image and making it easier for the image processing processes.

2.9.3 Edge Smoothing

Gaussian filter for smoothing has become quite popular because of certain
properties of Gaussian as well as several application areas. Some advantages of
Gaussian filtering are rotationally symmetric (for large filters), filter weights decrease

monotonically from central, and peak, giving most weight to the central pixels.
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2.9.4 Threshold

Optimal thresholding is chosen because it is easy and convenient to segment the
image which is needed on the basis of the different intensities in the foreground and
background regions of the captured image. It is able to separate out the regions that are
needed with the regions of the image that correspond 1o the background. The threshold
value is set as the closest gray level corresponding to the minimum probability between

the maxima of the normal distributions, which will results in minimum error

segmentation.

2.9.5 Thinning

Thinning is able to obtain the ‘skeleton’ of an image. The ‘skeleton” of a bitmap
character can be obtained by peeling layers of border pixel from the image until the final
object is only one pixel thick, where pixels at the ends of lines should not be affected by
the thinning operation. This benefit is very important in image processing as the image

will become more recognizable instead of viewing a blurred image.

2.9.6 Edge Detection

The Sobel operator has been chosen for the reason that it is able to smooth the
input image to a greater extent and makes it less sensitive to noise. This operator
generally produces considerably higher output values for similar edges, compared with

other edge detector such as the Roberts Cross operator and Canny operator
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2.9.7 Recognition

Relative chain code has been chosen to recognize the numeric character in the
captured image. One of the advantages of relative chain code is that the chain code will
only have a slight change if the starting point 1o generate the chain code changes. This
enable the numeric characters to be recognize regardless of its orientation.

The focus of this project is to recognize c¢haracters using relative chain code
algorithm. Secondly, after the output map gone through the shortest path recognition
system, this system will need to recognize the shortest path direction in chain code as the

direction to the destination of vacant car park space.

2.9.8 Run Length Encoding (RLE)
RLE is needed to replace a long sequence of same symbols by a shorter sequence
after the system runs the relative chain code process. This process shortens the time to

process the chain codes and reduces the size of storage in the knowledge base.
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Chapter 3: Methodology and Techniques

3.1 Methodology

The methodology adopted for the development process is very important as
improper or inappropriate choice of methodology will eventually lead to the failure of
the software project. There are two major factors of a software engineering project
failure. The first problem is that are too many design flaws being discovered during the
development of the project where it is complicated, expensive and sometimes impossible
to rectify and revise it. The second problem is that the scope of the project seemed to

expand rampantly and out of control as the project progresses.

System System Project
Requirements +——»  Development > Outcome
Evaluation

Figure 3.1: Generic System Development Model

Every system development process model includes system requirements such as
users, constrains (limitations), and resources as inputs and a fully developed system or

software as the outputs, There are many popular software life-cycle models such as:
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3.2

e [terative-and-Incremental Model

e Evolution-Tree Model

e Code-and-Fix Model

e Operational Specification Model

e Waterfall Model

e Waterfall Model with Prototyping
e 'V Model

e Transformation Model

e Extreme Programming (XP) Model
e Synchronize-and-stabilize Model

e Spiral Model

Waterfall Model with Prototyping

The waterfall model with prototyping has seen chosen to model the development

of Unravel Parking Difficulty via Relative Chain (ode Algorithm. The reasons are that:

I8

It is best suited for the actual environment as the development progress from a
stage to another stage under the supervisioy of a supervisor.

It allows part of the system to be developcd and tested earlier to identify the
problem.

It is easy to use and understand.

Validation can be done from time to time ) ensure that the system has
implemented all the requirements.

Verification ensures that each function work correctly.
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Pfleeger (1991) extended the waterfall model by placing a larger emphasis on the

testing component. In this model all steps are interconnected to allow a prototyping
O

approach to be used in conjunction with the model. Every development stage should be

completed before another the next begins. The eight stages are:

N

Requirements Analysis

o Understand and determine the user’s needs by having brainstorming, eliciting

and analyzing system requirements.

System Design

o Outlining system functionalities by having feasibility studies and case studies

on current systems.

o Determine and specify hardware and software architecture.

o Verify the system design.

Program Design

o Determine and specify the program design and database design.

Coding

o Involve programming, personal planning, tool acquisition, database

development and component level documentation.
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Unit and Integration Testing
o Test the modules separately and integrate the tested modules.

o Test on the integrated modules.

System Testing
o Combine all the integrated modules intc a system and test on the system.
o Specify and review the result of system test.

o Evaluate the system to meet the requirements.

Acceptance Testing

o Testing on system is completed. The system is delivered.

Operation and Maintenance

o Control and maintain the system which involves system modifications,

perfecting existing acceptable functions and preventing system from

degrading to an unacceptable level and revalidating of system.
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The validation during system testing is to ensure that the system has
implemented all the requirements, so that each system function can be tracked back to a
particular requirement in the specification. As for the verification, it ensures that each
function works correctly without any error and to check the quality of the
implementation.

Prototyping is a sub-process and prototype is a partially developed product or a
simple simulator of the actual system to examine the proposed system and the overview
on the functionality of the system. The aim of prototyping is to enable input from the
end-user at an early stage by giving them the look and feel of the application. This is
achieved by modeling the user interface whilst having little or no content behind that
interface. Prototyping is especially valuable where requirements cannot be specified
clearly. Prototyping is important:

e To ensure the system achieves the performance goals or constraints.

e To ensure the system fulfills the functional requirements.

e To ensure the system is practical and flexible.

To have an insight of how the module and sub-modules interact with each

other.
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Figure 3.2: The Waterfall Model with Prototyping
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3.3

Techniques Used to Gather Information

Before the system is being designed, appropriate techniques must be used to

search, discover, and determine all the system requirements. Among the major

techniques used to gather information in this project is as the following:

1.

Exploring the Internet

The Intemet and the World Wide Web (WWW) is the main source of
information regardless of field of studies. Thus, the writer had spent lots of time
searching and mining for resources and information through some popular search
engines such as google.com and yahoo.com that are related and useful for the
project. Searching for data, information and knowledge over the Internet is

inevitably the most crucial and productive method.

Brainstorming and Discussion

Mr. Mohd Yamani is indeed a very helpful and contributive supervisor. He has
been very patiently explaining and guiding the writer through the whole process
of the project, to prepare the writer’s report and help to design the car park
system. Besides that, he has been kind and generous; to understand and solve the

writer’s difficulty and incapability in some complicated matters.

48



3.

%

Discussion with partner

As this is a two person project, the writer also spent time to discuss the project
with the writer’s partner, Ms Chan Yuit Pui. They would discuss on how they
are progressing, what they had learnt and how to design the system. The two of
them will share our knowledge on something which is related to the project and

will try to solve problems or difficulties together or find help from other

resources.

Studies of Existing Systems

Through studying and surveying existing systems, it helps the writer to get a
better idea on how to improve the system design and have a better understanding
of the system’s requirements. In the process of learning how other systems work,
their functionalities and specifications, the writer have a clearer picture why the
system works that way not the other way. As such, the writer knows the

weaknesses and strengths of these systems and it helps the writer to improve the

system to make it a better and proper one.

Written Materials

Referring to written materials such as previous theses, computing reference
books, journals and research papers either in electronic or hardcopy copy form
has been a stepping stone for the writer to prepare the coming development phase.

Through all these materials, it helps the writer to write the report and design the

system,
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Chapter 4: System Analysis

4.1 Introduction
A requirement is a feature of a system or a description of what the system is
capable to do in order to fulfill its purpose. Software requirement specification will give
a detailed explanation on what the software is supposed to do not only the flow of
information to and from the system, the transformation, processing of data by the system,
but also constraints on the system's performance and capabilities. Requirement
specification will help
e Software users to accurately describe what they wish to obtain;
e Allow developers and programmers to explain their understanding of how users
want a system to work and function;
e Tell designers what functionality and characteristic the resultant system is to
have;
e Tell developer what to demonstrate to convince users that the system is being

delivered according to what was ordered.

50



4.2 Functional Requirement

Functional requirement specifies functions that a system or a system’s component
must be able to perform. These are software requirements that define behaviors of a
system, that is, the fundamental process or transformation that software and hardware

component of the system perform on input to produce the expected outputs.

As for the Unravel Parking Difficulty via Chain Code Algorithm, the functional

requirements are as below:

The input image which is captured by the camera should be in digital format,

L]
which is in GIF, JPEG, TIFF and HDEF.

e Image pre-processing and enhancement includes suppress all irrelevant
information of the image, perform noise reduction and smoothing processes,
and ultimately to produce a better quality image.

e Segmentation process is being used to differentiate and separate the image
into individual numeric character for easier recognition process.

e Character recognition is the last process where the images is being

differentiated and recognize without having ambiguity.
e Run Length Encoding is used to compress a long sequence of relative chain

codes into a shorter code that not only shortens the time to process it but to

save the storage space of the knowledge base.
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4.3 Language

4.3.1 MATLAB (MATrix LABoratory)

4.3.1.1 What is MATLAB?

MATLAB is a high-performance language for technical computing. It integrates
computation, visualization, and programming in an easy-to-use environment where
problems and solutions are expressed in familiar mathematical notation. Typical uses
include:

e Math and computation

e Algorithm development

e Data acquisition

e Modeling, simulation, and prototyping

e Scientific and engineering graphics

e Application development, including graphical user interface building

MATLAB is an interactive system whose basic data element is an array that does
not require dimensioning. This allows user to solve many technical computing problems,
especially those with matrix and vector formulations, ina fraction of time it would take to
write a program in a scalar noninteractive language sucha C or FORTRAN.

The name MATLAB stands for matrix laboratory. MATLAB was originally

written to provide easy access to matrix software developed by the LINPACK and
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EISPACK projects. Today, MATLAB engines incorporate the LAPACK and BLAS
libraries, embedding the state of the art in software for matrix computation.

MATLAB has evolved over a period of years with input from many users. In
university environments, it is the standard instructional tool for introductory and
advanced courses in mathematics, engineering, and science. In industry, MATLAB is the
tool of choice for high-productivity research, development, and analysis.

MATLAB features a family of add-on application-specific solutions called

toolboxes. Very important to most users to MATLAB, toolboxes allow user to /earn and

apply specialized technology. Toolboxes are comprehensive collections of MATLAB

functions (M-files) that extend the MATLARB environment to solve particular classes of
Areas in which toolboxes are available include signal processing, control

problems.

systems, neural networks, fuzzy logics, wavelets, simulation, and many others.

4.3.1.2 The MATLAB System

The MATLAB system consists of five main parts:
e Development Environment
This is the set of tools and facilities that help user to use MATLAB functions

and files. Many of these tools are graphical user interfaces. It includes the

MATLAB desktop and Command Window, a command history, an editor and

debugger, and browsers for viewing help, the workspace, files, and the search

path.
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The MATLAB Mathematical Function Library

This is a vast collection of computational algerithms ranging from elementary
functions such as sum, sine. cosine. and complex arithmetic. to more
sophisticated functions like matrix inverse. matrix eigenvalues, Bessel

functions. and fast Fourier transforms.

The MATLAB Language

This is a high-level matrix/array language with control flow statement,
functions, data structure, input/output, and object-oriented programming
features. It allows both “programming in the small” to rapidly create quick
and dirty throw-away programs, and “programming in the large” to create

complete large and complex application programs.

Graphics

MATLAB has extensive facilities for displaying vectors and matrices as
graphs, as well as annotating and printing these graphs. It includes high-level
functions for two-dimensional and three-dimensional data visualization, image
processing, animation, and presentation graphics. It also includes low-level
functions that allow user to fully customize the appearance of graphics as well

as to build complete graphical user interfaces on MATLAB applications.
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e The MATLAB Application Program Interface (API)
This is a library that allow user to write C and FORTRAN programs that
interact with MATLAB. It includes facilities for calling routines from
MATLAB (dynamic linking), calling MATLAB as a computational engine.

and for reading and writing MAT-files.

4.3.1.3 MATLAB GUIDE (Graphical User Interface Development Environment)

GUIDE, the MATLAB Graphical User Interface development environment,
provides a set of tools for creating GUIs. These tools greatly simplify the process of
laying-out and programming a GUI.

When one opens a GUI in GUIDE, it is displayed in the Layout Editor, which is
the control panel for all of the GUIDE tools. The Layout Editor enables one to lay out a
GUI quickly and easily by dragging components, such as push buttons, pop-up menus, or
axes, from the component palette into the layout area. The following picture shows the

Layout Editor:
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Figure 4.1: MATLAB GUI Layout Editor

Once one lays out his GUI and set each component's properties, using the tools in
the Layout Editor, he can program the GUI with the M-file Editor. Finally, when one
press the Run button on the toolbar, the functioning GUI appears outside the Layout
Editor window.

The list of GUIDE toolsets is as below:

e Laying Out GUIs - The Layout Editor which adds and arranges objects in the

figure window.
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e Aligning Components in the Layout Editor - align objects with respect to each
other.

e Setting Component Properties - The Property Inspector which inspects and
sets property values.

e Viewing the Object Hierarchy - The Object Browser which observes a
hierarchical list of the Handle Graphics objects in the current MATLAR
session.

e Creating Menus - The Menu Editor which creates a menu bar or a context
menu for any component in a layout.

e Setting the Tab Order - The Tab Order Editor which changes the order in

which components are selected by tabbing.

4.3.2 MATHEMATICA
4.3.2.1 Introduction to MATHEMATICA

MATHEMATICA is a versatile, powerful application package for doing
mathematics and publishing mathematical results. It runs on most popular workstation
operating systems, including Microsoft Windows, Apple Macintosh OS, Linux. and other
Unix-based systems.

MATHEMATICA is used by scientists and engineers in disciplines ranging from
astronomy to zoology; typical applications include computational number theory,

ecosystem modeling, financial derivatives pricing, quantum computation, statistical

analysis, and hundreds more.
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The best way to understand MATHEMATICA is to see it in action. The sections

below describe three major categories of usage:

User Tool: MATHEMATICA can be used to perform computations. either

numeric or symbolic. Results can be visualized using 2-D and 3-D graphics

Programming Tool: MATHEMATICA provides a rich set of programming
extensions to its end-user language. Programming can be done in procedural,
functional, or logic (rule-based) style, or a mixture of all three. For tasks
requiring interfaces to the external environment (such as extraction from a
relational database) MATHEMATICA provides MathLink, which allows
MATHEMATICA programs to communicate with external programs written

in C, Java, or other languages.

Publishing Tool: MATHEMATICA has extensive capabilities for formatting
graphics, text, and equations. Documents, called notebooks, can be exported
as PostScript, TeX, HTML, or a combination of HTML and MathML

(Mathematical Markup Language).
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4.3.3 Java

Algorithm developers and scientists want a tool that allows them to concentrate

on their work (math, science), not on the tool (C, Mathematica, Java or Matlab). Java is

an object-oriented and platform independent programming language introduced by Sun

Microsystem in Jun 1995. Image in Java can be image class, imageProducer interface,

imageConsumer interface, imageFilter class (implement imageConsumer interface), and

filteredImage source class (implement imageProducer interface).

Java Graphics

ad

FilteredImage Source

Image
Filter

i

Y

ImageProducer
Applet.getimage().getSource()

3

Figure 4.2: Java Image Processing



4.4 Chosen Language

MATLAB has been chosen as the programming language because it is a powerful
tool for general matrix manipulations and image processing. It is able perform the image
processing processes such as image pre-processing, enhancement, segmentation which
includes thinning, threholding, and edge detection.  Because of the built-in functions, it
will probably saved a lot of time in the process of writing code and debugging.

MATLAB is very easy to learn as it is a high-performance language for technical
computing which integrates computation. visualization. and programming in a user
friendly environment. MATLAB code which is expressed in familiar mathematical
notations is easy to write and is able to solve complex problems in mathematics,
engineering and sciences. In addition, data structures in MATLAB require minimal
attention where popular functions are stored in the MATLARB Mathematical Function
library and there is no need to declare them while one intends to use it. It also provide
toolboxes which allows user to learn and apply specialized technology and is able to

solve specify classes of problems.

4.5  Non-Functional Requirement

Non-functional requirement does not describe what a system or software will do
rather HOW it does. For example, software performance requirements, some external
interface requirements, software design constraints, and software quality attributes. Non-
functional requirements are difficult to test; they are usually, or most of the time,
evaluated subjectively.  Non-functional requirements have been identified and

acknowledged as a vital and crucial determinant to the success of many software projects,
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For the Unravel Parking Difficulty via Relative Chain Code Algorithm, the

following requirements have been set:

Reliability

In this project, the reliability of the system is stress on the performance of the
system to recognize the numeric character in a specific time frame and
accurately. The reliability is affected by the performance of the system
whether it is able to handle the workload during peak period of the car park.
It is closely related on the system ability to recognize the numeric character
without error and pass it to the shortest path system to determine the shortest
way to arrive at the vacant space for the car park user. Thus it is important the

whole system works accordingly to attain to its expectation.

Maintainability

System maintenance often requires more effort and time if the system is not
well planned and designed at the beginning. The system maintenance will
allow users to make certain change or modification to the system according to

the current needs and usage of the system.
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Efficiency

Efficiency is the ability of a process procedure to be called or accessed
unlimitedly to produce similar performance outcomes at an acceptable or
credible speed. In this car park system, efficiency comes into picture as how
fast the system can process the images that are being captured by the camera
and then go through the image processing process. It is also about how well

and accurate the system can inform users which car park is available for car
<

park users to park their car.

Flexibility
In terms of flexibility, the car park system is a flexible system as it is a

standalone system and can be actually executed over many Microsoft’s, UNIX

and Linux operating systems.

User Friendly

In this car park system, the user interface design aims is to fulfill three golden
rules of user friendliness, which are:

e Place user in control

This will define interaction modes in a way that does not force a user into
unnecessary or undesired actions or situations. Moreover, it also provides

flexible interaction, for instance, via mouse movement and keyboard

commands.



e Reduce the user’s memory load
One of the principles that enable an interface to reduce the user’s memorv
load is by reducing demand on short term memory. The user’s interface

should be designed to reduce and minimize the memory needed to load

and execute the system.

e Make the interface consistent

The user’s interface design should conform to consistent fashion where all
visual information must be organized according to a design standard what
is maintained throughout all screen displays. ~ Apart from that, input

mechanisms are restricted to limited sets that are used consistently

throughout the application.

6. Correctness

Correctness is the level for which the system performs according to its
required function. To ensure that the Unravel Parking Difficulty via Relative
Chain Code Algorithm system meet its requirements, the system will be
reviewed from time to time together with the supervisor or moderator. This is

important to assure the quality and maturity of the system.
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4.6  Hardware Requirement

Hardware includes any physical (that can be touched) device or peripheral that is
connected to a computer and is controlled by the computer’s microprocessor. Below are
the hardware requirements for the system:

e Processor : Pentium II 166 MHz & above, AMD Athlon (TM) XP 2000
e Memory :560 Mbytes of RAM, 256 or 512 Mbytes DDR RAM

e Hard Disc : At leust 4.75 Gigabytes

e Graphic Adapter : 8-bits (for 256-simultaneous colors)

e Input Device :Keyboard, mouse.

e Output Device : Printer, monitor.
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4.7  Software Requirement
Software is a common term for a range of programs used to operate computers
and its related devices. Software can be divided into system software and application
software. System software is usually operating systems that support application software.
In the meantime, application software is programs that do work that users are directly
interested in. Below are the software requirements for the system:
e Operating System : Microsoft Windows XP Professional Version 2002
SP1, Windows 95, Windows NT 4.0 with
Service Pack 3 or Linux, Macintosh (both 68000
and Power Macintosh) and workstations such as
IBM RS§/6000, HP 9000 PA-RISC, DEC Alpha
(under DEC UNIX 4.0C) and Sun SPARC.
e Authoring Tool : MATLAB 6.0 or MATLAB 6.5

(Release 12 or Release 13)
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Chapter S: System Design

5.1 Introduction

System design is the specification of a detailed computer-based solution. The

description of the system is called design where it focuses on the technical or

implementation concerns of the system.

52  Conceptual Design

The Unravel Parking Difficulty via Relative Chain Code Algorithm is design for
car park operators to manage the car park efficiently thus attracting more customers to
their car park. The system will help car park users to maneuver their vehicle to the
vacant space with ease, therefore saving time and fuel in searching for a vacant space in
a wide area of the car park manually. The car park operator is able to upload the latest
output map to the screen of a monitor or television at the entrance of the car park. The
output map will show the result of the recognition which consist of the vacant spaces in
the car park that serves as a guideline to car park users to park their vehicle,

The system is also being designed for easier maintainability and allowed
enhancement in the future. Additional features such as security issue conceptual from

additional module can be implemented to the original version of the system.

5.3  System Design

By comparing the existing car parking systems, languages and algorithms that

are suitable to be used for Unravel Parking Difficulty via Relative Chain Code
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Algorithm system, some decisions has been made on noise reduction, image

enhancement, segmentation, recognition and compression processes.

Pre-processing

Processes

Digitization

y

Image Analysis

Y

Image Enhancement

4
Segmentation

A

Run Chain Code

y

Run Length Encoding

\ 4
Recognition

Y

Output /Result

Figure 5.1: Process Flow of the Implementation Phases
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The following section will discuss in detailed concerning the chosen algorithm of

the related processes.

5.3.1 Input Digitization

An image which is the numbering of the car park space on the floor of the car
park will be captured by the camera. After that it will be sent to the computer for the
subsequent process. The captured image that contains unique numerical numbers on the
floor of the parking space will then be transform to digital image which is in the gray-

scale format. The images will be converted to bitmap formats which include JPEG, GIF,

TIFF, and PNG.

Figure 5.2: Original Image Figure 5.3: Gray-Scale Image

5.3.2 Adding and Removing Noise

In digital image processing, image smoothing, or more specific, noise removal is
one of the most important elements in enhancement. However, most of the techniques

have the side effect of blurring the image especially at the sharp edges that result in poor

quality images.
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As such a non-linear filter-median filter has been chosen to achieve noise
reduction. Sources of noise which is resulted from the CCD chip of a camera that is
cause by the electronic signal fluctuations in the detector and also related to thermal
energy. Average pixels in the image become corrupted by noise, as its fluctuations are
fast and high in frequency. Median filter is able to produce better performance by

retaining fine character of the image that may be smoothed by averaging.

Figure 5.4: Horizontal/Vertical Line Preserving Neighborhood for Median

Filtering

Median filter operates on a local neighborhood. Each pixel of the numeric
character will take turns to check its neighbor pixel to get to know whether its neighbor
pixel is disturbing the character or not. After the size of the local neighborhood is
defined, the median value will be calculated starting from separating all neighboring
pixel value into numbers in ascending orders. The median value is then assigned to the
pixels in the character’s image. For example, consider the set of numbers, 8, 23, 26, 2,
and 15. These numbers being rearranged in an ascending order will result in 2, 8, 15, 23,

26, where 15 is the value of the median. Therefore, in median, filtering, the gray-level
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of each pixel is replaced by the median of the gray level in a neighborhood of the pixel,

instead of the average.

Figure 5.5: Numeric Character after Figure 5.6: Numeric Character after
adding Salt-and-Pepper Noise Removing Noise using Median Filter

5.3.3 Image Pre-Processing Processes

The digitized image will be enhanced to produce a more quality image. In the
image pre-processing process, information that is not relevant to the specific image
processing will be suppressed. Its aim is an improvement of the image data that

suppresses undesired distortions or enhances some image features important for further

processing.
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5.3.3.1 Intensity / Brightness Adjustment

The captured image usually is not centered in intensity therefore the maximum
number of bits is used to span the intensities of interest. This weakness can be corrected
by adjusting the brightness and contrast of the image. The contrast may be adjusted
linearly or logarithmically. This adjustment is important to provide brightness for the

numeric character image to continue the following image processing process.

Figure 5.7: Original Gray Scale Image Figure 5.8: Image after Intensity

Adjustment

5.3.4 Segmentation

Segmentation is to partition the image into several constituent components.
Segmentation is an important process in the Unravel Parking Difficulty via Relative
Chain Code Algorithm, because this technique enable user to distinguish between the
objects of interest, in this case the numeric characters, with “the rest”. This latter group

is also referred to as the background of the image.
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5.3.4.1 Threshold

Gray-level thresholding is the simplest segmentation process and it is performed
in the basis of the different intensities or colors in the foreground and background of an
image.  Numeric character of camera image which is characterized by constant
reflectivity or light absorption of their surfaces: a brightness constant or threshold can be
determined to segment the unique numeric character in a captured image from the car
park.

The input for a thresholding operation is typically a gray-scale or color image
(RGB) and the output is a binary image or black and white image representing the
segmentation. The black pixels correspond to the background of the image and white
pixels correspond to foreground (or vice versa). The segmentation is determined by a
single parameter known as the intensity threshold. In a single pass, each pixel in the
image is compared with this threshold. If the pixel’s intensity is higher than the threshold,

the pixel is set to white in the output. If it is less than the threshold, it is set to black.

Figure 5.9: Original Gray Scale Image  Figure 5.10: Image after Threshold
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5.3.4.2 Thinning

Image thinning is to reduce the size of the image while retaining the image
characteristics. It is use to reduce the thresholded output of the Sobel operator. to lines of
a single pixel thickness. while preserving the full length of those lines.

In the numeric character image which has been thresholded, all the pixels on the
boundaries of foreground regions will be considered (i.e. foreground points that have at
least one background neighbor). Points that has more than one foreground neighbor will
be deleted, as long as it does not locally disconnect or split into two the region containing
that pixel. Iterate until convergence. This procedure will erode away the boundaries of
the foreground object-the numeric character, as much as possible, but does not affect

pixels at the ends of lines.

Figure 5.11: Image after Thinning
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3.3.4.3 Edge Detection

Edge detection is used to find the edges of the numeric character in the captured
image using edge detecting operators. These edges will mark image locations of
discontinuities in gray-level, color, texture, etc.

The Sobel operator has been chosen to detect the edges of the numeric character
in the captured image as it looks for an edge in horizontal and vertical direction. One of
the advantages of Sobel operator is that it is able to smooth the input of the image to a
greater extent and makes it less sensitive to noise. It performs a 2-D spatial gradient
measurement on the captured image and so emphasizes regions of high spatial frequency
that correspond to edges. It is used to find the approximate absolute gradient magnitude

at each point in an input of gray-scale image.

Figure 5.12: Image after Sobel Operation
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5.3.5 Recognition

Recognition is the most important process in the whole system, as it is crucial to
recognize the numeric character which has been captured. The relative chain code
algorithm will be used for the recognition process. Chain code is a sequential of numbers
that represent the basic form of characters based on the definition of 8-direction diagram
(refer to Figure 5.13), which is similar to the direction of the compass (north, south,
northeast and etc). The relative chain code has been chosen because of the directional
code representing any particular section of line is relative to the directional code of the
preceding line segment. The 8-direction chain code diagram will be the direction
guideline to calculate the relative chain code for the numeric characters. Images
represented by the diagram will become smoother and complete through using the 8-
direction chain code diagram. Each of the numeric character will be represented by the
numbers and direction of the diagram. The method to read it is by anti-clockwise

After the chain code has been read and produced for the numeric character, it
will be followed by the matching process where the chain code that has been read will be

compared with the chain code in the knowledge base.

Figure 5.13: 8-direction Chain Code Diagram
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5.3.6 Knowledge Base

Knowledge base is needed for the matching and recognition path process in this
system. It will be build before input of all captured images goes through the processes in
this system.

Knowledge base corresponds to a dictionary for the recognition process to store
all the relative chain code of numeric characters from 0 to 9. Every input of data into the
knowledge base is in relative chain code and it is not in the bitmap image file format.
The knowledge base will be used in the recognition process for matching the related
numeric character with the stored relative chain code of that particular numeric character.

Matching will be done by comparing the relative chain code of the numeric character of

the captured image with the relative chain code in the knowledge base.
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5.3.7 Run Length Encoding (RLE)

Run length encoding (RLE) is a very simple form of data compression in which
runs of data (that is, sequences in which the same data value occurs in many consecutive
data elements) are stored as a single data value and count, rather than as the original run.
It is base on the idea of replacing a long sequence of repeated symbol in to a shorter
sequence (run). In this process, RLE will replace sequences of consecutive repeated
characters of the relative chain code into single character with the length of the run.

An example for the relative chain code for number 815 2,2,3,3,3,3,3,3, 1, 1, 1,
I, 1, 1 can be represented by 2X2, 3X6, 1X3. However, the information needed for the
character recognition process is only 2, 3, and 1. Using RLE not only minimized the

space to stored the data but also shorten the time for the numeric character recognition

process in the system.

5.4 Data Flow Diagram (DFD)

Data flow diagram is a process model used to depict the flow of data through a
system and the work or processing performed by the system at any level of detail with a
graphic network of symbols showing data flows, data stores, data processes, and data
sources or destinations. DFD will depict the overview of the system inputs, processes
and outputs. DFD is easy to understand as it has symbols that specify the physical

aspects of the implementation. DFD is composed of four basic symbols as shown below.
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Table 5-1: Data Flow Diagram (DFD) Symbols

[ Symbols Attributes
The External Entity symbol represents
sources of data to the system or
destinations of data from the system.
The Data Flow symbol represents
ﬂ

movement of data.

The Process symbol represents an activity

that transforms or manipulates the data,

The Data Store symbol represents data that

i not moving.

The purpose of the data flow diagram is to provide a semantic bridge between

user and the system developers. The DFD is:

e Graphical which eliminates thousands of words;

Logical representations, modeling

WHAT a system does, rather than the

physical model that shows HOW it does;

Hierarchical which shows the system at any level of detail; and

Jargonless which allows user to have a better understanding and reviewing.
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The goal of DFD is to have a commonly understood model of the system. The

diagram is the basis of structured system analysis.
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Figure 5.14: Data Flow Diagram of the Unravel Parking Difficulty via Relative

Chain Code Algorithm System
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User Interface Design

User interface design is concern about how effectively users are able to
use a system and how they benefit from using it. A good interface makes it easy
for user to interact with the computer by telling the computer what they want to
do. The computer will also be able to request required information from users
and for the computer to present undersiandable information and visualization.
Clear communication between users and (he computer is the working premise or
platform of good user interface (UI) design.

For this car park system, the user interface aims for the following design

principles:

1. Clear
A clear interface will help users to make errors, make important information

obvious, and contributes to the ease of learning and apply.

2. Consistent
A consistent interface allows users to apply previously learned knowledge to
new tasks that are given to them. Effective applications are both consistent

within themselves and consistent with one another.
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Simple

The best interface designs are simple and straightforward. Simple designs are

sasy to learn, use and also give the interface a consistent look. A design

requires a good balance of maximizing functionality and maintaining
o

simplicity through progressive disclosure of information.

User-Controlled

The users should be the one who initiate and control all actions and not the

computer.

Direct

Users must be able to see the visible cause-and-effect relationships between
the actions they take and the objects on the screen. This allows users to feel

that they are in charge of the computer’s activities and not the computer itself,

Aesthetic

Every visual element that appears on the screen potentially competes for the

users’ attention. It provides an environment that is pleasant to use and

contributes to the users’ understanding of the information and simulation

presented.
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Chapter 6: System Implementation

System implementation phase is to meet the requirements in the system design
phase, where the project has been developed to turn all the requirements into a real
system. The conceptual and technical designs from the system analysis phase is
interpreted and modeled to become the physical working system itself.

The Unravel Parking Difficulty via Relative Chain Code Algorithm system is
developed using top-down approach where the system is divided into different and
smaller modules. This approach assumes that every module are developed and tested
properly within its own module. By breaking down into simple and well-defined
interface, it will make the system more modular. The reason why modularity is

desirable is because a modular system is much easy to code, debug, understand and

maintain.

6.1  Development Environment

Development environment has a significant influence in the process of

developing the system. System development can be paced up significantly by utilizing

the appropriate software and hardware.

86



6.1.1 Hardware in the Development Environment

Hardware which is configured for the development environment is the
underlying element for the entire system. The hardware used in the implementation
phase of the system plays an important role in realizing the finale of the system’s
architecture.

The hardware configuration of the development environment is as the following:

e Intel Pentium 4 Processor 1.80GHz

e Memory - 256MB PC2100 of DDR RAM

e Storage — 4 GB of Hard Disk space is reserved

e Other standard desktop PC component

6.1.2 Software in the Development Environment

Hardware and software are tightly coupled that operates in accord to performed
programmed tasks. Without the proper and correct software, the biggest, fattest or even

the most powerful computer cannot perform up to expectation rather it is inoperative and

idle without any use.

The software tools that are being used in the development environment are as the

following:

Operating System — Microsoft Windows XP Professional Service Pack 1
Web Browsers — Internet Explorer 6.0, Firefox 1.0

e Matlab 6.5.0.18091 3a Release 13

e Notepad

e Documentation -~ Microsoft Office XP
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6.2

Recognition Algorithm

The process of character recognition is divided into 4 modules, which are:

1.

Image processing

In image processing, the image which is kept in the directory will be opened

and displayed. The chosen image will go through the threshold and thinning

process.

Segmentation

The segmentation involves segmenting out the wanted numerical character
with others that may appear in the image. It will then recognize the main

numerical character that will go through the recognition process.

Recognition

The recognition process involves determining the starting point, reading the

chain code and matching the chain code of the image with the one in the

knowledge base. It is necessary to determine the starting point of the image

as the system needs to know where it should start to read the chain code for

that particular image. After the chain code has been read, it will then be kept

and compared with the knowledge base that has been built, in order to

identify the numerical character.
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6.3

Image Processing

Open and display the file which is being stored in the directory

Jimagefile, imagepath] = uigetfile (**.*’, ‘Please Select Your Image’);

[1map] = imread ([imagepath,imagefile]);

image (1);

Executing the thresholding process
level = graythresh (1);

threshold = im2bw(l, level);

Executing the thinning process
SE = strel (‘rectangle’,[2 1]);

thinning = imdilate (threshold, SE);
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6.4

Yo~

Segmentation Process
[m.n]=size(l);

bw-1;

length array-length(bw);
array-ones(1,length_array);

M- cell(length array,1); %creates a cell array that is the same size array M.

Insert image (binary=0) into cell array M

Jori=I:m
total = 0;
Jor j=1:length_array
if bw(ij)==1  %Determine the quantity of j=1
total=total + 1;

end

end

%j =1 is same as length arra
QN

total=0;

elseif total~=length array %j=1 is not the same as length_array

Jor a=1:length_array

array(l,a)=bw(i,a); %Insert the image into the array
end
M{i}~array; %Store array into cell array M

total - 0;
end

end

%
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% Segmentation Process %

temp=0;

templ—0;
temp2-0;
temp3=0;
tempd=0;
temp5=0;
fori=1:m

see—isempty(M{i});

if see==1 %if M{i} do not contain value 0

temp=temp+1;

templ=temp; 9%templ return rows that do net contain value 0

elseif see==0 9%if M{i} contain value 0

temp=temp+1;

temp2=temp; %temp?2 return rows that contain value 0
break

end

end

temp3=temp2; 9%temp3 return rows that contain value 0

array? ones(1,n);

charl{temp3-1} array2; ~ %add the default value of array to the highest row

for i~temp3:m

see~isempty(M{1});
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if see==0

charl{i}=M{i};

else
charl{i}=array2; %add default value of the array into the lowest row
temp- temp4-+1i; Yotemp4 return rows that contain the same value as 1
break
end
end

temp3=temp4,

%display charl
y=cell2mat(charl);
figure(1);
imshow(y);

title('Segmented Character’);

handles.image value2=y;

guidata(hObject, handles)
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6.5  Recognition

[k 1]=size(y);

length array=length(y);
Jori=1:k
Jor j=l:-1:1 % for j=1:-1:1
yij)==
startl=i;
start2=j;
disp(‘Image=")

disp(y)

Sprintf(1,'Initial point for the image is at pixel(%.1d,%.1d)\n', start 1, start2)

break;
end
end
if¥(ij)==0
break;
end
end

prev code~8;

93



\S
S\

Determine the chain code image

store code=[]; %declare store_code array to store the code
increment —1;
while startl~=0 & start2~=(
if prev _code==8 Zostart 1o read the code
if y(startl+ 1,start2-1)==0 Yocode =3
start]=startl+1;
start2=start2-1;
store codef{increment}=35;
prev _code=35;
elseif y(startl+ 1, start2)==0  %code=6
startl=startl+1;
start2=start2;
store code{increment}=6;
prev_code=6;
elseif y(startl-1,start2)==0  %code=2
startl=startl-1;
start2=start2;
store code{increment}=2;

prev_code=2;
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elseif y(startl start2+ 1)==0  %code=0
startl=startl;
start2=start2+ 1;
store code{increment] =0,
prev code=0;
elseif y(startl-1,start2+1)==0 %code=1
start!=startl-1;
start2=start2+ 1;
store code{increment}=1;
prev code=1;
elseif y(startl-1,start2-1)==0 %code=3
start! =startl-1;
start2=start2-1;
store code{increment}=3;
prev code=3;
elseif y(startl,start2-1)==0  %code=4
startl=startl;
start2=start2-1;
store code{increment}=4;
prev_code=4;
elseif y(startl+ 1 start2+1)==0 %code=7
startl=startl+1;
start2=start2+1;

store_code{increment}=7;
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prev code=7;
else
startl=0;

start2-0;

end

increment=increment+ I, Zemove up the position of the array
else %if prev_code is exist-after defining the previous code

if prev code =~ 5 %if prev_code==35

if y(startl + 1,start2+1)==0 %code=7 -prev code=5
startl=startl +1;
start2=start2+1;
store code{increment}=7;
prev code=7;
elseif y(startl+ 1 start2)==0 %code=6 -prev code=5
startl=startl+1;
start2=start2;
store_code{increment}=6;
prev _code=6;
elseif y(startl+ 1,start2-1)==0 %code=5 -prev code=3
start]=startl+ 1;
start2=start2-1;
store code{increment}=5;

prev_code5;
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elseif y(startl,start2-1)==0 %code=4 -prev code=5
startl=startl;
start2= start2-1;
store code{increment}=;
prev code 4,
elseif y(startl-1,start2-1)= -0 Y6code=3 -prev code=5
startl =startl-1;
start2=start2-1;
store code{increment}-3;
prev_code=3;
elseif y(startl-1,start2)==0 %code=2 -prev code-5
start] =startl-1;
start2=start2;
store code{increment}=2;
prev_code=2;
else
start]~0;
start2=0;
end
increment-increment+ 1;
elseif prev code~ 6 %if prev code ==
if y(startl+ 1,start2+ 1)~ =0 %code=7 prev_code=6
startl - startl+1;

start2 - start2+ 1;
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store code{increment}=7;

prev code=7;

elseif y(startl+ 1,start2)==0 %code=6 -prev code=6

startl =startl - I;
start2 =start2;
store code{increment} -6,
prev _code=6;

elseif y(startl+ 1,start2-1) ==
startl =startl+ 1;
start2=start2-1;
store code{increment}=3;

prev code—35;

%code=35 -prev code=6

elseif y(startl,start2-1)==0 %code~4 -prev code=6

startl =startl;
start2=start2-1;
store_code{increment}=4;
prev code 4,
elseif y(startl-1,start2-1) ==

startl=startl-1;
start2=start2-1;

store code{increment} - 3;

prev code 3;

%code=3 -prev_code=6
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else
start =0,
start2-0;
end
increment=increment + 1;
elseif prev code~=2 %if prev code~~2
if y(startl-1,start2-1)==0  %code~3 -prev code~2
startl=startl-1;
start2=start2-1;
store code{increment}=3;
prev _code=3;
elseif y(startl-1,start2)==0 %code =2 -prev code~2
start]=startl-1;
start2=start2;
store code{increment}=2;
prev _code=2;
elseif y(startl-1,start2+1)= =0 %code=1 -prev code~2
startl=startl-1;
start2=start2+ 1;
store code{increment}=1;

prev code=1;

LN

elseif y(startl,start2+ 1)~ 0 Ycode 0 -prev code
startl—startl;

start2=start2+ 1;
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store code {increment} = 0;
prev code =0,
elseif y(start1+ 1 start2+ 1)~ =0 %code 7 -prev code~ 2
start] startl+1;
stari2=start2+1;
store code{increment}=7;
prev _code=7;
else
start]=0;
start2=0;
end
increment=increment+1;
elseif prev code==0 %if prev code =0
if y(startl-1,start2+1)==0  Ycode~1 -prev code~()
startl=startl-1;
start2=start2+1;
store code{increment}=1;
prev code=1;
elseif y(startl, start2+ 1)~ =0 %code~0 -prev code 0
start]=startl;
start2=start2+1;
store codefincrement}!0;
prev code 0,

elseif y(startl + 1,start2+ 1)~ 0 Y%code~ 7 -prev code~0
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start] =startl+1;

start2=start2+1;

N

store code{increment}
prev code= 7,
elseif y(startl+ 1,start2) =0
start]=start! +1;

start2=start2;

S\

store code{increment}
prev code=6;

elseif y(startl+ 1,start2-1)
startl =startl+1;
start2=start2-1;

store codefincrement!=35;

prev code=5;

else

start]=0;

start2=0;

end

increment —~incrementt 1;
elseif prev code~~1

if y(startl-1,start2-1) =0
startl=startl-1;
start2=start2-1;

store codefincrement} 3,

%code=6 -prev code=()

=0 %code=35 -prev code~ ()

%if prev code~ =]

Yocode 3 -prev code~ |
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prev code=3;
elseif y(starti-1,start2)==0 %code=2 -prev code= |
start] =startl-1;
start2=start2;
store codefincrement] 2;
prev code=2;
elseif y(start1-1,start2+ 1)~ =0 %code=1 -prev code- 1
start] =startl-1;
start2=start2+1;
store code{increment}—1;
prev code=1;
elseif y(startl,start2+1)= =0 %code=0 -prev code~ |
start]=startl;
start2=start2+1;
store code{increment}=0;
prev code=0;
elseif y(startl+ 1 start2+1)==0 %code=7 -prev _code- |
start] =start1+1;
start2=start2+ 1;
store codefincrement}=7;
prev code=7;
elseif y(start1+ 1,start2)~ =0 %%code~6 -prev code - |
start] =startl+1;

start2=start2;
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store code{increment} = 6,
prev code- 6;
else
start] —0;
start2=0;
end
increment=increment+t I;
elseif prev code~-3 %if prev _code==3
if y(startl+ 1,start2-1)=-0  %code=35 -prev code-3
start] =startl+1;
start2=start2-1;
store code{increment}—5;
prev code=35;
elseif y(startl,start2-1)==0  %code=4 -prev _code~3
startl=startl;
start2=start2-1;
store codefincrement} -4,
prev_code=4;
elseif y(startl-1,start2-1)= =0 Ycode=3 -prev code~3
start] =startl-1;
start2=start2-1;
store code{increment}~3;
prev_code=3;

elseif y(startl-1,start2) =0 %code=2 -prev _code~3
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startl=startl-1;
start2=start2;
store code{increment}-2;
prev code=2;
elseif y(startl-1,start2+1) =0 %code~ 1 -prev code -3
start]=startl-1;
start2=stari2+ 1,
store code{increment}=1;
prev code=1;
elseif y(startl,start2+1)==0 %code=0 -prev _code=3
startl=startl;
start2=start2+1;
store code{increment}=0;
prev code=0;
else
start]=0;
start2-0;
end
increment-increment t 1;
elseif prev code~~4 %if prev _code=~4
if y(startl+ 1,start2-1)==0  %code=5 -prev_code -4
start] ~startl+ 1;

start2 - start2-1;

store code{incrementf =5,
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prev code=35;
elseif y(startl, start2-1)==0 %code~4 -prev code-4
startl—startl;
start2 = stari2-1;
store code{increment}=4;
prev code=4;
elseif y(startl-1,start2-1) =0 Yocode=3 -prev code~4
startl=startl-1;
start2=start2-1;
store code{increment}=3;
prev code=3;
elseif y(startl-1,start2)==0 %code=2 -prev code~4
startl =startl-1;
start2=start2;
store code{increment}=2;
prev _code=2;
elseif y(startl-1,start2+1)==0 %code=1 -prev_code-4
startl =start1-1;
start2=start2+ 1;
store codefincrement}=1;
prev code=1;
else
start]~0;

start2 0,
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end
increment=increment+ I;
elseif prev code~ 7 %if prev code==7
if y(starti-1,start2+1)=~0  %code~1 -prev code~7
start]=startl-1;
start2=start2+1;
store code{increment}=1;
prev code=1;
elseif y(startl,start2+1)==0 %code=0 -prev code~7
startl =startl;
start2=start2+1;
store code {increment}=0;
prev _code=0;
elseif y(startl+1,start2+ 1)==0 %code~7 -prev_code~7
start]=startl+1;
start2=start2+ 1;
store code{increment}=7;
prev_code=7;
elseif y(start1+ 1,start2)= =0 %code=6 -prev _code~7
start]=start1+1;
start2=start2;
store code{increment} - 6;
prev_code=6;

elseif y(start1+ 1,start2=1)= =0 %code=~5 -prev_code~7
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startl =startl+1;
start2=start2-1;
store code{increment}=5;
prev code=5;

elseif y(startl,start2-1)=~0 %code~4 -prev code~7
start]=startl;
start2=start2-1;
store code{increment}=4;
prev_code=4;

else
start]=0;
start2=0;

end

increment=increment+1;

end Yend for prev code~5
end %end for prev code~8
end Yend for while loop

S=cell2mat(store code);

disp('Chain Code that has been read is!);
disp(S)

handles.image value=S;

guidatathObject, handles)
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Chapter 7: System Testing

751 Introduction

System testing is an important phase in the development of the Unravel Parking
Difficulty via Relative Chain Code Algorithm system. This is because system testing
tells whether the coding has been successfully implemented, all the functions is working
accordingly, and whether the code need to be modified, enhanced or debugged to
produce the correct result from the system.

Furthermore, testing is the process of establishing the existence of errors. A
good test is one that has a high probability of finding an undiscovered error.
Nevertheless, testing cannot prove the absence of defects, as it can only show the
software defects that are present. Therefore, an appropriate approach must be chosen to
reduce the possibility of errors on the program.

The testing process for the system is divided into a few modules that involve the
execution of a series of functions. This is to check whether the system will perform

accordingly through execution and implementation of the functions.
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7.1.1 Compilation and Execution

Once the coding for the system is completed, the MATLAB source code needs to
be compiled to check whether there are any bugs or error in the coding,

If the MATLAB application can be compiled successfully without error, then the
testing phase can proceed with the execution of the application. Otherwise, the testing
phase will have to go through the debugging phase to fix the errors, before it can be

recompiled again.

7.1.2 Debugging

During the compilation of the application, if error(s) are found, the error
message(s) need to be scrutinized to identify where the errors have occurred in the
source code. The errors might be syntax error, such as missing semi-colons, curly
braces and undefined function. Some other errors might be logical errors, such as errors
in referencing, errors in passing arguments and errors in calling methods.

The process of debugging is to check the occurred errors and correcting them. It
is a process of eliminating errors or bugs from the source code in order for the system to
be compiled successfully. This is an iterative process, where it is very common in the
programming environment. Only a successful compiled piece of source code is able to

proceed to the execution process in the testing phase.
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713 Accuracy of Execution

When the source code is freed from all errors and bugs, it will then be executed
orin other words run.  The aim of execution is to allow users to use the system or to
interact with the system through the system’s interface,

For the Unravel Parking Difficulty via Relative Chain Code Algorithm system,
the compiled source code is executed to check and verify the correctness and accuracy
of the interface, the response of the system when user click on one of the buttons,
Whether the system produced accurate relative chain code for the specific number when
itis input into the system.

If the system does not generate the correct chain code according to the algorithm
Or response to user’s click, the testing phase will go back to the debugging-compiling-
EXecuting process until the system is able to produce accurate chain code according to
the chain code algorithm.

If the functions does not perform as expected or produce good result, the code
Will be modified and debugged in order to come out with better results. Some other
modifications other than the ones mentioned above, that can be done here would include

Modifying the appearance of the interface such as colors of the background and also the

Setting of layout and panel.
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7.2 Image Processing Module

Image pre-processing processes include a few functions that are being used to
produce a more quality image. One of the advantages of using MATLAR is because it
has a built-in Image Processing Toolbox. The Image Processing Teolbox is a collection
of functions that extend the capability of the MATLAB numeric computing
environment. The toolbox supports a wide range of image processing operations. Some

of the functions that are being used are discussed in the following sections:

7.2.1 Image Digitization
— » [imagefile, imagepath] = uigetfile (‘*.*’, ‘Please Select Your Image’)

It returns the name and path of the file that has been chosen from the dialog
box. When the open image button is being pressed, imagefile will contain the
name of the file that has been chosen and imagepath will have the name of
the path that has been chosen. If the cancel button is being pressed or if an
error occurs, imagefile and imagepath are set to 0.
uigetfile displays a dialog box used to retrieve a file. The dialog box lists the

files and directories in the current directory,
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[Lmap] = imread ([imagepath,imagefile])

Reads the indexed image in imagepath into I and its associated colormap into
map. [ is of class uint8, and map is of class double. The colormap values are
rescaled to the range [0,1]. imagepath is a string that specifies the format of
the file. The file must be in the current directory or in a directory in the

MATLAB path. If imread cannot find the imagepath file, it looks for a file

named imagepath.fmt.

delete(handles. figure)

Delete the current figure.

set(handles. figure, ‘Visible', ‘off’)

Make the figure invisible.

set(handles.figure, ‘WindowStyle', ‘normal’)

Change the figure’s WindowStyle property to normal,

122 Threshold

level = graythresh (1)
Computes a global threshold (level) that is used to convert an intensity image

into binary image with im2bw. level is a normalized intensity value that lies

in the range of [0,1].
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threshold = im2bw(l, level)

Converts the intensity image / to black and white. im2bw produces binary
image from indexed, intensity, or RGB images. It converts the input image
to grayscale format (if it is not already an intensity image), and then converts

this grayscale image to binary by thresholding. /eve/is in the range [0,1].

723 Thinning

Thinning is an operation where the value of the output pixel is the maximum

value of all the pixels in the input pixel’s neighborhood. In a binary image, if any of the

Pixels is set to the value 1, the output pixel is set to 1.

SE = strel (‘rectangle’,[2 1])

Creates a structuring element, SE, of the type specified by shape. swrel
function will execute according the shape and parameters that has been
chosen. In this testing, SE creates a flat, rectangle-shaped structuring
element, where /2 1] is the size of the rectangle. The size must be a two-
element vector of nonnegative integers. The first element which is 2 signifies
there are two rows in the structuring element neighborhood: the second

element which is 7 signifies there is one column.
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o thinning ~ imdilate (threshold, SE)
This function dilates the grayscale, binary, or packed binary image threshold,
returning the dilated image, thinning. The argument SE is a structuring
element object, or array of structuring element objects, returned by the stre/
function.
The input for this module is from the threshold module where the pixel value

is 0 or 1, thus if the pixel equals to 1, the output for that particular pixel will

be set to 1 also.

7.3, Segmentation

Segmentation process is the process of separating the image that is wanted for
fecognition with other unwanted image that may appear in the captured image. The
humerical character that has been chosen to be tested is number 1. The image of number

I'that will be tested in the segmentation module is as shown in Figure 7.1.

Figure 7.1: Image of Number One
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The segmentation process begins when the first row of the image that has been
detected with zero in at least of the pixel. When that particular row has been identified,
the entire pixel’s value of that particular row will be stored into cell and continue with
the next row, and so on, until the segmentation module can find the first row where all
the pixel’s value equal to one. Image that is being stored in cell represent the image that
will be recognized in the recognition module.

Rows that have all pixels’ value equal to one suggest that there is empty space in
the image. All this pixels’ value will be ignored as it only contains image that is useless
in the image recognition process, as the segmentation module will only focus on the
im;{ge that is required. The segmentation module has been tested successfully as it is
able to separate out an image that is sought after with other unnecessary extra image.

After the segmentation process only the important image will remain and the

Other unnecessary images will be discarded for easier recognition in the following

testing process.

Figure 7.2: Image after Segmentation
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7.4 Recognition

In the recognition process, it will focus on in testing the chain code algorithm.
The main reason of the testing is to check whether the chain code is working properly,
according to the chain code algorithm and produce correct result while it is being tested
on images. The generated chain code will be used as representations of a particular
image and in this case the numerical characters.

The chain code will be read in an anti-clockwise manner and this causes each
pixel will have eight possibility in every generated chain code. The images that have

been segmented will be used for recognition purposes as shown in Figure 7.3

Figure 7.3: Image that will be used for recognition process

It is a very crucial to determine the initial or starting point of the image that will
be recognized, as it will decide where it will begin to read the chain code of the
Particular image. The numerical character is being read in matrix (i j) where 7 represent
ows and j represent columns of the image. The initial point will be determined from

the right 1o left and from top to bottom,
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When the recognition process has been activated, the algorithm will start
searching for the first pixel the is zero valued in the rows and columns of (i j) and return
the starting point of the image. The algorithm will stop the searching process once the
first zero valued pixel is found. After the preliminary point of the image has been
confirmed, it will then start generate the chain code.

As it has been stated, the chain code is being generated based upon the initial
point that has been determined and the direction of the subsequent point. The chain
code algorithm will start with the initial point and continue with the next point by
eXamining all possible movement that consists of the value of the 8-connected
neig;,hborhood, The value of the point will change every time there is a new point being
discovered during the movement of the present point.

The following figures, which are Figure 7.4 and Figure 7.5, show that how the
chain code for a particular numerical character is acquired. The gray colored boxes
represent pixels that is of zero valued, while the white colored boxes represent pixels

Which is equal to one. The arrows show the direction of the chain code of the image that

i being read.
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Start

Starting Point: (2, 5)
Chain Code: 6, 6, 6, 6, 6, 6
Figure 7.4: Image of numerical character (number one) that is use to

generate chain code.
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Starting Point: (1, 6)
Chain COde: 4, 4, 4, 4, 6, 6, 6; O) O’ 7’ 6; 5a 4; 4
Figure 7.5: Image of numerical character (number five) that is use to

generate chain code.
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] 2 3 4 5 6 7 8
Start

Starting Point: (2, 2)
Chain Code: 6, 6, 6, 0, 0, 0, 0, 0, 6, 6, 6
Figure 7.6: Image of path for the robot navigation to search the position of

the vacant parking space that is use to generate chain code.

According to Figure 7.6, the system is able to recognize the path that leads to the
Vacant car park; it will help the robot navigation to determine the direction and distance
for the robot to calculate the position of the empty space. This will help in solving the
Problem of where is the empty space as the robot navigation does not have the function
10 determine the position of the car park space. The number of the chain code will show

the direction while how many times the number appears will determine the distance of it
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Base on Figure 7.4, the starting point is (2, 5); for Figure 7.5, it is (1, 6) and for
Figure 7.6, it is (2, 2). After determining the starting point for the image, the algorithm
will begin to check for all neighborhood pixels (8-connected neighborhood) that contain

the zero value as shown in Figure 7.7.

Figure 7.7: Possible pixel’s value for the 8-connected neighborhood pixel

The table below, Table 7.1, displays all possible subsequent point of the
neighborhood pixel based on the initial point of (1, 6) and also the representation for the

directions of the chain code.
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o e
Initial Point (7, j) Subsequent Point (7, ) Chain Code Direction
PP - ) o= B
(0,7) 1 /
(0,6) -2 t TR
A (0,5) it __3_ N _:_ L
(1,5) 4 = :
(2,5) 5 |
(2,6) 6 N\
2,7) 7 -

Table 7.1: Possible subsequent point of the 8-connected neighborhood pixel based
on the initial point of (1, 6) and also the representation for the directions of the

chain code.

However, there is a constraint for the algorithm as it can only read certain
direction of the chain code only and this is based on the starting point of the image.
There are some codes that cannot be read and generated to become a chain code. The

constraint is being discussed in detail in Table 7.2 and Figure 7.9.
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Previous Point Next Point (Anti-clockwise)

0 SOSOR

] 6,7,0,1,23

2 7,0;]‘:..";,3 a

3 (115243 10 &

4 1,2,3,4,5

S5 23,4,5,6,7

6 3,4,5,6,7

7 45,6,7,0,1

Table 7.2: Possible subsequent point base on the previous code that has been read.

Figure 7.9 shows the black colored boxes that are impossible to contain an

image. The arrow illustrates the possible subsequent point in an anti-clockwise manner

as in Table 7.1.
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Chapter 8: Conclusion & Discussion

8.1 Conclusion

The result from this final year project is a tool that can be used to recognize

character in the parking lot, in order to help car park users to quickly locate vacant space

in the parking bay. This tool consists of image processing, segmentation and recognition

of numbers.

Throughout the development of this project, the writer has gained a lot of

priceless knowledge and exposure in regards of image processing, which is something

very new and unfamiliar to me. Image processing is a field that is very vast and there is

much more that can be explore as it is still quite new in the computing environment.

Furthermore, it has been a wonderful experience for the writer in developing the project

since the writer is being exposed to the idea image processing.

Image processing which can be defined as the act of examining images for the
purpose of identifying objects and judging their significance. For a human being with
normal vision, it is easy to recognize and to interpret the image that they have seen.
However, for a machine, it recognizes image quite differently from human beings. To a
machine, an image is just an unrelated collection of pixels. Nevertheless, it can store the
image as the collection of pixels, or the image can be subjected to a transformation
function whose output would be stored instead. Recognition would be based on
comparison and retrieval from stored data in a knowledge database. 1t is important to

have the right tool that is able to detect, identify, classify, measure, and evaluate the

significance of physical and cultural objects, their patterns and spatial relationship
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8.2 Problems Encountered

The success of the Unravel Parking Difficulty via Relative Chain Code
Algorithm system does not come without problems and constraints. Much effort has
been placed into understanding, eradicating, and solving problems through the whole

course of the system development.

8.2.1 Inexperience in MATLAB

Though the writer had chosen MATLAB as the project’s development tool, the
writer does not have any knowledge or experience in using the sofiware. Therefore the
writer started to learn the language and its usage whenever time permits and during the
Semester break. Through this, it has given the writer some concept and knowledge about
MATLAB. The writer also downloaded some electronic books for off-line reference as
the library is lack of reference books that is related to MATLAB. Internet is indeed a

8ood source for faster learning process as there are many up-to-date resources available

for any types of programming language.

8.2.2  Understanding the Concept of Image Processing

As image processing is something new to the writer, the writer need to study the
fundamental concepts of it and try to understand the processes it involves in order for the
machine to understand the image itself. Since there is many methods involves in image
processing, the writer also need to choose the methods that are suitable for the system in
turn to attain the objectives of the system, In addition, the writer also need to learn

about the Relative Chain Code algorithm that includes how it works and why it is better



than the ordinary chain code algorithm. It took the writer some time to understand it and

be able to work out the relative chain code for the numbers.

8.2.3 Tight Schedule

The project time frame is very short and tight since all the development and
documentation need to be finished in less than five months. As the writer still needs to
attend lectures and to do assignments, the time allocated for the development process is
very short. For this reason, the writer had planned a development schedule for each
module. The writer also tried to jot down inspiration for the project from time to time
and ‘write comment blocks within the coding which help the writer to continue with the

coding without wasting time to recall and review the code again.

8.3  System’s Strengths

Some of the strong points of the Unravel Parking Difficulty via Chain Code Algorithm

system’s are as the following:

e It is a tool that is specifically for image processing in the Unravel Parking

Difficulty via Relative Chain Code Algorithm system that includes noise
reduction, improving the quality of the image by adjusting the brightness of
the image as the captured may be not bright enough to be recognized,
thresholding process to highlight the regions of the image that are needed for

the recognition process and thinning by reducing the all lines into single pixel

thickness for easier recognition,
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This system is able to segment the character that is needed to be recognized
without regard where the character is located. The image can be located in
the middle, left or right but the system is able to segment the character that

we are interested to perform the recognition process.

This system also has the advantage of determining the starting point of the
image that will then go through the recognition process. It is an important
process as the starting point of the image will be used to implement the chain
code algorithm. The chain code algorithm that has been built is being used to
read the code of the intended image in order for the recognition process to be

successfully performed.

In addition, this system is equipped with the run length encoding feature that
is being use the compress the generated chain code while recognizing the
intended image. In this feature, it is able to increase performance of the
system as shorter code will be used for recognition and to store the

interpreted chain code.

Lastly, not only the system is capable of recognizing the character from the
image, it is also able recognize the route that is needed for the robot to know
the path to reach the vacant car park space. This is an added feature that is
very useful and beneficial in the shortest path detection system to transform

the captured image into relative chain code.
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8.4  System’s Constraints
Although the Unravel Parking Difficulty via Chain Code Algorithm system can
be categorized, overall, as successful, it still has some weak points / limitations which

are;

e The sending parameter from the image processing module is not complete
that causes the image that has gone through earlier processes cannot be used
for the thinning process. The reason is that the image from previous
processes is not in a one pixel mode and may produce none wished-for result

in the recognition stage.

e Furthermore, the noise reduction, brightness adjustment, and thresholding
functions can only prove the flow of the entire system but it cannot be send to

be used for the following of the functions.

e The recognition process is intended to identify the images that are in one
pixel mode that represents one straight line. The chain code generated from
none one pixel image will issue in incorrect code or even worse the chain

code recognition process cannot be carried out successfully.

e Testing has only been able to perform in some numerical characters only.

Hence the testing does not cover all numbers where some of the numbers

may not be able to be recognized by the system.
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8.5  Future Enhancements

As this system still comes with a number of limitations, there are still a lot of
areas that allows for further enhancement. One the area is to make sure that in the
future, the images that has gone through earlier image processing processes can be in use
in the thinning process in order to produce better result.

Besides that, the chain code algorithm that is being used in the recognition
process should be fault tolerance where it can still recognize image that is not in a single
pixel mode. The chain code that has been generated will be read in detail to determine
whether it really represent the actual character.

The writer’s suggestion is that this project should be continued in the future with
the purpose of improving the system to repair the existing weakness and add in more
new functions so as to produce an operative, efficient and reliable system for the usage
of car park operators and users. Research concerning this system ought to be carried out
to create a system that can perform more effectively.

Last but not least, the completed system is just a beginning to build a more
sophisticated system that can really help car park users to find vacant car park space
with ease, consequently reducing the traffic in the car park and encourage visitors to
spend more time in shopping complexes. It is very important for functions such as
thinning process, segmentation process and recognition process to be implemented
successfully as these processes are considered as core process for the system. Again, all
these are just brilliant ideas, there are much more effort, research and development to be
funded and carried out in reaching the goal of the Unravel Parking Difficulty via Chain

Code Algorithm,
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Appendix A:  Source Code

Yfpmemmmmmmmmmmemmo e e carpark_main.m
%Faculty of Computer Science and Information Technology
%University of Malaya (UM), Kuala Lumpur

%WXES 3182 - Final Year Project

%Unravel Parking Difficulty via Relative Chain Code Algorithm
%Student Name: CHAN HUEY MIN

%Matric No: WEK 020027

%

%Supervisor: Mr. Mohd Yamani Idna bin Idris

o/ .
/0

%

%

function varargout = carpark_main(varargin)

% Begin initialization code - DO NOT EDIT

gui_Singleton = 1;

gui_State = struct('gui_Name', mfilename, ...
'gui_Singleton', gui_Singleton, ...
'gui_OpeningFcn', @carpark_main_OpeningFcn, ...
'gui_OutputFen', @carpark_main_OutputFen, ...
'gui_LayoutFen', [], ...
'gui_Callback', []);

if nargin & isstr(varargin{1})

gui_State.gui_Callback = str2func(varargin{1});
end

if nargout
[varargout{1:nargout}] = gui_mainfcn(gui_State, varargin{:});
else
gui_mainfcn(gui_State, varargin{:}),
end
% End initialization code - DO NOT EDIT

% --- Executes just before carpark_main is made visible.
function carpark_main_OpeningFcn(hObject, eventdata, handles, varargin)

% Determine the position of the dialog - centered on the callback figure
% if available, else, centered on the screen
FigPos=get(0,'DefaultFigurePosition’);
OldUnits = get(hObject, 'Units');
set(hObject, 'Units', 'pixels’);
OldPos = get(hObject,'Position’);
FigWidth = OldPos(3);
FigHeight = OldPos(4);
if isempty(gcbf)
ScreenUnits=get(0,'Units"),
set(0,'Units','pixels');
ScreenSize=get(0,'ScreenSize');
set(0,'Units', ScreenUnits);

FigPos(1)=1/2*(ScreenSize(3)-FigWidth);

FigPos(2)=2/3*(ScreenSize(4)-FigHeight);
else

GCBFOIdUnits = get(gebf,'Units');
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set(gcbf,'Units',’pixels’);
GCBFPos = get(gcbf,'Position’);
set(gcbf,’Units’,GCBFOIdUnits); v
FigPos(1:2) = [(GCBFPos(1) + GCBFPo0s(3) / 2) - Enandth L2
(GCBFPos(2) + GCBFPos(4) / 2) - FigHeight / 2);
end
FigPos(3:4)=[FigWidth FigHeight];
Sel(hObject, 'Position’, FigPos);
Set(hObject, 'Units', OldUnits);

% Choose default command line output for carpark_main
handles.output = hObject;

% Update handles structure
Quidata(hObjed, handles);

% - Outputs from this function are returned to the command line.
function varargout = carpark_main_OutputFcn(hObject, eventdata, handles)

% Get default command line output from handles structure
Varargout{1} = handles.output;

%OPEN IMAGE

% -~ Executes on button press in open_image_button.

function open_image_button_Callback(hObject, eventdata, ha'ndles) .
[imagefile'jma_gepa(h]:uigetﬁle("',"','Please Select Your Image"); %----set the file, then the file's
Path. Get the file : " et
[l,map]=imread([imagepath,imagefile]);%----lnput the file and display the path using imread.
Locate the path, then the file

Image());

handles.image_value=I;

QUidata(hObject,handles)

HTHINNING

% - Executes on button press in thinning_button.

function thinning_button_Callback(hObject, eventdata, handles)
W=handles.image_value:

SE=strel(rectangle’ [2 1)); %rectangle’,[2 1]

N=imdilate(BW,SE):

Mshow(N,title('Dilation Image')
andles.image_value=N;

guidala(hObject,handles)

4STHRESHOLDING

% - Executes on button press in threshold_button,

function threshold_button_ Callback(hObject, eventdata, handles)
=handles.image_value:

I=1gb2gray(1);

level=graythresh(l):

SW=im2bw(l level); , :

'MShow(BW) title('Thresholded Image’) %title(['Thresholding', num2str(level)))

handies image_value=BW:
Qludata(hObjcct.hnndles)
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%SEGMENTAT'ON ' ntation_button
% - Executes on button press in segmentation_ :
function segmentation_button_Callback(hObject, eventdata, handles)

l=handles.image_value;
[m,n]=size(l):;

bw=|:
length_array=length(DW);

array= th_array); , e
Mii}éllzza]izg’l:??ayq)' )‘(/icreates a cell array that is the same size as another array, M.

char1=ce|l(|ength_array.1);

for j=1 ‘length_array

if bw(i j)==1 %j=1
total=total+1:
end
end

if total==length_array %j=1is same as length_array
total=0:

elseif total~=length_array %j=1 is not the same as length_array

for a=1:1en th_array ‘ '
arrHY(1.a£)J=bw(i,a); %Insert the image into array
end

Mii}=array; %Keep array into cell array M
total=0:

end
end

Phoeneen... Segmentation Process %
temp=o;

emp1=o,

temp2=0.

temp3=0,

temp4=0;

temps=0;

for j=1 'm
See=isempty(M{i)):

IFsee==1 %if M{i} do not contain value 0

temp=temp+1;
tenlmnp‘: :fé;;f:) %temp1 return rows that do not contain value 0

elseif spp== %If M{i} contain value 0
temp=temp+1;
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temp2=temp; %temp2 return rows that contain value 0
break

end

end

temp3=temp2; %temp3 return rows that contain value 0
array2=ones(1,n);
char1{temp3-1}=array2; %add in the default value for array all ones into the topmost row
for i=temp3:m
see=isempty(M{i});

if see==0
char1{i}=M{i},
else

char1{i}=array2; %add in the default value for array all ones into the most bottom row
temp4=temp4+i;, %temp4 return all rows that contain the same value as 1
break
end
end
temp5=temp4,

%display char1
y=cell2mat(char1);

figure(1);

imshow(y);

title('Segmented Character');

handles.image_value2=y,
guidata(hObject,handles)

% CHAIN CODE----- %
% --- Executes on button press in chain_code_button.

function chain_code_button_Callback(hObject, eventdata, handles)

y=handles.image_value2;

[k,1]=size(y);

0/,
length_array=length(y);
fori=1:k
for j=1:=1:1 % for j=1:-1:1
if y(i,))==0
start1=i;
start2=j,
%disp(y)
%fprintf(1,'Starting point for the image is at pixel(%.1d,%.1d)\n" start1,start2)
break;
end
end
if y(i,j)==0
break;
end
end
prev_code=8,

Determine initial point for image %
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% Determine the chain code image
store_code=[]; %declare store_code array to store the code
increment=1;

while start1~=0 & start2~=0

if prev_code==8 Yo=r=-rrrmunn start to read the code,prev_code is not found for point that is

firstly found

if y(start1+1,start2-1)==0 %code=5
start1=start1+1;
start2=start2-1;
store_code{increment}=5;
prev_code=5;

elseif y(start1+1,start2)==0 %code=6
start1=start1+1;
start2=start2;
store_code{increment}=6;
prev_code=6;

elseif y(start1-1 start2)==0 %code=2
start1=start1-1;
start2=star2;
store_code{increment}=2;
prev_code=2;

elseif y(start1 start2+1)==0 %code=0
start1=start1;
start2=start2+1;
store_code{increment}=0;
prev_code=0;

elseif y(start1-1,start2+1)==0 %code=1
start1=start1-1;
start2=start2+1;
store_code{increment}=1;
prev_code=1;

elseif y(start1-1,start2-1)==0 %code=3
start1=start1-1;
start2=start2-1;
store_code{increment}=3,
prev_code=3;

elseif y(start1,start2-1)==0 %code=4
start1=start1;
start2=start2-1;
store_code{increment}=4,
prev_code=4;

elseif y(start1+1 start2+1)==0 %code=7
start1=start1+1;
start2=start2+1;
store_code{increment}=7,
prev_code=7;

else
start1=0,
start2=0,

end

increment=increment+1; %naikkan kedudukan array

€lSe Yo=-vsemmennnns if prev_code is exist-after defining the previous code

if prev_code == § Ypeenrenncnannn if prev_code==5
if y(start1+1 start2+1)==0 %----code=7 -prev_code=5

%
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start1=start1+1;
start2=start2+1;
store_code{increment}=7,
prev_code=7,;
elseif y(start1+1 start2)==0 %----code=6 -prev_code=5
start1=start1+1,;
start2=start2;
store_code{increment}=6;
prev_code=6;
elseif y(start1+1 start2-1)==0 %----code=5 -prev_code=5
start1=start1+1,
start2=start2-1;
store_code{increment}=5;
prev_code=5;
elseif y(start1,start2-1)==0 %----code=4 -prev_code=5
start1=start1;
start2=start2-1;
store_code{increment}=4,
prev_code=4;
elseif y(start1-1,start2-1)==0 %----code=3 -prev_code=5
start1=start1-1;
start2=start2-1;
store_code{increment}=3;
prev_code=3;
elseif y(start1-1,start2)==0 %----code=2 -prev_code=5
start1=start1-1;
start2=start2,
store_code{increment}=2;
prev_code=2;
else
start1=0;
start2=0,
end
increment=increment+1,

elseif prev_code==6 % if prev_code==
if y(start1+1 start2+1)==0 %----code=7 -prev_code=6
start1=start1+1,
start2=start2+1;
store_code{increment}=7,
prev_code=7,
elseif y(start1+1 start2)==0 %----code=6 -prev_code=6
start1=start1+1,
start2=starn2;
store_code{increment}=6;
prev_code=6;
elseif y(start1+1 start2-1)==0 %----code=5 -prev_code=6
start1=start1+1;
start2=start2-1,
store_code{increment}=5;
prev_code=5;
elseif y(start1,start2-1)==0 %----code=4 -prev_code=6
start1=star1;
start2=stant2-1,
store_code{increment}=4,
prev_code=4,
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elseif y(start1-1,start2-1)==0 %----code=3 -prev_code=6
start1=start1-1;
start2=start2-1;
store_code{increment}=3;
prev_code=3;
else
start1=0;
start2=0;
end
increment=increment+1;

elseif prev_code==2 % if prev_code==2
if y(start1-1,start2-1)==0 %----code=3 -prev_code=2
start1=start1-1;
start2=start2-1,
store_code{increment}=3,
prev_code=3;
elseif y(start1-1,start2)==0 %----code=2 -prev_code=2
start1=start1-1,
start2=start2;
store_code{increment}=2;
prev_code=2;
elseif y(start1-1,start2+1)==0 %----code=1 -prev_code=2
start1=start1-1,;
start2=start2+1;
store_code{increment}=1,
prev_code=1;
elseif y(start1,start2+1)==0 %----code=0 -prev_code=2
start1=start1;
start2=start2+1;
store_code{increment}=0;
prev_code=0;
elseif y(start1+1,start2+1)==0 %----code=7 -prev_code=2
start1=start1+1;
start2=start2+1,
store_code{increment}=7;
prev_code=7,;
else
start1=0;
start2=0,
end
increment=increment+1,

elseif prev_code==0 % if prev_code==0
if y(start1-1,start2+1)==0 %----code=1 -prev_code=0
start1=start1-1,
stant2=start2+1,
store_code{increment}=1;
prev_code=1;
elseif y(start1,start2+1)==0 %----code=0 -prev_code=0
start1=start1;
start2=start2+1,
store_code{increment}=0;
prev_code=0,
elseif y(start1+1 start2+1)==0 %----code=7 -prev_code=0
start1=start1+1,
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start2=start2+1;
store_code{increment}=7,
prev_code=7;
elseif y(start1+1 start2)==0 %----code=6 -prev_code=0
start1=start1+1,;
start2=start2;
store_code{increment}=6;
prev_code=6;
elseif y(start1+1,start2-1)==0 %----code=5 -prev_code=0
start1=start1+1;
start2=start2-1;
store_code{increment}=5;
prev_code=5;
else
start1=0;
start2=0;
end
increment=increment+1;

elseif prev_code==1 % if prev_code==1
if y(start1-1,start2-1)==0 %----code=3 -prev_code=1
start1=start1-1;
start2=start2-1,;
store_code{increment}=3;
prev_code=3;
elseif y(start1-1,start2)==0 %---code=2 -prev_code=1
start1=start1-1;
start2=start2,
store_code{increment}=2;
prev_code=2;
elseif y(start1-1,start2+1)==0 %----code=1 -prev_code=1
start1=start1-1;
start2=start2+1;
store_code{increment}=1;
prev_code=1;
elseif y(start1,start2+1)==0 %----code=0 -prev_code=1
start1=start1;
start2=start2+1;
store_code{increment}=0;
prev_code=0;
elseif y(start1+1,start2+1)==0 %----code=7 -prev_code=1
start1=start1+1,
start2=start2+1;
store_code{increment}=7;
prev_code=7,;
elseif y(start1+1 start2)==0 %----code=6 -prev_code=1
start1=start1+1,
start2=stan2,
store_code{increment}=6;
prev_code=6;
else
start1=0,
start2=0,
end
increment=increment+1;
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elseif prev_code==3 % if prev_code==3
if y(start1+1 start2-1)==0 %----code=5 -prev_code=3
start1=start1+1;
start2=start2-1,;
store_codef{increment}=5;
prev_code=5;
elseif y(start1,start2-1)==0 %----code=4 -prev_code=3
start1=start1,;
start2=start2-1,
store_code{increment}=4;
prev_code=4,
elseif y(start1-1,start2-1)==0 %----code=3 -prev_code=3
start1=start1-1,;
start2=start2-1;
store_code{increment}=3;
prev_code=3,;
elseif y(start1-1,start2)==0 %----code=2 -prev_code=3
start1=start1-1;
start2=start2;
store_code{increment}=2;
prev_code=2;
elseif y(start1-1,start2+1)==0 %----code=1 -prev_code=3
start1=start1-1,
start2=start2+1;
store_code{increment}=1,
prev_code=1;
elseif y(start1,start2+1)==0 %----code=0 -prev_code=3
start1=start1;
start2=start2+1;
store_code{increment}=0;
prev_code=0;
else
start1=0;
start2=0;
end
increment=increment+1;

elseif prev_code==4 % if prev_code==
if y(start1+1,start2-1)==0 %----code=>5 -prev_code=4
start1=start1+1,;
start2=stant2-1,;
store_code{increment}=5;
prev_code=5;
elseif y(start1, start2-1)==0 %----code=4 -prev_code=4
start1=start1,;
start2=start2-1,
store_codef{increment}=4,
prev_code=4,
elseif y(start1-1,start2-1)==0 %----code=3 -prev_code=4
start1=start1-1,
start2=stant2-1,
store_code{increment}=3;
prev_code=3,
elseif y(start1-1, start2)==0 %----code=2 -prev_code=4
start1=start1-1,
start2=stan2,
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store_code{increment}=2;
prev_code=2;

elseif y(start1-1,start2+1)==0 %----code=1 -prev_code=4
start1=start1-1;
start2=start2+1;
store_code{increment}=1,
prev_code=1;

else
start1=0;
start2=0;

end

increment=increment+1;

elseif prev_code==7 % if prev_code==7
if y(start1-1,start2+1)==0 %----code=1 -prev_code=7
start1=start1-1;
start2=start2+1;
store_code{increment}=1;
prev_code=1;
elseif y(start1,start2+1)==0 %----code=0 -prev_code=7
start1=start1;
start2=start2+1;
store_code{increment}=0;
prev_code=0;
elseif y(start1+1 start2+1)==0 %----code=7 -prev_code=7
start1=start1+1;
start2=start2+1;
store_code{increment}=7,
prev_code=7,
elseif y(start1+1 start2)==0 %----code=6 -prev_code=7
start1=start1+1,
start2=start2;
store_code{increment}=6;
prev_code=6;
elseif y(start1+1,start2-1)==0 %----code=5 -prev_code=7
start1=start1+1,
start2=start2-1,
store_code{increment}=5;
prev_code=5,
elseif y(start1,start2-1)==0 %----code=4 -prev_code=7
start1=start1;
start2=start2-1,
store_code{increment}=4,
prev_code=4,
else
start1=0;
start2=0,
end
increment=increment+1;

end %end for prev_code=5
end %end for prev_code=8
end %end for while loop

S=cellZmat(store_code);
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disp('Chain Code that has been read is:');
disp(S)

handles.image_value=S;
guidata(hObject,handles)

% --- Executes on button press in Initial_point_button.

function Initial_point_button_Callback(hObject, eventdata, handles)
% hObject handle to Initial_point_button (see GCBO)

% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)

y = handles.image_value2;

[k.l]=size(y);

% =--=---=m-=--= Determine initial point for image =----=-====e=ececees %
length_array=length(y);
fori=1:k
forj=I:-1:1
if y(i,j)==0
start1=i;
start2=j;
disp('lImage=")
disp(y)
fprintf(1,'Starting point for the image is at pixel (%d , %d)\n',start1,start2)
break;
end
end
if y(ij)==0
break;
end
end

% --- Executes on button press in exit_button.

function exit_button_Callback(hObject, eventdata, handles)

% hObject handle to exit_button (see GCBO)

% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)

delete(handles.carpark_main);
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Example of Generated Chain Codes

Appendix B

Number 1

P g p— p— p— p— p— p— p— p— p— p— p— g

e p— p— p— p— p— p— p— p— p— g p— q— po—

P g g p— p— p— p— p— p— p— p— — p— —

Starting point for the image is at pixel (2, 13)

Chain Code that has been read is:

Columns 1 through 16

6 6 6%.686" 6 60606 4

7

5

Columns 17 through 24

ol

N

(o]

o™
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Number 1 (Thin)

— g g g g g g g gt g— g e g g p—

lllll O ™t =t =t e e e
lllllllllllllll
]]]]]]]]]]]]]]]
]]]]]]] g p— p— p— o p—
lllllll et gt ey p—
lllllll g p— p— p— g p—
]]]]]]]]]]]] p— p— —
lllllllllllllll
]]]]]]]]]] P g g p—
]]]]]]]]] et g p— p— p— p—
]]]]]]]] g p— p— p— p— —

Starting point for the image is at pixel (2, 14)

OGN GG

6

Chain Code that has beenreadis: 6 6 6 6 6 6 6
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Number 5

Columns 1 through 17

— p— p— p— p— p— po— p— p— po— go— po— p— po—

— p— p— p— p— p— p— p— p— g— g— g— g— p—

e p— p— p— p— p— p— p— g p— p— p— — o

Starting point for the image is at pixel (2, 14)

Chain Code that has been read is:

Columns 1 through 17

7 0 0O o8 66 5

6

5

Columns 18 through 34

o

o™

4

S DR 0

2

Columns 35 through 41

2 N0 000 =0

1
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Number 5 (thin)

p— p— p— p— p— p— p— p— p— p— p— p— g— go— g— go—

— p— p— p— p— p— p— p— p— — p— g p— g— p— p—

—_ O = = — SO0 OO —~ —
—_ O — = — — — O == —— o —
—_ O — o — — — O ——— — O —
—_ O — o — — — O = O

e p— p— p— p— p— o p— g— p— p— p— — p— p—
et gt p— p— p— p— p— p— p— p— p— p— p— o g
et — p— — g p— g p— p— gt g— p— p— — —

T— p— p— p— p— — — p— p— p— — p— — p— p— g

" p— p— p— p— p— p— p— p— p— p— g p— p— .

— e p— p— p— p— p— p— p— p— p— p— po— p— p—

— p— p— p— p— p— p— p— p— g g g g gt o .

T — p— p— p— p— p— o p— p— o o p— g po— gt

— e g g et gt gt o o ot g p— g

— e p— p— p— p— p— g g g g g g g po— p—

Starting point for the image is at pixel (2, 16)

Chain Code that has been read is:

Columns 1 through 18

5

UEROSRTER0 65 (6564 6

6 6 6 6L

5

Columns 19 through 23
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Path Route

Columns 1 through 24

Lod |

0 000 0OOO O O0OOOOTUOOOO0ODO

1

1
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Lyl

9 9999 99 9 9 9 9 9 0 0 0
L€ ySno1y} Z suwnjo)
ool 10. 408 (0%0 40/ 005 0 010 LE 9N 1989 £ D979 D
€z ysnomy | suwnjo)
-S1 peal u32q sey eyl 3p0D cman

(8 < 7) 1ox1d 1e s1 a5ewun oy 10 Jutod Suruelg
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Unravel Parking
Difficulty via Relative
Chain Code Algorithm

USER MANUAL




ABOUT UNRAVEL PARKING DIFFICULTY VIA

RELATIVE CHAIN CODE ALGORITHM

Preparation

Before you can start using the Unravel Parking Difficulty via Relative Chain
Code Algorithm system, a few preparations is needed in order for the system can run in
a computer. Firstly, you will have to make sure that the MATLAB software, preferably
MATLAB 6.5/Release 13 being installed in your operating system.

At the time of the development of the system, the version of for MATLAB is
6.5/R13. Newer version may have been developed and are usually backward compatible
with older version. Thus, the Unravel Parking Difficulty via Relative Chain Code
Algorithm system should be able to run in newer MATLAB version although it is being
developed using the 6.5/R13 version.

Make sure that you have installed the complete version of the MATLARB
software and test whether the software can function properly when it is being executed.

When MATLAB is successfully being executed, you will be brought to the
desktop layout of MATLAB and you will see three different windows, which is the

current directory window, command history window and the command window.
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A WATLAB. -
Fie Edv View Web Window Help

i PRI SR x|
Di\PATLABEDS vi[) Bt M
”Ahll Files ;

ety

e

’_’_J)ave

(_Jnotebook

Cgeew
f_‘] simulink
) stateflow
ey

) toolbox
{)\minstall
{J)vedsexver

(jvorx v
<

< Current Directory

k== 3/02/08
guide

[4sn 3702705 10108 M -V
[quide

ele 1!

|guade
lele

[4er 3/03/05 8134 AN -4 1

[open ('G:\Thesis\viva\cacpark_opening

== 3704705 12104 AK =0
| "
i< R

[ v " T | Currert Dvectory. D WATLABS i D

Us.ng Toolbox Path Cache. Type "help toolbox _path_cache® tor more info.

To get started, select "MATLAE Help™ fiem the Melp menu,

[# start )

Manual Figure B1: Desktop Layout of MATLAB
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Execution of Unravel Parking Difficulty via Relative Chain Code Algorithm
System
1. Type “guide” in the command window and press Enter to launch the (Graphical

User Interface) GUI interface of the system.

Fle Edk Vew Web Window Help

D& 0 g B 7 | CurertDvectory, D WATLABGRSWvork ~0
T S R S N R
]'p:\.unwo'ps\'vou b Dz e M E Using Toolbox Peth Cache. Type "help toolbox_path_cache” for mcre info.

All Files File Type ) || To get sterted, select "MATLAD Help” from the Melp menu,
(0)020205 Folder (544

{Cychris Tosder ¢ ] P> Suee
() dwas Foldex ¢

L LPR Yolder C f

() MATLAB Folder ¢ |
L‘]N:utlngt_? Yolder (

() PolySeyNapDeno Yoldex ¢

() seguentation_tiles. tax Folder ¢

() %pecial Yolder ¢ |

[i] carpack.dpy e e 14|
Dchun code, asv ASV File :

chun code.m n-file ! i

[[B chaincode.w N-f1le ¢

4] cpi.ape e rale ¢ ||
[i]crz.apy e e €

[ craapg a6 File ¢

[ craape e rile

‘[.] CPS. Iy I Tile ¢

.. v l

< N . )

Workspate  Cunent Dicectory | | !

Famniohd oty i ! {

{¥== 3/04/05 12104 A -ey Al [

| uide {

A= 3704708 12127 AR «p

guide |
o il
[ stant )

Manual Figure B2: Type “guide” to launch the GUI of the system
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2. The GUIDE Quick Start window will appear. Go to Open Existine GUI and
choose the figure file of the system where it is usually located in the work folder

of folder MATLABGPS to open the figure file of the system.

APTsmrar e oy

GUIDE Quick Start

Create New GU|  Open Existing GUI

Recenty opened files:

<) DAMATLABGBpSWorki0202056\carpark_apening fig
'\ DAMATLABBpSWorki020205\carpark_main fig |
'\ DAMATLABBpSWOrKI020205\New fig ;
'\ DAMATLABBpSWOrki0202051 fig

<\ DAMATLABBpSWorkiD20205\questiondlg fig

,¢ DAMATLABEpSWOrKIMATLAB\segmentation_GUI fig

|
!
'[

Browse. ..

Open Cancel Help

Manual Figure B3: GUIDE Quick Start window
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3. You will come to the figure file of the system. Click the arrow button to run the

system.

») carpark_opening.fig
File Edit VYiew Layout Tools Help

BB et =

/

Step 3

Welcome To

Unravel Parking
via
Chain Code Algorithm

START | EXIT |

B N ! T Y e el

Manual Figure B4: Figure File of the System
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4. Click on the START button to begin the image processing process.

f*} carpark_opnﬁing

wielcome To

Unravel Parking
| via
Chain Code Algorithm

START | EXIT,
e N
Step 4

Step 5

Manual Figure BS: Opening Page of the System
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5. If you do not wish to continue, click on the EXIT button. A question dialog

window will pop-up asking user whether they really want to quit the system.

= A T S o Yo TS A A e T s S

',"‘,W(Ionfirm Close

& Are you sure you want to quit?

Yes No

Manual Figure B6: Question Dialog
If you wish to quit the program, click NO.
If you wish to continue, click YES. It will bring you back to the main menu of

the program.
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6. Click on the Open Image button and a pop-window will be displayed.

-) carpark_main

Unravel Parking via Chain Code Algorithm
1
,Open Image l "
/ hreshold ’J

SIEP B o
Thinning J 84
06
Segmentation l &
Initial Point | 04
Run Chain Codel e
02
EXIT ‘ ot

00 02 U.l 06 08 1

Manual Figure B7: Main Page of the System
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7. Choose an image file from the directory and click Open.

‘ﬂ { S46(1) .’ carpark_welcome @estbndg
™y 1(1) §carpark_main - [N line questiondic
e1(2) 4 carpark_main N line2 S test

; 45 carpark_main Ny line3

xﬂ S(1) carpark_opening 13 line4

N6 carpark_opening _’ questiondlg

<‘ T R R ; 4 .
File name:  [12) Open W
Files of type: IAI Files (") _:] Cancel

Step 4

Manual Figure B8: Dialog Box that Request User to Choose an Image
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8. The chosen image file will be displayed on the screen.

-} ‘carpark_main

Unravel Parking via Chain Code Algorithm

Open Image
Threshold 5
Thinning
it ) 10
Segmentation
Initial Point I 15
Run Chain Code]
20
EXIT l

Manual Figure B9: Chosen Image Being Displayed
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9. Click on the Threshold button and the image that has been threshold will be

displayed.

-J ‘carpark_main

Unravel Parking via Chain Code Algorithm

Thresholded Image
Open Image l

[¥ Threshold |

Step 6

Thinning ]

Segmentation I

Initial Point |

Run Chain Code ]

EXIT |

Manual Figure B10: Thresholding Process
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10. Click on the Thinning button to view the image that has been make it thinner.

) carpark_main

Unravel Parking via Chain Code Algorithm

Dilation Image

Open Image

Threshold

e

o Thinning |

Step 7 Segmentation

Initial Point

Run Chain Code

EXIT

Manual Figure B11: Thinning Process
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11. Next is the segmentation process. Click on the Segmentation button and you will

see a clear image which is free from other unwanted/extra image.

) carpark_main

Unravel Parking via Chain Code Algorithm

Dilation Image

Open Image I

Threshold ‘

Thinning | Flo EGt View
Insert Tooks

Window  Help

egmentation ]
/vs J DEed&s !
Stcp 8 Initial Point I

Run Chain Coch

Detected Character
|

EXIT l

Manual Figure B12: Segmentation Process
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12. Click on the Initial Point button to determine the initial point for the image to be

recognized.

-J ‘carpark_main

Open Image

Threshold

Thinning J

Segmentation l

¥ Initial Point |

un Chain Code

=} Command Window
Fle Edt View Web Window Help

1 1
1 1
1 1
1 1
1 1
1 1
1 1
1 1
1 1
1 1
1 1
1 1
1 1
1 1

Starcing point for the image is at pixel (2,
» |
¢ LT QGIRIRTE

Manual Figure B13: Determine the Initial Point of the Image
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13. Click on the Run Chain Code button to see the generated code for the image.

) ‘cgul;-)_ark " main

+) Command Window

Open Image

Flo Edt View web Window Help
; T —
Threshold 1 1
1 1
1 1
Thinning ] i :
Seomentation I Starting point for the image is at pixel (2 , 14)
Segr Chain Code that has been tead is:
Coluuns 1 through 8
Initial Point ] 3 , : . 3 % : i
(Ryn Ciain Code Cotns 9 o 1
7/ ¢ ¢ M
r
» v
EXIT € TR >
Sle ]O . A STy sttt - . s AR

Manual Figure B14: Generate Chain Code of the Image
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14. Click on the EXIT button to quit the system.

=3 Aé;l‘pa!k,ﬂ‘)dlﬂ

Unravel Parking via Chain Code Algorithm

Open Image

T 09
Threshold J 08
Thinning I 0.7
06

Segmentation |
06
Initial Point | 0.4
Run Chain Codel 03
02
/ EXIT | Al
" 0

Step 11

0 02 04 06 08 \

Manual Figure B14: Exit the System
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