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ABSTRACT 

Face recognition system is part of facial image processing applications, which is one of 

the biometric methods to identify people by the features of the face. This system has 

many usages in security system and also can be used for authentication, person 

verification, video surveillance, preventing crime, and security activities. Usually, most 

of the standard face recognition systems contain four sections: face detection, feature 

extraction, feature selection, and classification. Although there are many barriers for 

each part of this system, many algorithms are also created to tackle these limitations. 

Algorithms developed for face recognition are tightly related to the rate of extracted 

face features. The huge redundant number of extracted features can reduce the 

performance of face recognition system drastically and increase the time to complete the 

whole process surprisingly. So, it is important to choose a proper combination of 

algorithms that not only diminishes the number of selected features which reduce the 

executing time of the system, but also improves the rate of efficiency and performance 

of face recognition. This study applies a new set of combination, which is Discrete 

Wavelet Transform (DWT) and Pseudo Zernike Moment Invariant (PZMI) for feature 

extraction with Ant Colony Optimization (ACO) in collaboration with Artificial Neural 

Network (ANN) that is experimented for the first time in the face recognition domain. 

ORL database has been employed as the primary dataset. The accuracy rate resulted 

from the system is 88.25% for PZMI+ACO+ANN and 81.34% for DWT+ACO+ANN. 

This research provides a new opportunity for researchers to develop face recognition 

system further. Researchers should be aware that the real-world conditions can be 

different and unpredictable as compared to the lab conditions. Online face recognition 

system has limitations which can motivate them to investigate more rigorously in this 

area.  
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ABSTRAK 

Sistem pengecaman wajah  terdiri daripada sebahagian  daripada aplikasi pemprosesan 

imej wajah yang merupakan salah satu kaedah biometrik untuk mengenal pasti 

seseorang menggunakan ciri-ciri pada wajah. Sistem sebegini digunakan secara meluas 

dalam sistem-sistem keselamatan dan ia juga boleh digunakan untuk pengesahan, 

penentusahan individu, pengawasan video, mencegah jenayah, dan aktiviti keselamatan. 

Kebanyakan sistem pengecaman wajah standard mengandungi empat bahagian iaitu 

pengesanan wajah, penyarian ciri, pemilihan ciri dan pengelasan. Walaupun setiap 

bahagian dalam sistem ini menghadapi pelbagai batasan, pelbagai algoritma turut 

dicipta untuk menangani batasan-batasan tersebut. Algoritma yang dibangunkan untuk 

pengecaman wajah berkait rapat dengan kadar ciri wajah yang disari. Faktor ini boleh 

mengurangkan prestasi sistem pengecaman wajah dan meningkatkan tempoh untuk 

menyelesaikan proses pengecaman wajah pada keseluruhannya. Maka, adalah penting 

untuk memilih gabungan algoritma yang tepat yang tidak hanya mengurangkan bilangan 

ciri yang dipilih, yang akan mengurangkan tempoh pelaksanaan sistem, tetapi juga 

meningkatkan kadar kecekapan dan prestasi pengecaman wajah. Tujuan penyelidikan 

ini dijalankan adalah untuk mencadangkan gabungan teknik baru untuk mencapai 

matlamat tersebut. Kajian ini menggunakan set gabungan baru, iaitu Discrete Wavelet 

Transform (DWT) dan Pseudo Zernike Moment Invariant (PZMI) untuk pengekstrakan 

ciri dengan Pengoptimuman Ant Colony (ACO) dengan kerjasama Rangkaian Neural 

Buatan (ANN) yang bereksperimen untuk yang pertama masa dalam domain 

pengiktirafan wajah. Pangkalan data ORL telah digunakan sebagai dataset utama. Kadar 

ketepatan yang dihasilkan daripada sistem adalah 88.25% untuk PZMI + ACO + ANN 

dan 81.34% untuk DWT + ACO + ANN. Penyelidikan ini memberi peluang baru 

kepada para penyelidik untuk membangunkan sistem pengenalan wajah lebih jauh. 

Penyelidik perlu sedar bahawa keadaan dunia sebenar boleh berbeza dan tidak dapat 
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diramalkan berbanding dengan keadaan makmal. Sistem pengecaman wajah  atas talian 

mempunyai batasan yang boleh memberi motivasi kepada para penyelidik untuk 

menyiasat dengan lebih teliti dalam bidang ini. 
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1.0 CHAPTER 1: INTRODUCTION  

 

1.1 Overview  

Face recognition systems are perceived as a subset of image processing applications 

which are considered as one of the unique biometrics to detect people by the features of 

the face (Bagherian & Rahmat, 2008). The term of biometric refers to some of the 

unique parameters in the human body such as voice, fingerprint, palm, face, signature, 

and iris. Nowadays, the recognition of individuals from their face is a mission so 

ordinary and straightforward that nobody even notices how many times it is performed 

every day. Interestingly, during the last decade, numerous face modeling techniques 

have been progressed. Nonetheless, face recognition has some advantages over other 

biometric methods. This system is natural and easy to use and it does not lead to 

disturbing the people (Almohammad & Mahmoud, 2013). It is also considered as a non-

collaborative biometric system since it can quickly gather the facial data from cameras 

or webcams without the assistance of the people. These systems have significant usage 

in security systems and some security activities such as video surveillance, verifying the 

identity of people and blocking crime. In real-world condition, a face recognition 

system has complexity due to image processing problems stemming from handling the 

complicated and vast effects of occlusion, illumination, and shape of the images on the 

live systems. 
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1.2 Research Background 

 

Figure 1.1: Order of different part in a face recognition system(Bagherian & Rahmat, 
2008) 

 

Face recognition systems mostly include a procedure of four stages, namely face 

detection, feature extraction, feature selection and recognition or classification stage 

which are shown in Figure 1.1. Initially, an input image could be captured from a 

camera or webcams. Detecting the shape of the face in a video or image is the beginning 

step of a face recognition system. The next step is making a vector of features by 

extracting multiple features from the input image. These features should hold unique 

data about each person in the database so the system would be able to identify the 

Face Detection 

Feature Extraction 

Feature Selection 

Classification 

Recognition / 
Identification  
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individual based on the extracted features. The input images are taken from devices like 

cameras, might not be appropriate for recognition due to having noise or illumination 

circumstances. Reducing the feature vector by utilizing some algorithms to enhance the 

accuracy rate and lessen the execution time is one of the roles of feature selection stage. 

The final step is classification where the system should identify an undiscovered 

sample. The classification section employs several recognition algorithms to classify 

and recognize the given images. These face images usually have some accepted 

attributes such as the same size or resolution of the picture. Recognition algorithms are 

usually applied on the standard datasets. There are a variety of algorithms for each stage 

which are collected in Table 1.1 based on the studies were conducted before. 

In the past, there have been many attempts to improve the performance of a face 

recognition system. Multiple kinds of research and studies have been conducted to 

obtain the highest accuracy result for the recognition system. Several combinations of 

algorithms have been applied, and each generating a different rate of recognition 

accuracy. Lately, Principal Component Analysis (PCA) has been considered as one of 

the most popular feature extraction algorithm which is adopted in face recognition 

system research. In a research by Eskandari et al. (2014), PCA is applied as the feature 

extraction algorithm and Radial Basis Function (RBF) as the primary classifier. Their 

obtained result for accuracy was not slightly more than 82% (Eskandari & Toygar, 

2014). In another study, PCA was applied with Naive Bayesian Classifier. In this study, 

the accuracy rate surprisingly decreased to 78% (Ouarda, Trichili, Alimi, & Solaiman, 

2013). On the other hand, several studies have reported higher rates of accuracy. For 

example, Latha et al. (2009) experimented the combination of PCA, and K-Nearest 

Neighbors (k-NN) and the result attained is almost 92% of accuracy rate (Latha, 

Ganesan, & Annadurai, 2009). 98.5% accuracy rate was obtained for the combination of 

DWT, ACO, and Nearest-Neighbor (Kanan, Faez, & Hosseinzadeh, 2007), 94.37% for 
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the sequence of DWT, Firefly, and Nearest-Neighbor (Agarwal & Bhanot, 2015), and 

90.5% accuracy rate for the combination of DWT, GA, and KNN (Lv, Wu, & Liu, 

2014). Hence, variation in algorithm combinations can produce a range of different 

accuracy rates. 

Table 1.1: The summary of algorithms for each part of a recognition system 

Section Algorithm’s Name Reference 

Feature extraction  Principal Component Analysis 

(PCA) 

 Linear Discriminant Analysis 

(LDA) 

 Discrete Wavelet Transform 

(DWT)  

 Discrete Fourier Transform (DFT) 

 Pseudo Zernike Moment 

Invariant (PZMI) 

(Eskandari & Toygar, 

2014) 

(Zhu, 2001) 

 

(Kanan et al., 2007) 

 

(Kaur & Kaur, 2012) 

 

(Kanan & Faez, 2005a) 

Feature selection  Ant Colony Optimization (ACO) 

 

 Artificial Fish (AF) 

 

 Particle Swarm Optimization (PSO) 

 

 Artificial Bee Colony (ABC) 

(Rao & Rai, 2016) 

 

(Cheng, Li, & Bao, 2016) 

(Nadhir, Wahab, Nefti-

meziani, & Atyabi, 2015) 

(Kaur, Panchal, & Kumar, 

2013) 

Classification 

Algorithms 

 Support Vector Machine (SVM) 

 

 Hidden Markov Models (HMM) 

 

 Artificial Neural Network (ANN) 

(Foruzan, Scott, & Lin, 

2015) 

(Ho & Chellappa, 2013) 

 

(Foruzan et al., 2015) 
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1.3 Research Problem 

As studies show, all face recognition systems are susceptible to occlusion, image 

adjustment, nature of the image and image condition. Moreover, skin color, sexuality, 

face accessories like glasses influence the performance of the detection (Wong, Lam, & 

Siu, 2001). On the other hand, algorithms developed for face recognition are tightly 

related to perfecting the rate of the extracted face features (Agarwal & Bhanot, 2015). 

Irrelevant and redundant features not only degrade the performance of the system but 

also increase the execution time for completing the whole process consequently 

(Agarwal & Bhanot, 2015). Accordingly, realizing an accurate and efficient sequence of 

algorithms in a face recognition system is challenging and intricate work. 

Feature extraction is crucial in extracting the facial images which influence the 

performance of face recognition. There are several algorithms for feature extraction 

such as Discrete Wavelet Transform (DWT), Pseudo Zernike Moment 

Invariant (PZMI), Discrete Cosine Transform (DCT) and Discrete Fourier Transform 

(DFT). Usage of these algorithms can have a direct impact on accuracy rate. For 

example, the accuracy rate was 84.4% using DWT, while, interestingly, in the same 

environment it was enhanced to 93% when PZMI was used for feature extraction 

(Kanan & Faez, 2005b). 

 

 

 KNN 

 

 

 

 Radial Basis Function (RBF) 

 

 

(Lv et al., 2014) 

(Latha et al., 2009) 

(Kanan et al., 2007) 

 

(Omer & Khurran, 2015) 

(Eskandari & Toygar, 2014) 
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The features extracted in the previous stage pass to the feature selection component. The 

principal goal of this component is to diminish the size of the given dataset as much as 

possible by eliminating the undesired and redundant features. Consequently, the 

execution time of a face recognition system is decreased considerably. Classification is 

the most crucial part of a face recognition system. The system can produce accuracy 

rate by training and testing the feature vectors which were rendered and prepared in the 

former steps. Several well-known algorithms including Support Vector Machine 

(SVM), Radial Basis Function (RBF), Hidden Markov Models (HMM), Artificial 

Neural Network (ANN) and Graph Matching are usually applied in this part of the 

system. 

Various combination of feature extraction, feature selection and classifiers will yield 

varying accuracy results. As a sample in a study conducted by Agarwal et al. (2015) 

94.357% accuracy result was obtained for the sequence of DCT for feature extraction, 

Firefly for feature selection and Nearest-Neighbor as the primary classifier. Farmanbar 

et al. (2016) performed another study with the same classifier but different kinds of 

algorithms for feature extraction and selection. They applied LBP as the central feature 

extraction and BSA as the feature selection algorithms. The result achieved could not 

exceed more than 85% of accuracy rate which is almost 10% less than the rate reported 

by Farmanbar et al. (2016).  

Therefore, as it was said previously, the different sets of the algorithms can produce a 

varied range of accuracy rates. Consequently, there is a lack of experiment on the 

combination of some of the feature extraction, feature selection and classifiers 

algorithms that can lead to higher rate of recognition accuracy.  
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1.4 Research Objectives 

The primary intention of this research is to deliver a new sequence of algorithms in a 

face recognition system domain which can generate an acceptable accuracy rate and 

execution time corresponding with some of the existing studies.  

The objectives of this study are described as follows: 

1) To identify the existing algorithms and analyze the performance of the 

combination algorithms for feature extraction, feature selection and 

classification. 

2) To develop a face recognition system using the proposed combination of 

algorithms for improving the performance of face recognition system. 

3) To evaluate and compare the performance of the developed face recognition 

system with the performance of existing benchmark algorithms. 

1.5 Research Scope 

The main effort in this research is dedicated to attaining and adopting a new sequence of 

algorithms for feature extraction, selection, and classification that can achieve a 

satisfactory accuracy rate in face recognition system. As each standard datasets have the 

standard size and type of image, face detection part is usually evaluated independently. 

Moreover, this research uses the standard dataset to compare its results with the other 

benchmark algorithms. 

 

1.6 Research Methodology 

This section provides a brief introduction to the research methodology applied in this 

research. There are five major steps in this research methodology, which includes 
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literature review, data collection, design and implementation, developing the proposed 

system and performing the evaluation as described below: 

 

 

 

 

 

 

 

 

1.6.1 Literature Review 

The first step of this study is to investigate the existing literature that concentrated on 

the face recognition systems. The purpose of the review is to recognize the appropriate 

algorithm and approach to be employed in this research for the development of a new 

sequence of algorithms for each part of the system. This part comprises three critical 

stages including identifying feature extraction algorithms, reviewing feature selection 

and classification algorithms and finally, providing evaluation, advantages, and 

disadvantages of each one to perform a thorough background study about each 

algorithm. 

 

Literature review Data collection Implementation Evaluation 

To identify suitable 

feature extraction 

technique 

Reviewing Feature 

selection and 

recognition 

techniques 

Evaluation of 

techniques 

 

Finding proper 

Face corpus among 

list of datasets 

Designing the 

prototype 

Developing the 

proposed technique 

Analysis and 

evaluate the new 

approach 

Compares the new 

approach result 

with previous 

approaches 
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1.6.2 Data Collection 

Finding a list of the most well-known datasets widely used in other studies in this 

domain is the primary goal of this part. A summary of all concerns for deciding to select 

the appropriate dataset is listed below. 

 The dataset should be free of charge and easy to access. 

 The dataset should be very common for the researchers. 

 The dataset should contain reasonable number of images. 

 

1.6.3 Design and Implementation 

This phase arranges a framework by choosing appropriate algorithms for the system. 

Moreover, developing and implementing the mentioned prototype must be done in this 

phase. The evaluation of this part is listed below. 

 Completing a review of conventional methods and approaches used in the 

existing face recognition systems. 

 Comparing the performance of the existing face recognition systems to 

recognize proper feature extraction, feature selection, and classification 

methods. 

  Implementing the selected methods in developing a novel combination of 

algorithms for face recognition system. 

 

1.6.4 Developing the Proposed System 

To develop the proposed system initially some sample data should be prepared, so for 

this step, it is common to use the existing dataset to produce a comparable result, then it 

is needed to train some of this sample data and finally, the result is captured. MATLAB 

version R2016a is used as the main tool to develop the proposed system. 
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1.6.5 Evaluation and Results 

The prototype developed in the previous step will be experimented in this part. The new 

approach will be thoroughly analyzed and evaluated. Eventually, it will be compared 

with the results of other studies to discover the effectiveness of the components and 

features of this approach. 

 

1.7 Outline of the Dissertation 

The structure of the rest of this dissertation is as follows: 

Chapter 2 Reviews the existing literature that is associated with face recognition 

systems. Accordingly, performing a comprehensive review of the mixtures of 

algorithms widely used in recent research is conducted. 

Chapter 3 The main purpose of this chapter is planning before performing the 

experiment. The planning includes determining what suitable algorithms and steps to be 

applied in the experiment. 

 
Chapter 4 Describes the development of the proposed system. Also, discussions 

regarding the performance of each adopted method and algorithm applied during the 

experiment are included in this chapter. 

Chapter 5 Discusses the result provided by the proposed system and compares the 

achievement of the entire system with the result of other studies. 

Chapter 6 Provides a summary and conclusion of the research and discusses about 

limitations and possible future research for further improvement of the face recognition 

system. 
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2.0 CHAPTER 2: LITERATURE REVIEW 

 

2.1 Overview 

This chapter presents a review of the literature on various algorithms for each particular 

part of a face recognition system. Initially, some background in face recognition has 

been presented. Then, the most recent methods for each section will be discussed. After 

that, the popular face recognition databases are shown, and then, results of some most 

well-known combination of algorithms in face recognition systems will be introduced. 

Finally, in conclusion, the main points of the chapter are summarized. 

 

2.2 Face Recognition System 

Face recognition is a biometric recognition which is widely used in different 

technologies. The term ‘biometrics’ refers to the features which are related to human 

characteristics. Table 2.1 presents a comparison of various biometric attributes.  

As can be seen, although among all biometrics the fingerprint has an average outcome 

regarding the usability, it has the highest rate of long-standing stability. Face and voice 

have the highest degree of user acceptance among the others. Although fingerprint 

recognition has been used for a long time, the popularity of face recognition has 

increased surprisingly in the last 20 years (Agarwal & Bhanot, 2015). Besides, some 

biometric systems utilize a behavioral pattern, but face recognition distinguishes a 

person on physiological attributes. In addition, this method is non-invasive which means 

that it does not need a person to be isolated from a group to be monitored; therefore, a 

direct contact with a user is not necessary and also it is quite inoffensive and acceptable 

(Darestani, Sheikhan, & Khademi, 2013). 
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Table 2.1: The comparison of different biometric recognition. 

Biometric Usability Long term 
stability 

User 
acceptance 

Variability 

Face Medium Medium High Orientation of the head, 

situation of lighting, 

illness and etc. 

Voice High Medium High Illness, age, stress, 

environment. 

Iris Low High Low Poor lighting, eye 

position. 

Fingerprint Medium High Medium Dryness, sensor noise, 

Dirt, Bruises.  

Hand High Medium Medium Injury, age. 

 

Face recognition systems are classified into several types. Regarding pose invariant, it 

can be grouped into two main classes:  global approach and component-based approach. 

In the global approach, the system applies a single feature vector for the whole face 

image but in component-based approach, it employs a compensation approach by 

finding a flexible geometrical relation between the components in the classification 

stage. The latter approach aligns the image to be insensitive to translation and rotation. 

Generally, in all procedures, the following steps are implemented: 

 

1. An image is captured by the sensor (which is known as face detection) 

2. The given picture requires some pre-actions to be prepared and normalized 

(feature extraction and selection). 
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3. A comparison between the images in dataset and normalized image will be 

performed (which is known as classification) 

 

Figure 2.1:  Diagram of a face recognition system (Kanan et al., 2007) 
 

The face recognition system is very susceptible to occlusion, image adjustment, and 

image quality and image position. Moreover, several variables alter the detection 

performance, including wearing glasses, having different skin color and gender, and 

facial emotions (Wong et al., 2001). 

 

2.2.1 Facial Expression 

There are many external elements which might affect the performance of the system. 

For example, wearing glasses, growing beard or mustache and having emotional 

expressions like smiling or scowling may modify the natural condition of the face and 

might deteriorate the outcome of the recognition. These are some challenges which are 

expected to overcome by the system. 

2.2.2 Illumination 

It is confirmed that the position of the light source produces a shadow on the face and in 

some circumstances, it can alter the style of the face entirely or will create some 
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highlights in a face which are so bright or dark. This issue might influence the 

efficiency of the system and make it very challenging to identify some facial features. 

 

2.2.3 Head Pose 

In order to produce a reasonable accuracy rate, the system should capture numerous 

information about the individual’s face. To achieve this goal the position of the head is 

essential for the system. For example, pictures which are taken from a direct view is 

desired for the system. In these images, users look straight into a camera. Hence, the 

orientation of the head might have an immediate effect on the efficiency. 

 

2.2.4 Occlusions 

Human beings are smart enough to be able to know another human who wears scarf or 

sunglasses. Unlike humans, the automated face recognition system is not that intelligent. 

Sometimes an unimportant occlusion in the input image is a critical challenge for the 

application. These occlusions have a notable effect on the performance of the system 

and can lower the accuracy rate drastically. 

 

2.3 Algorithms in Face Recognition System 

2.3.1 Feature Extraction Algorithm  

Extracting redundant features from images is a vital segment of face recognition. Hence, 

selecting the right feature extractor algorithm is a principal function to produce a high 

rate of acceptance. Usually, feature extraction algorithms are classified in two different 

models; feature-based approach and holistic approach (Darestani et al., 2013). 
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2.3.1.1 Feature-based Approaches 

Feature-based approaches are those which are based on extracting fundamental and 

geometrical facial features. For example, the pattern of the mouth, nose, eyes and the 

distance of them from each other are distinguished by this type of approach. Although, 

redundant information in the image might not affect these methods; they are susceptible 

to the unpredictability of face appearance and environmental conditions. Linear 

discriminant analysis (LDA) is the most robust and practical algorithm in this class 

(Nabatchian, Abdel-Raheem, & Ahmadi, 2008). Feature-based approaches are divided 

into two parts: 

a) Geometric feature based matching  

This algorithm is based on the calculation of a group of regular feature extracted from 

the picture of a face. The whole configuration can be described as a vector. This vector 

signifies the position and the size of central facial features like the eyes, mouth, nose, 

eyebrows, chin and the boundary of the face. The benefit of this algorithm is that it can 

effortlessly overwhelm the problem of occlusion. As the major problem of these 

algorithms, it is declared that efficiency of these algorithms is meager (Masupha, Zuva, 

Ngwira, & Esan, n.d.). 

 

b) Elastic bunch graph  

This algorithm is based on dynamic link pattern. A graph for an individual face is 

formed utilizing a set of fiducial points on the face. Each fiducial point is a connection 

of a fully coupled graph and is marked with the Gabor filters’ response. Each curve is 

named by the distance within correspondent fiducial points. (Masupha et al., n.d.) The 

summary of all advantages and disadvantages of feature-based approaches is presented 

in Table 2.2. 
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Table 2.2: The Pros and Cons of Feature-based approaches (Masupha et al., n.d.) 

Advantages Disadvantages 

They are stable in orientation, size and 
lighting. 

Feature-based algorithms have an absence of 
discrimination capability. 

It is fast and efficient. 
Auto-detection is very troublesome in this 
approach. 

 

2.3.1.2 Holistic Approaches 

Holistic approaches or deterministic approaches are those who examine face images as a 

two-dimensional holistic pattern. Due to considering features as global in the whole 

vision, irrelevant elements like the pattern of the background and other unnecessary 

textile in the picture might influence the feature vectors and generate an inaccurate 

outcome. DFT, DCT, DWT, PZMI, HMI, BMI are the most prominent algorithms in 

this group (Darestani et al., 2013). The summary of all advantage and disadvantages of 

holistic approaches are listed in Table 2.3. 

 

 

Table 2.3: The Pros and Cons of Holistic approaches (Masupha et al., n.d.) 
Advantages Disadvantages 

By focusing on some specific parts of the 
picture they will not remove any data from the 
images. 

Since this approach does not ignore any 
information from the image, it is required to 
start with the underlying assumption that all 
the pixels in the image are equally important 
and this drains the system resource. 

Producing slightly better result than the other 
algorithm. 
 

This method usually needs loads of system 
resources during the implementation. 
 

 
The effectiveness of this procedure is not 
excellent, especially in an extensive system. 

 

 

Univ
ers

ity
 of

 M
ala

ya



 

17 
 

 Principal Component Analysis (PCA)  

Principal Component Analysis (PCA) is one of the most successful and well-known 

algorithms used in image identification and compression for extracting feature and 

reproducing data. The primary goal of PCA is to minimize the massive dimensionality 

of feature vector to the smaller set of elements which is needed to represent the data 

efficiently (Gonzalez & Woods, 2002). The summary of all advantage and 

disadvantages of PCA are presented in Table 2.4. 

Table 2.4: The Pros and Cons of Principal Component Analysis(PCA)(Masupha et al., 
n.d.) 

Advantages Disadvantages 

It is easy and efficient as the PCA reduces the 
dimension size of an image in a short period of 
time. 

 
It has high correlation between the training 
data and the recognition data 

The outcome depends singularly on some 
circumstances. For example, some factors like 
lighting can reduce its correctness drastically. 

 

 Pseudo-Zernike moments invariants (PZMI)  

Pseudo-Zernike moments invariants (PZMI) is one of the most prominent feature 

extractors which is highly stable against rotation, scaling, and translation. This 

algorithm plays a remarkable role in classifying images because the efficiency rate of 

the classifiers is notably based on the relevance of the features. Moment functions 

capture global elements and thus are fitting in face recognition domain. There are 

various examples of moments including geometric, complex, radial and orthogonal. 

Geometric moments are widely employed in image processing; however, these 

moments are not optimal concerning data redundancy. Some moment functions exhibit 

natural invariance properties including invariance to translation, rotation or scaling. It is 
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very sensitive to the pattern features so it can be easily applied to the pattern recognition 

systems. In 1962 Hu (Ming-Kuei Hu, 1962) announced algebraic moment invariants 

(HMI). Later in 1981 the other improved version of the algorithms which is called 

regular moment invariants (RMI) (Reddi, 1981) was announced. It was the easiest and 

perhaps the most prominent moment invariants. Later bamieh moment invariants (BMI) 

was presented which had small feature vectors; therefore, it was more efficient than 

others (Bamieh & De Figueiredo, 1986). Zernike and pseudo Zernike orthogonal 

polynomials are the basis of the zernike moment invariant (ZMI) and pseudo zernike 

moment invariant (PZMI) (Wallin & Kübler, 1995). In a research which compared all 

the above feature extraction algorithms, PZMI had the highest result. Although BMIs 

were the fastest, they could not produce high recognition accuracy (Nabatchian et al., 

2008). 

 

 Discrete Wavelet Transform (DWT)  

Discrete Wavelet Transform (DWT) is a wavelet transform performed in the discrete 

domain. It has mother and daughter wavelets with which multi-level breakdown is 

performed and spectral representation of samples is obtained. DWT is frequently 

utilized in image compression, recovery, and de-noising applications. DWT comprises 

three steps applying a signal, decomposition, and reconstruction. It is also named as 

discrete wavelet transform and inverse discrete wavelet transform. Lately, Discrete 

Wavelet Transform has been applied  many times in face recognition systems (Jana & 

Sinha, 2014) (Patil, Nayak, & Jain, 2015). Usually, in DWT a Haar is used on images. 

After passing the input images from DWT signals, the output would contain four 

sections which are one approximation band called LL band which is made from low 

frequency and this part contains the most important information about images and three 
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detailed bands called LH, HL and HH bands which are made from high frequency(Patil 

et al., 2015). For example, after applying 3 levels of decomposition 9 different 

frequency bands will be produced which are shown in Figure 2.2. 

Figure 2.2:  Decomposition of DWT after 3 levels (Sihag, 2011) 

 

Table 2.5: The Pros and Cons of DWT (Dond, Sun, & Xu, n.d.; Sihag, 2011) 
Advantages Disadvantages 

Since data are spread into several components, 
so it is easier to be filtered. 
 
Having much more flexibility. 

 

 
Having many complexity 
 
It is required much more resource regarding 
memory and CPU. 

 
 

 
 

2.3.1.3 Summary of feature extraction algorithms 

The most striking result to emerge from feature extraction section is summarized as 

below. Generally, there are two main approaches in feature extraction domain which are 

feature-based and holistic (Bagherian & Rahmat, 2008; S, B, & B, 2012). In a study by 

Darestany et al. (2013), it is shown that holistic approach has slightly better result than 

feature-based approach. Consequently, some of the most famous algorithms in the 

holistic approach were introduced which are mainly derived from the moment invariants 
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or wavelet transform. For those algorithms which are moment invariants-based PZMI 

produced better result than the other moment derivatives algorithms (Nabatchian et al., 

2008). On the other hand, in the second category DWT outperforms the other wavelet-

based algorithms (A. Kaur & Kaur, 2012). Therefore; according to significant results of 

DWT and PZMI in comparison with other algorithms in their category, these two 

algorithms are selected to use as the main feature extractor.  

2.3.2 Feature Selection Algorithm 

Feature selection has been in the center of attention for quite some time and has played 

an essential role in a standard face recognition system. With having considerable 

databases in a machine learning algorithms, new challenges occur, and novel and proper 

approaches to select suitable features are required (Dash & Liu, 1997). In many 

applications, the size of a dataset is so vast that learning might not operate as well. 

Therefore, it is required only to extract some features from images for performing the 

recognition. Unluckily, some of the extracted features are redundant or irrelevant. Thus, 

they are not proper to be introduced to the system. Consequently, an inappropriate 

feature is not able to help the system to generate a robust result, and redundant elements 

merely add an overload to the system (Biodiversity, Shannon, & Shannon, 2010). 

Therefore, reducing the number of redundant features minimizes the execution time of a 

face recognition system considerably (Dash & Liu, 1997). Diminishing the unnecessary 

features helps to have a better insight into the underlying concept of a real-world 

classification problem. These algorithms usually explore the whole solution space for 

the best result, and it is considered as the core advantages of them. Recently, in some 

novel research, these algorithms have been combined and the suggested hybrid method 

produced moderate results (Sen & Mathur, 2016). The following research has been 

conducted on some of the existing feature selection algorithms. 
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2.3.2.1 The BAT Algorithm 

The BAT algorithm is developed by Xin-She Yang in 2010. It is based on the behavior 

of bats in the nature (Fouad, Zawbaa, Gaber, Snasel, & Hassanien, 2016). The honor of 

the echolocation of micro-bats can be compiled as follows: 

I. Each practical bat flies randomly with distinct rapidity with a varying frequency 

or wavelength and loudness. 

II. As it explores and attains its victim, it adjusts frequency, pulse discharge rate, 

and loudness. 

III. Exploration is enhanced by a local casual position. 

IV. Collection of the best remains until regular stop criteria are met. 

This algorithm utilizes a frequency-tuning method to measure the dynamic performance 

of a swarm of bats, and the offset between investigation and exploitation can be tested 

by tuning algorithm-dependent parameters (Fouad et al., 2016). 

 

Table 2.6: The Pros and Cons of BAT (Fouad et al., 2016). 
Advantages Disadvantages 

 
Finding the solution is almost guarantee. 
 
BA uses parameter control, Frequency 
tuning, and Automatic zooming. 
 

The fine adjustment in parameters does affect 
the convergence rate of the optimization 
process. 
 

 
It performs well for systems with large-scale 
problems. 
 

It Is performance is widely based on the 
number of the parameters in algorithms. 
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2.3.2.2 Artificial Fish Algorithm (AF) 

Artificial Fish-Swarm Algorithm which is mainly based on the swarm intelligence 

algorithms. This method has a slightly better optimization rate than others. It is 

motivated by the natural social life of the fish. Naturally, the fish always attempt to 

protect their colonies and accordingly illustrate an intelligent action which is the main 

reason for creating this algorithm. Searching for food, immigration and dealing with 

dangers all happen in a social form and interactions between all fish in a group will 

result in an intelligent social behavior. This algorithm has many advantages including 

high merging speed, adaptability, fault sensitivity and high efficiency (C. Cheng et al., 

2016). 

Table 2.7: The Pros and Cons of Fish-Swarm(C. Cheng et al., 2016). 
Advantages Disadvantages 

High convergence speed High time complexity 

High accuracy and flexibility 
There is no stability among global and local 

search. 

 

It is not smart enough to experience of the 

movement of the group members for its next 

movement. 

 

2.3.2.3 Artificial Bee Colony (ABC)  

Artificial Bee Colony was one of the most recently established algorithms by Dervis 

Karabogain in 2005, motivated by the intelligent operation of honey bees. It is as simple 

as Particle Swarm Optimization (PSO) and Differential Evolution (DE) algorithms and 

accepts only standard control parameters such as colony size and maximum cycle 

number. ABC as an optimization tool presents a population-based search procedure in 

which the artificial bees modify individuals called food positions with time, and the bee 

aims to discover the places of food sources with high nectar amount and finally the one 

with the highest amount of nectar. In ABC system, artificial bees fly around in a 
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multidimensional search space, and some (employed and onlooker bees) choose food 

sources depending on the background of themselves and their nest-mates and adjust 

their positions. Some (scouts) fly and pick the food sources randomly without using 

experience. If the nectar amount of a new source is higher than that of the previous one 

in their memory, they memorize the original situation and forget the previous one. Thus, 

ABC system combines local search methods, carried out by operating and observer 

bees, with global search algorithms, managed by onlookers and scouts, attempting to 

balance the examination process (Loubière, Jourdan, Siarry, & Chelouah, 2016). 

Table 2.8: The Pros and Cons of Artificial Bee Colony(ABC) (Loubière et al., 2016) 
Advantages Disadvantages 

Simplicity, flexibility and robustness. 
Getting trapped into several local optima. 

 

Ease of hybridization with other optimization 

algorithms. 

Using fixed parameters and they do not 

change with the time. 

Ease of implementation with basic 

mathematical and logical operations. 

ABC is not that smart to remember the path 

which lead to a good result. So in the next 

move it will try the other path regardless of the 

good path which find out before. 

 

2.3.2.4 Particle Swarm Optimization (PSO) 

Particle Swarm Optimization is a population-based stochastic optimization algorithm 

developed by Dr. Eberhart and Dr. Kennedy in 1995, motivated by social behavior of 

bird flocking or fish schooling. PSO shares many communities with evolutionary 

calculation algorithms such as Genetic Algorithms (GA). The system is initialized with 

a population of random solutions and explorations for optima by refreshing productions. 

However, unlike GA, PSO has no development operators such as crossover and 

mutation. In PSO, the potential solutions, called particles, fly within the problem 

location by following the current optimum particles. Each particle holds path of its 
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coordinates in the difficulty area which is correlated with the best solution (fitness) it 

has produced so far. (The robustness assessment is also saved.) This value is called 

pbest. Another "best" value that is followed by the particle swarm optimizer is the best 

value, gained so far by any particle in the neighbors of the particle. This location is 

called lbest. When a particle takes all the population as its topological neighbors, the 

best value is a global best and is called gbest (Couceiro & Ghamisi, 2016). 

 

Table 2.9: The Pros and Cons of Particle swarm optimization (PSO) (Couceiro & 
Ghamisi, 2016)  

Advantages Disadvantages 

In big application, PSO in a shorter time are 

able to solve the problem than ABC. 

It produces unnecessary fluctuation of particles 

when could solve the problem. 

 
High accuracy which results from more 

sophisticated finite element formulation. 

 

2.3.2.5 Ant Colony Optimization Algorithm (ACO) 

Ant Colony Optimization was invented in the 1990s by M. Dorigo. For combinatorial 

problems which are considered as hard for optimizing, ACO has applied meta-heuristic 

to find the optimum solution which is good enough with reasonable computation time 

and cost for them. It uses some computational agents (which can be simulated as real 

ants) and dynamic memory structure to construct the process for each agent. It takes 

ethnologists approach to find the shortest path to the optimum point by means of the 

most passed path. It uses a positive feedback loop to increase probability of finding 

optimum solution (Engelbrecht, 2005; Yang, 2010). 

Basically, ants have always communicated to find the shortest path to the food. When 

each ant passes a way to the food, it puts pheromone on the ground which guides other 

ants to find the way to the food. More pheromone in a path, more probable the shortest 
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path to the food. ACO is used for image processing like image compression, image 

segmentation, and image edge detection. It is also used for optimization of continuous 

problems, so it can be used for various applications of image processing which show 

continuous behavior (Kaur, Agarwal, & Rana, 2011). 

 

Table 2.10: The Pros and Cons of Ant Colony Optimization(ACO) (Kaur et al., 2011)  
Advantages Disadvantages 

Positive Feedback accounts for rapid 

discovery of good solutions 

 

Efficient for Traveling Salesman Problem and 

similar problems 

 

In dynamic application it can also be applied 

Theoretical analysis is difficult. 

 

In conclusion, the Nature-inspired meta-heuristic algorithms have gained popularity 

because of their ability to deal with nonlinear global optimization problems (H. Kaur et 

al., 2013). We have briefly reviewed the some popular naturally inspired algorithms and 

their application in feature selections.  

2.3.2.6 Summary of feature selection algorithms 

The result arises from this part can be concluded as follow. Firstly, by reducing the 

number of redundant features the execution time of a face recognition system minimizes 

considerably (Dash & Liu, 1997). So, removing the unnecessary features helps to have a 

better insight into the underlying concept of a real-world classification problem. Then, it 

was discussed that there is a huge interest in biological system behaviors to develop 

meta-heuristic algorithms (Kaur et al., 2013). Consequently, several algorithms in this 

category were introduced such as Particle Swarm Optimization (PSO), Artificial Bee 
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Colony (ABC), Artificial Fish Algorithm (AF), Bat Algorithm (BA), and Ant Colony 

Optimization (ACO). Finally, to select the proper feature selection algorithm it is 

required to compare the results of these algorithms together regardless of type of the 

dataset and classifier which were applied. In a study conducted by Abd-Alsabour & 

Randall (2010), ACO outperformed PSO and Genetic Algorithms. In other study by Sen 

& Mathur (2016), ACO could produce better results than ABC. Therefore; having a 

better result in compare to other algorithms provokes this study to use ACO as the main 

feature selection algorithms. 
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2.3.3 Feature Classification Algorithm 

This section discusses the main algorithms in face recognition system. The main 

algorithms include Eigenface, Artificial Neural Networks (ANN), Dynamic Link 

Architecture (DLA), Hidden Markov Model (HMM), Support Vector Machine (SVM), 

template matching, and graph matching. Also, these algorithms have been analyzed in 

term of facial representation. Furthermore, advantages and disadvantages of each 

algorithm are presented. 

 

2.3.3.1 Eigenface 

Eigenface is the most conventional approach for face recognition systems. Sometimes it 

is referred to as Karhunen-Loève expansion. Eigenface has been applied to represent a 

feature of the face (Kirby & Sirovich, 1990; Sirovich & Kirby, 1987). Basically, each 

face can be represented by a small summation of weights which are obtained by 

projection of edge picture. A face identification and detection has been proposed by 

Kirby-Sirovich algorithm (Rahman, Rahman, Safar, & Kamruddin, 2013). 

Mathematically, an eigenface is the eigenvector of the covariance matrix some set of the 

face images. This is also known as a principle component of the face distribution. By 

ordering the eigenvectors in various variation among the faces, a face can be expressed 

by a combination of linear eigenfaces. There is a possibility to use the largest 

eigenvalues and best eigenvectors which have M-dimensional space. Although a study 

has shown 96%, 85%, and 64 % face identification for lighting, orientation, and size 

variation, illumination is important for the performance of face recognition with 

eigenface (Kirby & Sirovich, 1990). A new method was developed by computing 

covariance matrix of three images which is taken in various lighting conditions to 
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reduce the effect of illumination (Zhao & Yang, 1999). This method is extended by 

integrating eigenface to eigenfeature including eyes, mouth, and nose (Pentland, 

Moghaddam, & Starner, 1994). Actually, the eigenfeature is composed of eigengenes, 

Teignmouth, and Eigen nose which is immune to any appearance changing. The main 

advantages of eigenface are simplicity and practically. However, invariance to scale and 

lighting is the main disadvantage of eigenface algorithm.  

 

2.3.3.2 Graph Matching 

Another approach for face recognition is known as graph matching. Elastic graph 

matching applies Dynamic Link Structure (DLS) to recognize an object based on the 

closest graph which is found in the database. Actually, DLS is an extended version of 

ANN. Each stored object in the database is represented by multi-resolution vectors 

which are labelled. Elastic graph matching formulates objects for recognition based on 

cost function which is optimized by stochastic. The main advantage of this algorithm is 

the superiority of the recognition performance over other face recognition algorithms in 

terms of invariance and rotation. However, computational complexity, which is 

increasing the matching cost, is the main disadvantage of this algorithm (von der 

Malsburg, 2014). 

 

2.3.3.3 Support Vector Machine (SVM) 

Support Vector Machine (SVM) is a strong mathematical tool for pattern recognition 

systems. SVM always finds the best hyper-link where it has the maximum distance to 

both classes. This hyper-link is known as Optimal Separating Hyperplane (OSH). SVM 

not only is useful for limited training data but also can use a decomposition algorithm 

like Quadratic Programming (QP) to guarantee the optimality of face classification (Lin, 
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2001). Sometimes a binary tree is used with SVM to improve the face recognition 

performance (Srinivasan, 2015). SVM is used as a classifier with eigenface features to 

improve face recognition rate. Another PCA face recognition approach has been 

compared to a SVM-based approach, with SVM outperforming PCA (Phillips, 1998). 

The main advantages of SVM are relevant discriminatory capability, the ability to 

generalization with over-trained data, less training time, and employing different kernel 

for mapping data to higher space and also in comparison with other classification 

methods it is shown that the SVM achieves a higher level of classification accuracy than 

other classifiers, but it can only be used with high‐dimensional and small datasets(Pal & 

Mather, 2005). 

 

2.3.3.4 Artificial Neural Networks (ANN) 

Generally, ANN is the most attractive and efficient method for face recognition. A 

single layer adaptive ANN known as WISARD is presented for face recognition and it 

is based on a separate network for each individual (Stonham, 1986). The architecture of 

ANN affects the performance of the system. 

Depending on the application different ANNs have been applied. For example, for face 

detection purpose convolutional NN or multilayer perceptron (Sirovich & Kirby, 1987), 

and for face verification, multi-resolution pyramid structure is applied (Weng, Ahuja, & 

Huang, 1993). A self-organizing map (SOM) can provide topological space by 

quantization of images. However, dimension reduction is necessary for quantization of 

the image samples. The convolutional network can provide invariance to rotation, scale, 

translation, and deformation partially by using a large set of layers hierarchically. 

Probabilistic Decision-Based Neural Network (PDBNN) is also applied to improve the 

recognition performance by using modular structure (Lin, Kung, & Lin, 1997). The 
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PDBNN is so efficient for three main reasons. First, it can be applied for face detection 

by using clustered image. Second, it works as eye localizer which finds the positions of 

eyes for producing feature vectors. Third, it is used for face recognition by dividing the 

network into the N different sub-nets which are assigned to each person specifically. 

The likelihood of each sub-net is computed by using a mixture of Gaussian density 

which provides a flexible and complex model for face recognition. The PDNN has two 

phases including training, and decision. Hence, using ANN and statistical approaches, it 

is easy to implement the PDNN in a parallel way to improve the learning time (Chen, 

Shu, Chen, & Ge, 2014). The main advantage of ANN is its recognition rate and 

efficiency. However, with increasing the number of subjects, the demand for computing 

is increased. Furthermore, a multiple images model is required to reach the optimum 

training condition. The ANN is widely used in medical imaging field and stock market 

prediction. 

Medical Imaging Field: Artificial Neural Networks (ANNs) has a significant 

role in the medical imaging field. For example, it is applied in the system to 

analyze and diagnose some organs from medical images since it is not easy to 

distinguish (Raja & Rajagopalan, 2014). 

Stock Market Prediction: Stock market would be affected by many factors and 

the rate would go up and down daily. Since ANN can examine and sort a lot of 

information quickly, so it can be used to predict prices (Abhishek, 1992). 

There are different architectures of ANN models for face recognition systems. The main 

ANN algorithms for face recognition includes Retinal Connected Neural Network 

(RCNN), Rotation Invariant Neural Network (RINN), Principal Component Analysis 

with ANN (PCA & ANN), Fast Neural Networks (FNN), Convolutional Neural 
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Network (CNN), Evolutionary Optimization of Neural Networks, Multilayer Perceptron 

(MLP), Back Propagation Neural Networks (BPNN), and Cascaded Neural Network. 

 

a) Retinal Connected Neural Network (RCNN) 

Retinal Connected Neural Network (RCNN) is developed by arbitrating among many 

neural networks to enhance face recognition performance. For training process, an 

algorithm of bootstrap has been applied to reduce the false detection. This algorithm 

avoids using non-face images for training. Basically, RCNN can help to differentiate 

between non-face and face images. Figure 2.3 presents RCNN for face recognition 

systems. 

 

Figure 2.3: RCNN for face recognition system (Rowley, Baluja, & Kanade, 1998). 

 

b) Rotation Invariant Neural Network (RINN) 

Rotation Invariant Neural Network (RINN) has been developed to detect face in various 

rotation angels. This model applies router neural networks for normalization of the 

image plan orientation and then it is fed to multiple neural networks to process the facial 

image. Figure 2.4 shows the main processes in RINN model. 
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Figure 2.4: RINN for face recognition system (Rowley et al., 1998). 

 

c) Fast Neural Networks (FNN) 

Fast Neural Networks (FNN) has been developed for real-time face recognition systems 

due to less computational time and complexity. For this reason, every image is 

segmented to various numbers of sub-images. Then, each of these sub images are fed 

into the FNN.  

d) Polynomial Neural Network (PNN) 

Polynomial Neural Network (PNN) has been used in binomials projection to map the 

local image into a space by applying PCA. Due to large computational complexity, this 

model has seldom been used for face recognition systems.  

e) Convolutional Neural Network (CNN) 

Convolutional Neural Network (CNN) has been applied for robust face recognition 

system because of its properties for resisting against rotation, translation, and scale 

invariance. However, this model is a rule-based model which needs strong effort to 

develop. Figure 2.5 shows different steps for CNN model. 
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Figure 2.5: CNN for face recognition system (Matsugu, Mori, Mitari, & Kaneda, 2003). 

 

f) Back Propagation Neural Networks (BPNN) 

Back Propagation Neural Networks (BPNN) has been used for three face 

representations including eigenfaces, pixel, and partial profile independently to train the 

model. Each BPNN is trained based on Gaussian Mixture Model (GMM) for 

segmenting the image. Figure 2.6 shows BPNN for face recognition systems. 

 

Figure 2.6: BPNN for face recognition systems (Bojkovic & Samcovic, 2006). 
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2.3.3.5 Summary of classification algorithms 

As a conclusion of this part, some of the most famous classifiers were discussed then 

ANN as one of the robust classifiers was introduced. Artificial Neural Networks 

(ANNs) play an essential role in the medical imaging field, including medical image 

analysis and computer-aided diagnosis, because objects such as lesions and organs in a 

medical image may not be represented into an accurate equation easily (Raja & 

Rajagopalan, 2014). In the other study about measuring the expression levels of 

thousands of genes from DNA microarrays, ANN produces more accurate result than 

SVM (Dond et al., n.d.). ANN not only have a great result in medical field but also in 

stock market prediction field has a significant result since ANN can examine and sort a 

lot of information quickly, so it can be an effective tool for stock market prediction 

(Abhishek, 1992). Therefore; according to the efficient result of ANN in the previous 

study in other fields and to experiment a new combination of ACO as an optimizer for 

the classifier, it was decided to use ANN in the study. 

 

2.3.4 Face Corpuses 

In this section, various face databases are introduced. Basically, each database has 

special properties which have been designed for specific purposes. Face databases have 

a variety of illumination angles, colors, poses, and face occlusions but they do not 

annotate about its pose angles which may be considered as a limitation of them. For 

designing a good experimental setup, having some knowledge about characteristics of 

each face database can improve our fairness. Based on the study by (Black Jr, Gargesha, 

Kahol, Kuchi, & Panchanathan, 2002), four types of illumination including daylight, 

fluorescent, incandescent, and skylight have been used in face databases. Some of these 

face databases are publically available for download over the internet (Black Jr et al., 

2002). 
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2.3.4.1 The ORL / AT&T Database  

The AT&T face image database (formerly known as the ORL database) contains a set of 

face images taken between April 1992 and April 1994 from 40 people. There are 10 

different images of each person taken at different times. Some of the images have 

varying illumination, facial expressions like open or closed eyes or glasses, or have 

different emotion expressions like smiling or frowning. Some of the images may also 

have rotations up to 20 degrees. All of the images have a dark homogeneous 

background and the subjects are in an upright, frontal position. The size of each image 

is 92×112 pixels, with 256 grey levels per pixel. Some samples of the images in this 

database are shown in Figure 2.7 (Roychowdhury & Emmons, 1991). 

 

 
Figure 2.7: Sample picture from ORL dataset(Roychowdhury & Emmons, 1991). 

 

2.3.4.2 The FERET Dataset 

The FERET database of images includes a large number of images and subjects with 

different variations. The FERET program ran from 1993 through 1997 to develop 

automatic face recognition capabilities that could be employed to assist security, 

intelligence and law enforcement personnel in the performance of their duties. The 

FERET database of images consists of 14051 eight-bit grayscale images of human 

heads with views ranging from frontal to left and right profiles. The size of the pictures 
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is 256×384 pixels. The pictures are from 1209 people, taken at different time, 

illuminations, and facial expressions(Roychowdhury & Emmons, 1991). 

 

 
Figure 2.8: Sample picture from FERET dataset(Roychowdhury & Emmons, 1991). 

 

2.3.4.3 The Yale B Database 

The Yale B Face database contains 5760 images from 10 individuals. Each subject has 

been represented under 576 observing positions which are nine poses and 64 

illuminations per pose. Single light sources have been employed in different angles for 

the illumination variations. The Extended Yale B database is an expanded version of the 

Yale B Database with 28 more subjects and includes 21888 single light source images 

of 38 subjects each seen under 576 viewing conditions similar to the Yale B database. 

 
Figure 2.9: Sample picture from Yale dataset(Roychowdhury & Emmons, 1991). 
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Table 2.11: A comprehensive summary of datasets(Roychowdhury & Emmons, 1991) 

Database 
name 

Number of 
individual Description Limitation 

AT&T 
(formerly 

ORL) 

40 individual 
Each has 10 

images 

Always dark 
background 

Faces have been 
captured in different 
times and different 

illuminations 

The inconsistency of 
illumination conditions. 

Lack of information about 
lighting, head and rotation 

conditions. 

Oulu 
Physics 

125 individuals 
Each has 16 

images 

Colour image, four 
various lighting 
conditions, four 

different cameras, grey 
background, 

Lack of lighting angle 
Lack of posing angle and 

distance during face collection. 

XM2VTS 
295 individuals 

Each has 4 
images 

4-month period for 
each face data 

collection session, 
seriously differences of 
individuals, it is video 

and audio database. 

Lack of any description about 
face capturing information. 

Yale 
15 individuals 
Each has 11 

images 

Variation in lighting 
position, emotion and 

spectacle 

Small number of subjects 
Positions of lighting sources 

aren't described precisely 
No posing angle variation 
Environmental light is not 

describe 

MIT 
16 individuals 
Each has 27 

images 

Variation in head 
orientation, lighting, 

and scaling 

The variations are not so 
extensive and not precisely 

described 
Many moving is available 

between images. 

UMIST 
20 individuals 

564 images 
Various posing angles, 

genders, and races 

Posing angle is not exactly 
described. 

No information about 
illumination, colour, and 

direction is described. 

The FERET 
1000 individuals 

14051 images 

Variation in face 
frontal and time 
capturing. It has 

recorded during many 
years. 

It does not have a large amount 
of posing variation. 

No lighting information is 
given. 

 
Kuwait 

University 
face 

database 
(KUFDB ) 

 

50 individuals 
250 images 

Various lighting, size, 
rotation, and facial 

expression 

Small number of individuals 
No any information about 

acquisition factors. 
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A comprehensive information about the existing datasets was presented in Table 2.11. 

As we can see each of them contains different number of pictures. Some have dark 

background and some color images.  

 

2.4 Existing Face Recognition System Using Various Combined Algorithms 

In this section, results of previous investigations are presented to have a better 

understanding of comparisons among face recognition algorithms. Table 2.12 presents a 

summary of comparisons among different face recognition algorithms that use ORL as 

their main dataset. As can be seen clearly, each of the face recognition algorithms is 

optimum and it is directly depending on the face database.  

 

Table 2.12: Comparison among face recognition algorithms. 

 Feature 
Extraction 

Feature 
Selection 

Classification Evaluation 
Method 

Performance 
(recognition 
accuracy) and 
Result 

1 DWT 
(Kanan et al., 
2007)  

Ant Colony 
Optimization(
ACO) 
 

Nearest 
Neighbour 
Classifier 
 

MSE(Mean 
squared error) 

98.5% 

2 PZMI 
HMI 
BMI 
ZMI 
TZMI 
NZMI 
(Nabatchian et 
al., 2008) 

--- Artificial 
neural 
networks 
(ANN) 
 

 PZMI = 95% 

3 PZMI 
 

genetic 
algorithm 

Radial Basis 
Function 

 DWT = 84.4% 
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DWT 
(Faez, 2005) 

(GA) (RBF)  neural 
networks 

PZMI = 93% 

4 DCT 
DWT 
(Agarwal & 
Bhanot, 2015) 

Firefly Nearest 
Neighbour 
Classifier 

 94.375% 
 

5 DCT 
(G. Cheng, Shi, 
Zhu, & Gong, 
2011) 

Binary Particle 
Swarm 
Optimization 
(BPSO) 
 
Genetic 
Algorithm 
(GA) 

Euclidean 
distance 
classification 

Comparison 
Charts 
  
(Number of 
Features) 
 
(Training 
Time) 
(Recognition 
Rate) 

 
BPSO = 94.5% 
 
BPSO > GA 
 
 
 

6 CT-PCA 
 
DWT-PCA 
(Darestani et 
al., 2013) 

Particle 
Swarm 
Optimization 
(PSO) 
 

Multi-Layer 
Perceptron 
(MLP) 

Confusion 
Matrix 

1-CT-PCA has 
higher 
detection rate 
 
2-CT-PCA 
method has 
shorter time 
training than 
DWT-PCA 

7 -1D-PCA 
-2D-PCA 
(Kashem, 
Akhter, 
Ahmed, Alam, 
& Ntroduction, 
2011) 

---- K-Nearest 
Neighbour 
Classifier(KN
N) 
 
Support 
Vector 
Machines(SV
M) 

Comparison 
Charts 

1-Final results 
indicate that 
2DPCA has a 
better 
performance in 
terms of 
accuracy and 
complexity. 
 

8 ZMI 
 
Wavelet 
Transform 
Features 
(Haddadnia, 
Ahmadi, & 
Raahemfa, 
2003) 

---- SVM Comparison 
Charts 

1-DWT is 
faster than ZMI 
about 0.078 
images per 
seconds. 
(around 11 
times) 
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9 Local Binary 
Pattern 
(LBP) 
(Omer & 
Khurran, 2015) 

BSA Nearest 
Neighbour 
Classifier 

Comparison 
Charts 

85% 

10 FCT 
 
PZMI 
(Kanan & 
Faez, 2005b) 

---- Radial Basis 
Function 
(RBF)  neural 
networks 

 99.3% 

11 Local Binary 
Pattern 
(LBP) 
 
sub pattern-
based PCA 
(spPCA) 
 
modular PCA 
(mPCA) 
 
(Eskandari & 
Toygar, 2014) 

Histogram 
equalization 
(HE)  
 
 
mean variance 
normalization 
(MVN) 
 

Radial Basis 
Function 
(RBF)  neural 
networks 

  
LBP = 91.5% 
 
spPCA = 
83.5% 
 
mPCA = 82.5% 
 
PCA = 82% 
 
 

12 Discrete 
Wavelet 
Transform 
(DWT) 
(Khadhraoui, 
Ktata, Benzarti, 
& Amiri, 2016) 

modified 
particle swarm 
optimization 
(MPSO) 
 

Euclidean 
distance 

 98.33% 

 

In Table 2.12, a summary of all benchmark algorithms has been presented together. It is 

also categorized based on the feature extraction techniques. As it is shown below, the 

benchmarks which use DWT or PZMI as their feature extraction algorithm have the 

highest results for accuracy. But among them the combination of DWT, ACO as feature 

selection and nearest neighbor as classifier show reasonable result; however, it takes a 

long time to get this result (about 1320 seconds or 22 minutes). Using DWT, firefly and 

nearest neighbor also provides a reasonable result but the dataset used is a small one. In 

case of PZMI as the second feature extraction algorithm, the combination of PZMI, 
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genetic algorithms and ANN provides a result slightly more than 90% but getting 120 

features and in 20 minutes is not a good result. In the worth case of combinations, PCA 

and GA as the main feature extraction and selection with Naïve Bayesian Classifier 

could only produces 78.75% accuracy which is not acceptable for this study. In this 

study, we assume that a different set of algorithms would produce a better result. 

 

Table 2.13: Summary of the performance of the existing benchmark algorithms. 
Feature 

Extraction 

Feature 

Selection 

Classification Recognition  

Accuracy 

Limitations 

DWT ACO NN (Nearest 
Neighbor) 

95.5%, 42 
features in 1320 
sec 

Taking a long 
time 

GA RBF 84.4% Accuracy not 
good 

KNN 90.5%  

Firefly NN (Nearest 
Neighbor) 

94.37% Using small 
dataset 

PSO Euclidean 
distance 

94.7%  

PZMI GA RBF 93%  
ANN (Neural 
Network) 

90.87%, 120 
features, 20 min 

Taking many 
feature 

DCT Firefly NN 91% Using small 
dataset 

BPSO NN 94.5%  

PCA GA Naïve Bayesian 
Classifier 

78.75% Accuracy is low 

PSO MLP 90%  
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2.4.1 Evaluation method 

The performance of the existing face recognition systems is measured by using the 

following statistics: 

 

 Recognition Accuracy  

which is result of the number of correctly classified samples divided by the number of 

all classified samples(Patil et al., 2015) (Utsumi, Matsumoto, & Iwai, 2009). 

𝑅𝐴 =
𝑇ℎ𝑒 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑚𝑎𝑡𝑐ℎ𝑒𝑑

   𝑇𝑜𝑡𝑎𝑙𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑠𝑎𝑚𝑝𝑙𝑒𝑠
 

 

2.5 Summary 

In this chapter, we discussed the most conventional face recognition algorithms. The 

benefits and drawbacks of each one is critiqued comprehensively. Furthermore, several 

face recognition databases are presented. The most relevant studies in feature selection 

were also discussed. In order to develop a robust methodology, this information is 

necessary to have a better understanding of the following chapters. As a result, our 

primary contribution in next section would be developing a face recognition system by 

finding a suitable combination of feature extraction, selection, and classification 

algorithms. 
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3.0 CHAPTER 3: RESEARCH METHODOLOGY 

 

3.1 Overview 

This chapter presents the research design and methodology to be adopted to fulfill and 

achieve all the research objectives. In this section, the proposed method is also 

presented. The process flow of this research is depicted in Figure 3.1. The research 

methodology adopted in this research contains several essential steps including the 

literature review, corpus selecting, and development of the face recognition system, 

evaluation, and discussion of the significant findings.  

Stage I: Stage one is the preliminary focus on identifying the problem and establishing 

the fitting objectives for the research. A critical review of other publications and 

published academic papers in the face recognition domain was conducted to determine 

the scope of the study and significance of the problem. 

Stage II: Stage two of the research mainly concentrated on having a survey on face 

recognition system algorithms. Recognizing various parts of the system, collecting more 

information about the existing algorithms and methods for each element of the system is 

the principal purpose of this stage. Eventually, performances of the methods were 

inspected and collected in a list as a benchmark and reference for the study. 

Stage III: Stage three of the research is focused mainly on proposing a unique 

combination for the system. The central intent is to converge on the functionality of 

each algorithm individually and organize them for the usage in the face recognition 

system. 
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Stage IV: Developing the proposed method is carried out in this section. The 

performance of the proposed system will be analyzed and compared with the existing 

benchmark. 
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Figure 3.1: Overall Structure of Research Methodology of this research 

 

3.2 Problem Identification and Solution 

Feature selection has usually been applied to diminish the dimensionality of the feature 

set for face recognition systems. Therefore, feature selection is the central part of many 

face recognition systems. With having a massive database in a machine-learning 

algorithm, new difficulties will arise, and novel and proper procedures to choose 

valuable features are in demand (Dash & Liu, 1997). In many applications, the 

dimension of the dataset is so vast that learning might not operate as well. Hence, 

subtracting these unwanted features is a necessity for the system. Unfortunately, many 

of these features are entirely or partially redundant or irrelevant to the target theory. 

Currently, much attention is on biological system behaviors to develop meta-heuristic 

algorithms. Particle Swarm Optimization (PSO), Artificial Bee Colony (ABC), 

Artificial Fish Algorithm (AF), Bat Algorithm (BA), and Ant Colony Optimization 

(ACO) are some of the most up-to-date examples. In this section, the selected 

algorithms for the proposed system are considered separately. Then, ACO as one of the 

most efficient feature selectors is presented for the system. During the classification 

phase, the parameter computed from the feature selection stage is used to classify and 

recognize a specific picture. Researchers have usually employed several types of 

classifiers in developing face recognition systems. Up to now, there is no clear evidence 

proving that which classifier is the best for the system. Currently, ANN is known as one 

of the most reliable classifiers in many contexts like in medical and stock prediction 

field. Therefore, it could provide a good result in other types of domain (Raja & 

Rajagopalan, 2014). 
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3.3 Development of Proposed Method for Face Recognition System 

As explained in the earlier section, every algorithm has its own advantages and 

disadvantages. According to Table 2.12 and 2.13 in chapter 2, DWT, PZMI, ACO, and 

ANN could produce satisfactory results individually or in collaborating with other 

algorithms. Therefore, this study intends to propose and set these algorithms together. 

Figure 3.2 shows the overall processes for the proposed face recognition system. So, the 

primary proposed combination in this study is to utilize DWT and PZMI as central 

feature extractors, ACO as the primary feature selector and ANN as the classifier. 

Consequently, the experiment and to observe the result of this combination on ORL 

dataset will be discussed in chapter 5 in details. Hence, the set of DWT/PZMI, ant 

colony optimization, and ANN is proposed to be experimented for the first time in the 

face recognition domain.  

 

 
Figure 3.2: Block diagram of the proposed methodology. 

 

3.3.1 Dataset Selection 

The initial step towards the development of a face recognition system is to choose an 

appropriate database. ORL is a standard dataset that is very popular and has been 

employed in many kinds of research (Haddadnia et al., 2003; Kanan et al., 2007; S. 

Kaur et al., 2011). This face dataset holds 400 images of 40 people. There are ten 

distinct images for each person in the size of 112x92 pixels. In some cases, the images 

have been taken at different times. In this dataset, some images have various kinds of 

facial expression, and appearance. For example, some images contain open or closed 

DWT and PZMI 
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eyes and smiling or frowning. Moreover, in some cases the individuals wear glasses in 

the images. All images were taken against a dark homogeneous background. Images are 

in an up-right frontal position with tolerance for some side movements. There are also 

some variations in scale (Jalled, 2017). ORL database has sufficient samples to examine 

the correctness or the accuracy of the face recognition research. Therefore, this study 

used ORL dataset as its central repository of sample data.  

 

Feature Extraction 

Extracting unnecessary features from images is a vital segment in a recognition system. 

Hence, picking the right feature extractor is a crucial task to produce a high rate of 

accuracy. High-grade feature extractors should be efficient, invariant, robust and 

accurate in order to enhance the recognition rate. For example, in some of the time-

critical applications, these algorithms should be susceptible and accurate to improve the 

accuracy.  As it was shown in Table 2.12, there was a significant difference between the 

result of the studies which applied DWT and PZMI as the feature extraction algorithms 

and the others. Based on this indication, this study aims to use and examine these two 

algorithms. These two algorithms are explained below. 

3.3.1.1 DWT 

The wavelet first mentioned by Haar in 1909. Then later, Mallet could make a notable 

mutation in the digital signal processing by formulating the “pyramidal algorithms.” 

Next Daubechies used Mallet's outcome to develop a set of wavelet functions that are 

the foundation of wavelet application today. Figure 3.3 presents the overall feature 

extraction process for DWT (Kanan & Faez, 2005b). As it is shown, three levels of 

DWT with Haar wavelet function are implemented to decompose the image to 

approximation coefficients and detail coefficients. Then, the feature vector is built by 
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the approximation coefficients section. The output of this action contains four sections 

which are one approximation band called LL band which is constructed by low 

frequency, and three specific bands called LH, HL and HH bands which are made by 

high frequency (Patil et al., 2015). 

 

 

Figure 3.3: Feature extraction - DWT(A. Kaur & Kaur, 2012) 

 

A set of wavelet basis functions is formulated as Equation (1) 

𝜓𝑎𝑏(𝑥) =  
1

√𝑎
 𝜓 (

𝑥−𝑏

𝑎
)  (1) 

3.3.1.2 PZMI 

Pseudo-Zernike moments invariants (PZMI) is one of the most remarkable feature 

extraction algorithms that are invariant to rotation, scaling, and translation which has an 

outstanding performance in analyzing images because the rate of efficiency of the 

classifier is directly related to the rate of the correctness of these extracted futures. 

Moreover, PZMI has been extensively utilized in the area of computer vision and 

robotics such as object identification algorithms. It is very sensitive to the pattern 

features so it can be easily applied to the pattern recognition systems. Zernike and 

pseudo-Zernike orthogonal polynomials are the basis of the Zernike moment invariant 
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(ZMI) and pseudo-Zernike moment invariant (PZMI) (Wallin & Kübler, 1995). Among 

all type of the moment’s algorithm, Pseudo Zernike Moment Invariants can be 

employed to represent an image with the lowest level of redundancy information.  

 

 

Figure 3.4: Feature Extraction– PZMI (Kanan & Faez, 2005a) 

 

Pseudo Zernike Moment Invariants is expressed as Equation (2) (Faez & Farajzadeh, 

2007) 

𝑉𝑛𝑚(𝑥, 𝑦) =  𝑅𝑛𝑚(𝑥, 𝑦)exp (𝑗𝑚 tan−1 𝑥

𝑦
)      (2) 

Where  

Vnm = The Zernike function  

Rnm = The Zernike radial polynomials 
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The Zernike radial polynomials will be analyzed at each pixel position given that 

Zernike moments stated in polar coordinates. By using a square-to-circular image 

transformation Zernike polynomial mainly requires being computed once for all pixels 

mapped to the same circle. Figure 3.5 shows the schematic of square-to-circular image 

transformation(Srinivasan, 2015). 

 

 

Figure 3.5: square-to-circular image transformation(Jana & Sinha, 2014) 

 

3.4 Feature Selection 

Feature selection has usually been utilized to lessen dimensionality of the feature set in 

a face recognition system. Therefore, feature selection is the vital part in these systems.  

Due to having an enormous database in the machine learning domains, new challenges 

transpire, and it requires innovative and proper approaches to select suitable features 

(Dash & Liu, 1997). In many applications, the size of a dataset is extremely big that 

learning might not operate before deducting these undesired features. Unfortunately, 

many of features extracted from the images are entirely or partially unnecessary or 

irrelevant to the target theory. Currently, much attention is paid to biological systems 

behavior to develop meta-heuristics algorithms. Invasive Weed Optimization (IWO) 

Univ
ers

ity
 of

 M
ala

ya



 

51 
 

Bees algorithm (BA), Glowworm Swarm Optimization (GSO), Firefly Algorithm (FA), 

Bat Algorithm (BA), and Ant Colony Optimization (ACO) are the most recent 

examples.ٴ Nevertheless, in this section, ACO as one of the most efficient and practical 

feature selectors is discussed. 

 

3.4.1 Ant Colony Optimization (ACO) Algorithm 

ACO algorithm can properly reformulate feature selection algorithm as discussed in 

chapter 2. The main steps in ACO algorithm for feature selection are as follows: 

1. Initialization  

2. Estimating the number of required ants (n)  

3. Setting initial value of pheromone intensity for the first trial of any feature 

4. Defining the maximum amount of iteration (i)  

 

3.4.1.1 Production of ants and assign a feature for each ant 

Each ant has been assigned to a feature in order to visit all the features one by one and 

to find a general solution. To estimate the value of this solution a measurement is 

required. Mean Square Error (MSE) estimator is used to evaluate the solution found by 

ants. If MSE during the iterations decreases then the ant’s work will be terminated. 

 

3.4.1.2 Evaluate the selected feature’s subset for each ant 

The significance of the selected feature is evaluated for each ant using performance of 

the classifier. After that, the solutions which produce lower MSE rate are arranged in an 

ascending order to be chosen based on ACO algorithms. This can help to avoid 

unlimited running of a loop. 
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3.4.1.3 Updating the ant’s pheromone 

The pheromone intensity of the ants, which are selected in step 3, are updated.  

 Go to step 2 

The overall frameworks have been presented in Figure 3.6. The details of each step have 

been briefly discussed above. 

 

Figure 3.6: Standard framework for ACO(Sen & Mathur, 2016) 
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3.5 Classification 

3.5.1 ANN 

ANN is a nonlinear classifier based on the neurons network. Stimulus propagation 

through each direction of the network can fire the neurons to classify the parallel 

problem way. The main paradigms with environment include unsupervised, supervised, 

and reinforcement learning. Figure 3.7 shows architecture of a nonlinear neuron. As 

seen, each neuron has various parts such as neuron input, weights, a transfer function, 

threshold and activation function. 

 

Figure 3.7: Architecture of a nonlinear neuron (Afroge, Mamun, & Mat, 2015) 
 

A multi-layer feed-forward network is trained by gradient descent for estimating a 

classification function for problems by using some enrolment data based on pairs (x,t). 

The input (vector X) pattern is fed into the network, then a target or desired output is 

generated. Therefore, the gradient is computed based on training set overall by 

summation the gradients for each input vector. In the following, computation of the 

gradients has been described based on a single input vector. It must be mentioned that 

the weight from unit j to unit i is denoted by wij.  
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Basic Definitions is expressed as equation (3) 

𝛿𝑗 = 𝑓′
𝑗
(𝑛𝑒𝑡𝑗) ∑ 𝛿𝑗 𝜔𝑖𝑗𝑖 𝜖 𝑃𝑗

             (3) 

For calculating the error for unit j, all of the posterior nodes errors must be computed 

(forming the set Pj). Due to lack of cycle in neural networks, output error is fed back to 

the network. For this reason, the reverse manner is simply applied using propagated 

forward. In order to develop a feed forward networks, every node should contact to the 

next layer. For this reason, a back-prop algorithm based on matrix notation is applied 

without applying more graph which is generally used as matrix form.  

 

3.6 Evaluation Method 

In this research, two methods of evaluation have been used. First, the performance of 

each feature extraction algorithm as one of the leading parts of the system is measured. 

Second, the accuracy of the entire proposed system is calculated. The evaluation method 

which has been employed is calculated as follow: 

 Recognition Accuracy  

which is the result of the number of correctly classified samples divided by the number 

of all classified samples (Patil et al., 2015) (Utsumi et al., 2009). 

 

𝑅𝐴 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑚𝑎𝑡𝑐ℎ𝑒𝑑

   𝑇𝑜𝑡𝑎𝑙𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑠𝑎𝑚𝑝𝑙𝑒𝑠
×  100%   
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3.7 Summary 

Choosing the right research methodology facilitates a successful completion of the 

research by highlighting vital activities and considering concepts and theories. In this 

chapter, a novel combination of algorithms is proposed to be utilized in the face 

recognition domain. Before the development of the system, it is expected to detect and 

determine the proper algorithms and methods for each particular component of the 

system. Therefore, DWT and PZMI were selected for feature extraction part due to 

having a high benchmark result. Moreover, ACO and ANN also generate a powerful 

benchmark in other domains. Hence, the set of DWT/PZMI, ant colony optimization, 

and ANN is proposed to be experimented for the first time in the face recognition 

domain. 
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4.0 CHAPTER 4: EXPERIMENTAL DESIGN 

 

4.1 Overview of  

This chapter is composed as follows: Firstly, the main reasons for choosing the dataset 

is addressed. Secondly, the process of implementing the feature extraction algorithm is 

thoroughly explained. Then, implementation of ACO as feature selector and ANN as 

classifier is reviewed. 

4.2 Experimental Setup 

The experiments are implemented under the Mac OS EL Capitan operating system 

using MATLAB version R2016a and on Intel (R) CPU Core i5 2,6 GHz with 16.0 GB 

RAM. As it is shown in Table 4.1, four types of experiment are conducted in this study 

is listed. At first, the accuracy rate of DWT+ANN and PZMI+ANN is obtained then 

ACO as a feature selector is applied and the accuracy rate is examined again. 

 

Table 4.1: Different type of experiments in this study 

Experiment Feature Extraction Feature Selection Classifier 

1 DWT ------ ANN 

2 PZMI ------ ANN 

3 DWT ACO ANN 

4 PZMI ACO ANN 
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Figure 4.1: Configuration of the system 

 

4.3 Dataset 

ORL dataset contains ten separate images of 40 people which taken at different times 

between April 1992 and April 1994 at the lab. Some of the images have differing 

lighting, facial appearances like open or closed eyes or wearing glasses, or have 

different emotional expressions like smiling or frowning. Some of the images may also 

have turned up to 20 degrees. All of the images have a dark homogeneous background, 

and the subjects are in an upright, frontal position. The size of each image is 92×112 

pixels, with 256 grey levels per pixel. These images were grayscale which is shown in 

Figure 4.2. To create a face recognition system all 40 images of individuals have been 

used. 

 

4.4 Feature Extraction based on PZMI and DWT 

As discussed in chapter 3, two kinds of feature extraction algorithm have been 

employed to analyze and develop the feature vectors for the system. Those are Pseudo 

Zernike Moment Invariant (PZMI) and Discrete Wavelet Transform (DWT).   
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Figure 4.2: 400 images of ORL database 
 

4.4.1 Preprocessing Step 

Due to having a grayscale dataset and enhance the contrast of each picture a pre-

processing action is required which is utilizing histogram equalization on images. 

Figure 4.3 is shown the result of this procedure. As it is depicted, the right-side images 
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not only have more contrast than the picture beside it but also it is simpler to extract the 

features. 

 

Figure 4.3: Pre-processing step after applying histogram 
 

4.4.2 PZMI 

As it was argued before to obtain the features, some pre-processing action is needed for 

the system. Extra pre-action is also required to implement PZMI which is to transform 

the digital picture to a binary picture. Consequently, the system can perform a mapping 

table from the square into a polar coordinator that is represented in Figure 3.4. Also, to 

implement PZMI with the order of n, there are n+1 feature elements which consist of 

one feature vector of order n with all m repetitions (where m<n). All moment orders 

from 1 to 20 were arranged to extract different PZMI features from the facial image. As 

a sample, eight-moment orders are displayed in Figure 4.4. It is noticeable that in 8 

orders 25 features should be extracted from each image. 

Zernik moment code which has the role to transform from the square-to-circle model is 

displayed in Figure 4.5. 
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 0 1 2 3 4 5 6 7 8 

0 M00 _        

1 _ M11        

2 M20 _ M22       

3 _ M31 _ M33      

4 M40 _ M42 _ M44     

5 _ M51 _ M53 _ M55    

6 M60 _ M62 _ M64 _ M66   

7 _ M71 _ M73 _ M75 _ M77  

8 M80 _ M82 _ M84 _ M86 _ M88 

Figure 4.4: Figure of 8 order moments 

 

 

Figure 4.5: Zernik moment code 
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4.4.3 DWT 

After applying histogram equalization, three levels of DWT with Haar wavelet function 

implements to decompose the image to approximation coefficients and details 

coefficients. Next, the feature vector is built by the approximation coefficients section. 

According to figure 3.2 after injecting the input images to the system, DWT apply a 

signal on the images. The output of this action contains four sections which are one 

approximation band called LL band which is constructed by low frequency, and three 

specific bands called LH, HL and HH bands which are made by high frequency (Patil et 

al., 2015). The most significant part of the system is LL band which contains the most 

valuable information about images. For example, after employing 3 level of 

decomposition, nine different frequency bands will be generated. As it is shown in 

Figure 4.6, the size of the feature vector is 14×12=168. 

 

12×14   

       46×56 

 

 

                      92×112 

  

 

          46×56 

 

       46×56 

 

 

                         92×112 

 

 

                         92×112 

Figure 4.6: Three levels DWT 

 

The size of the original images is 92x112 pixels. After the first level of DWT, some 

redundant features will be disappeared from the input image. By implementing 3 level 

of Haar wavelet function as it is shown in Figure 4.7, the input image is small and 
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fitting enough for the next step. The most valuable information for the system is 

included in this tiny picture. 

 

 

Figure 4.7: Applying DWT in our dataset 
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4.5 Establishing a Feature Vector 

After implementing both feature extractor algorithms using the ORL dataset, the 

required feature vector is constructed that can be utilized during the entire process of the 

implementation and examination. A sample view of our dataset is provided in Figure 

4.8. 

 

Figure 4.8: Sample extracted feature dataset of PZMI 
 

4.6 Feature Selection based on ACO 

As it was discussed in section 3.4.1, an initialization part to implement the ACO is 

required. Some variable and constant needs to be set to begin the implementation part. 

These variables are named the number of required ants, pheromone intensity and a 

maximum number of iteration. Figure 4.9 shows the values set for this study. 
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Figure 4.9: Initial variables for ACO 
 

The flowchart of ACO already represented in Figure 3.4. To implement the ACO for 

this study each section of the mentioned flowchart is transformed to MATLAB code. 

Initially, it is required to evaluate and estimate the subset of the ACO.  Then after all M 

ants finish their tours, the pheromone trails need to be updated. To simulate the 

computational algorithm to the real life of the ants following steps are done to increase 

the accuracy. To avoid accumulation of high densities of pheromone as the algorithm 

progresses, the pheromone is assumed to evaporate over time, pheromone values 

previously stored on arcs are reduced by a constant factor. The reduction factor is called 

the pheromone evaporation rate. Some part of the transforming code of the update 

pheromone is shown in Figure 4.10. 
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Figure 4.10: Updating pheromone in ACO 
 

4.7 Classification 

In this research, a ten-fold cross validation method is used. This algorithm divides the 

data into training sets and test sets. In the ten subsamples, nine parts are used as training 

data and the remaining one sample is retained for testing as the validation data. This 

method ensures that all of the data has an equal chance to be tested. Therefore, it is 

assumed that for the enrolment phase, to apply 9 images for training and the 1 image for 

testing. Therefore, the total amount of testing is 40 images. During training networks, 

typically, three different subsets are considered to separate the data. The first subset is 

the training collection, which is practiced for calculating the gradient and refreshing the 

network measurements and biases. The next subset is the validation set. The error on the 

validation set is observed throughout the training process. The other one is the test set 

error which is not used during training, but it is used to compare different patterns. 

These three subsets are presented in Figure 4.11. 
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Figure 4.11: Three subsets of training, validation and test error in our code 

 

As it was recommended for this system, one image set aside for training part. 

Consequently, the first step of ACO operates on the feature vector which prepared in 

last part and developing a new training subset. The training part is based on the standard 

formula for artificial neural network:  

net = train (net, input, output); 
 

After updating the pheromone, the system attempts to train one more time to update the 

training, validation and test error subsets. Finally, in the last part when the training 

completes, it calculates the accuracy rate based the training part. This rate is achieved 

by the number of the correctly matched divided by the total number of classified 

samples. Figure 4.12 shows some part of the code for classification part. 

 
 

Figure 4.12: Calculating the recognition rate 
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4.8 Summary of the Experimental Design 

This chapter provided parameter specifications of the algorithms used in our 

experiments and the source code of our implementation in MATLAB. At first, the 

implementation of the DWT and PZMI as two main feature extractors were explained. 

Then, the implementation of the ACO was discussed, and finally the classification 

algorithm reviewed. The details were delivered supplying more information about the 

proposed methodology and facilitate researchers to reproduce experiments. 
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5.0 CHAPTER 5: RESULTS AND DISCUSSION 

 

5.1 Overview 

In this chapter, the results which have obtained from the proposed combination are 

summarized and will be presented in details. Various tables and charts are supporting 

the outcome of this study. This chapter is organized as follow: The first part shows the 

results gained from examining DWT and PZMI for extracting the features from the 

input images to develop the feature vectors.  In the second part, all the experimental 

results are gathered in some tables and will be discussed. The last part is dedicated to 

the comparison between some of the existing benchmark results regarding the 

classification accuracy rate. 

 

5.2 Performance of Feature Extraction Experiment 

Figure 5.1 presents the feature extracting duration in milliseconds. As it was shown in 

the former chapter, both feature extractors had similar training and testing set. The 

outcome of this experiment shows PZMI is slightly slower than DWT regarding 

extracting the features and establishing the data vector. This function takes 0.836 

seconds for PZMI and 0.747 seconds for DWT; therefore, DWT is around  0.836

0.747
≅ 1.11 

times or 11% faster than DWT. Due to having more complexity in the process and 

doing many iterations, PZMI takes more time than DWT to perform extracting the 

features from images. 
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Figure 5.1: A comparison between feature extracting times  
 

5.3 Performance of Feature Selection Experiment 

In this part, the performance of the applying ACO on produced feature vectors by PZMI 

and DWT from the last part is explained. In this study, MSE has been adopted as an 

estimator to estimate the performance of ACO on the feature vectors which prepared by 

DWT and PZMI. Mean Square Error is an estimator to measure the differences between 

two images and as the rate is closer to zero as it is a more beneficial result. Table 5.1 

presents MSE rate for both feature extraction methods in connection with ACO. The 

result captured after applying ACO on PZMI is 0.5 and for DWT is 1.75, and this 

confirms that the selected features from PZMI vector is more beneficial than DWT and 

we can predict here that after performing the classification PZMI should produce higher 

accuracy rate than DWT. 
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Table 5.1: MSE rate of the feature selection. 
Method MSE 

ACO + DWT 1.75 

ACO + PZMI 0.5 

 

5.4 Performance of Classification Experiment 

It was required to accomplish some actions before the classification part was started. 

Those were done in the previous steps including the development of datasets and 

selecting the features. The next step was to examine and to measure the accuracy rate. 

Initially, the effect of training set on recognition performance of the system has been 

reviewed. Figure 5.2 presents the recognition performance for a various number of 

images which were applied for training. As can be seen, whenever the number of 

images per individual is increased, the recognition rate is also increased consequently. 

Furthermore, the increasing number of images for training for the whole population can 

improve the rate of recognition. 

 

Figure 5.2: Recognition rate (%) for different number of training images per individual. 
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Table 5.2 shows the recognition rate for the classification part one time for the 

combination of DWT and ANN and the other time for the combination DWT, Ant 

Colony and ANN. As it is presented in table 5.2, the highest accuracy rate which system 

could record for DWT+ANN is 73.47% while this rate after applying ACO increased to 

81.90%. 

 

Table 5.2: Classification Accuracy without and with ACO for DWT+ANN 
Experiment Feature 

Extraction 

Feature 

Selection 

Basic 

Classifier 

Execution  

Time 

Classification  

Accuracy 

1 DWT ---- ANN 249 69.03% 

2 DWT ---- ANN 278 72.66% 

3 DWT ---- ANN 241 70.25% 

4 DWT ---- ANN 269 73.47% 

5 DWT ---- ANN 262 71.02% 

6 DWT ---- ANN 259 69.11% 

7 DWT ---- ANN 253 70.78% 

8 DWT ---- ANN 267 72.74% 

9 DWT ---- ANN 255 71.68% 

10 DWT ---- ANN 249 68.33% 

1 DWT ACO ANN 364 80.45% 

2 DWT ACO ANN 369 81.08% 
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3 DWT ACO ANN 383 81.90% 

4 DWT ACO ANN 391 81.14% 

5 DWT ACO ANN 365 80.37% 

6 DWT ACO ANN 384 79.86% 

7 DWT ACO ANN 388 80.64% 

8 DWT ACO ANN 372 79.47% 

9 DWT ACO ANN 389 79.36% 

10 DWT ACO ANN 371 80.90% 

 

 

Figure 5.3: Diagram of accuracy rate and execution time for DWT+ANN 
 

As it is shown in Figure 5.3, the diagram has an ascending trend, and this means as 

accuracy rate increases the execution time also increases accordingly. After employing 
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ACO execution time has increased drastically. The reason might be having an elaborate 

implementation for ACO which requires extra actions before selecting the features. As a 

result, although ACO helps to enhance the accuracy, it raises the total execution time 

consequently. According to Table 5.2, Figure 5.3 and Figure 5.4 accuracy rate rises 

significantly from 73.47% to 81.90% and the entire execution time grows from 269 

seconds to 383 seconds after practicing ACO on the combination of DWT+ANN. 

 

Figure 5.4: Diagram of accuracy rate and execution time for DWT+ACO+ANN 
 

Experimental results for PZMI+ANN and PZMI+ACO+ANN is collected in Table 5.3 

and illustrated in Figure 5.5 and Figure 5.6.  
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Table 5.3: Classification Accuracy without and with ACO for PZMI+ANN 
Experiment Feature 

Extraction 

Feature 

Selection 

Basic 

Classifier 

Execution  

Time 

Classification  

Accuracy 

1 PZMI ---- ANN 263 73.87% 

2 PZMI ---- ANN 266 72.66% 

3 PZMI ---- ANN 260 74.67% 

4 PZMI ---- ANN 271 75.83% 

5 PZMI ---- ANN 259 75.17% 

6 PZMI ---- ANN 266 74.91% 

7 PZMI ---- ANN 261 73.22% 

8 PZMI ---- ANN 259 72.74% 

9 PZMI ---- ANN 263 76.10% 

10 PZMI ---- ANN 268 75% 

1 PZMI ACO ANN 385 87.11% 

2 PZMI ACO ANN 374 86.92% 

3 PZMI ACO ANN 384 87.84% 

4 PZMI ACO ANN 386 88.57% 

5 PZMI ACO ANN 390 88.16% 

6 PZMI ACO ANN 389 87.88% 

7 PZMI ACO ANN 388 87.35% 
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8 PZMI ACO ANN 384 87.25% 

9 PZMI ACO ANN 392 88.73% 

10 PZMI ACO ANN 383 87.35% 

 

 

Figure 5.5: Diagram of accuracy rate and execution time for PZMI +ANN 
 

As it is shown in Figure 5.5, the diagram is fluctuating. The minimum execution time is 

259 seconds which the system could achieve 75.17% accuracy. Due to the complexity 

of ACO for selecting the features, the execution time has increased significantly after 

implementing ACO as it was expected. Figure 5.6 depicts the trend of the accuracy rate 

with executing time after applying ACO in our system. According to Table 5.3, Figure 

5.5 and Figure 5.6 accuracy rate grows from 76.10% to 88.73% and the complete 

execution time increases from 263 seconds to 392 seconds after utilizing ACO on the 

combination of PZMI+ANN. 
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Figure 5.6: Diagram of accuracy rate and execution time for PZMI+ACO+ANN 

 

As it was explained regarding the usage of ACO in the system, although it causes a 

growth in execution time, it enhances the accuracy rate drastically. Hence, it merits to 

adopt this algorithm in face recognition system. Table 5.4 and Figure 5.7 shows the 

summary of this result. 

Table 5.4: Accuracy result with ACO for PZMI and DWT 
Classifi

cation 

Method 

Repetition 

1 2 3 4 5 6 7 8 9 10 

ACO 

+DWT 

80.45% 81.08

% 

81.90

% 

80.37

% 

81.14

% 

79.86

% 

80.64

% 

79.47

% 

79.36

% 

80.9

0% 

ACO 

+PZMI 

87.11% 86.92

% 

87.84

% 

88.57

% 

88.16

% 

87.88

% 

87.35

% 

87.25

% 

88.73

% 

87.3

5% 
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Figure 5.7: Comparison chart for result of classification 
 

According to the result in Table 5.4, ACO+PZMI could extract more valuable features 

than ACO+DWT to inject to the system. Figure 5.8 displays the error rate of PZMI 

while moment’s progress. It seems that whenever the moments are extended, the 

recognition error rate is reduced. However, after the order of 10, the growth of the 

moments could not diminish the recognition error rate severely. 
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Figure 5.8: The effect of changing moments of PZMI in respect to recognition error 
rate. 

 

5.5 Discussion 

Table 5.5. The final result of the study 

Method Accuracy Rate (%) Execution Time (seconds) 

DWT + ACO + ANN 81.90% 383 

PZMI + ACO + ANN 88.73% 392 

 

As it was displayed and explained in figures and tables, this research examined DWT 

and PZMI as one of the well-known feature extraction algorithms, then ACO was 

applied on the extracted vectors, and finally the classification part was performed. The 

outcome of this examination is summarized below: 

DWT is approximately 11% faster than PZMI regarding the extraction of the features, 

moreover; the highest accuracy rate that the system recorded for DWT+ANN is 73.47% 

in 269 seconds while it increased to 81.90% in 381 seconds after applying ACO. On the 

other hand, accuracy rate for PZMI grew from 76.10% to 88.73% after ACO was 
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applied but the execution time increased from 263 seconds to 392 seconds. In addition, 

the sequence of PZMI+ACO+ANN is more reliable than DWT+ACO+ANN regarding 

the accuracy rate. This rate is 88.73

81.90
≅ 1.083 times or 6.83% higher than DWT. 

According to Table 5.5, PZMI+ACO+ANN took more time than DWT+ACO+ANN to 

accomplish the recognition. It took 392 seconds for PZMI+ACO+ANN and 383 

seconds for DWT+ACO+ANN to perform this action. Consequently, a comparison 

among the result of the combination of algorithms proposed in this study and the results 

of the existing study in this domain have collected in table 5.6.  
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Table 5.6: A comparison with other benchmarks. 

 
PZMI+ACO+ANN 

(88.73%) 

DWT+ACO+ANN 

(81.90%) 

PCA+GA+NaiveBayesian 

(78%) 

Improved 

(10.73%) 

Improved 

(3.9%) 

DWT+GA+RBF 

(84%) 

Improved 

(4.73%) 

Deteriorated 

(-2.10%) 

LBP+BSA+NN 

(85%) 

Improved 

(3.73%) 

Deteriorated 

(-3.10%) 

LBP+PCA 

(82%) 

Improved 

(6.73%) 

Equal 

(-0.10%) 

PZMI+GA+RBF 

(93%) 

Deteriorated 

(-4.27%) 

Deteriorated 

(-11.10%) 

DWT+FF+NN 

(94.375%) 

Deteriorated 

(-5.645%) 

Deteriorated 

(-12.475%) 

 

As it is shown in table 5.6, the proposed combination could obtain higher accuracy rate 

than a system which employed PCA+GA+ Naive Bayesian by almost 11% for 

PZMI+ACO+ANN and roughly 4% for DWT+ACO+ANN.  

5.6 Summary 

Initially, in this chapter, the performance and outcome of the proposed combination of 

this research have been discussed. Then two feature extractor algorithms which are 

widely used in this domain examined. After that, the influence of the ACO on the 
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system was measured and finally the result compared with other combinations and 

benchmarks. 
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6.0 CHAPTER 6: CONCLUSION AND 
SUGGESTIONS FOR FUTURE RESEARCH 

 

6.1 Overview 

This chapter summarizes the significant findings of this research towards the 

development of a new sequence of algorithms in face recognition systems domain. This 

chapter also revisits the research objectives and how those objectives are met in this 

study. Furthermore, this chapter mentions the limitations as well as the possible future 

research direction. 

 

6.2 Research Problems and Identified Solutions 

This thesis principally has concentrated on experimenting a new sequence of algorithms 

in face recognition system domain. DWT and PZMI as feature extractors, ant colony 

optimization as feature selector and finally artificial neural network as the classifier are 

proposed and examined over the ORL face database as a new combination in this 

domain. In these systems, feature selection usually plays an essential role in promoting 

the accuracy rate; therefore, it should be efficient since choosing the best facial subset 

not only increases the recognition performance but also decreases the time surprisingly. 
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6.3 Research Objectives Revisited 

6.3.1 Objective1:  

To identify the existing algorithms and analyze the performance of the combination 

algorithms for feature extraction, feature selection and classification. 

The first objective points to investigating in the current algorithms for each piece of a 

face recognition system. This objective was accomplished by conducting a thorough 

literature review on some of the most influential algorithms and reviewing advantage 

and disadvantage of each one distinctly. Besides, in this research PZMI and DWT have 

been reviewed in details as two of the most remarkable feature extraction algorithms in 

this domain. Additionally, Ant Colony, Bat, PSO, Firefly and some other algorithms as 

the main feature selector as well as ANN, SVM, HMM and RBF as classifiers are 

discussed. A survey was conducted on the various research in which ORL was 

employed as the dataset. Specific information was extracted and displayed in a table 

including the accuracy rate of each study, the execution time in some cases, the 

algorithm used for each section of the system and the evaluation method. 

 

6.3.2 Objective 2:  

To develop a face recognition system using the proposed combination of algorithms for 

improving the performance of face recognition system. 

After discovering various algorithms for each specific element of the system, it was 

determined to select DWT and PZMI as the chief feature extractors, ant colony 

optimization as the feature selector and ANN as the classifier. These algorithms could 

all lead to exceptional results in combination with other algorithms or in a different 

domain. Hence, the set of DWT/PZMI, ant colony optimization, and ANN is proposed 
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to be experimented for the first time in the face recognition domain. The result of the 

system is measured by accuracy rate evaluation method. 

 

6.3.3 Objective 3:  

To evaluate and compare the performance of the developed face recognition system 

with the existing benchmark. 

The outcome of this objective is summarized as follows. At first, DWT is roughly 11% 

faster than PZMI regarding the feature extracting. In this research, ANN was practiced 

one time with raw extracted feature and the other time with feature selected by ACO. 

The highest accuracy rate reported for DWT+ANN was 73.47% in 269 seconds while 

this rate improved to 81.90% after applying ACO but in 381 seconds. Surprisingly, the 

accuracy rate for PZMI increased from 76.10% to 88.73% after ACO was employed. 

However, the execution time rose from 263 seconds to 392 seconds. To conclude, 

PZMI+ACO+ANN took more time than DWT+ACO+ANN to achieve recognition by 

392 seconds for PZMI+ACO+ANN and 383 seconds for DWT+ACO+ANN. 

 

6.4  Research Contribution 

This thesis offers the following insights and contributions: 

Pseudo Zernike Moment Invariant (PZMI) and Discrete Wavelet Transform (DWT) 

were implemented for this study. They were also compared concerning time and 

recognition performance. It was shown that each feature extraction method has a 

specific advantage as compared to another one. 

Ant colony optimization as a feature selector offers a way to reduce the number of 

selected features of the facial images when applying the feature extraction algorithm. 
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For this reason, the most discriminated feature subset is selected by ACO method. This 

feature selection algorithm not only can enhance the recognition performance of the 

image recognition systems but also it can save time and memory for the process of 

feature extraction.  

The developed face recognition technique was implemented by applying Artificial 

Neural Networks (ANN). This technique is the most common feature modeling for face 

recognition systems. The recognition error for this modeling technique is negligible. 

Furthermore, any new face image can easily be added to the face system model. 

A face recognition system was developed by a new combination of feature extraction, 

ant colony feature selection, and Artificial Neural Network (ANN). Furthermore, the 

results of each method were fully discussed. 

6.5 Research Limitations and Suggestions for Future Research 

Through this thesis, some of the issues raised can be further investigated. The gap 

between the theoretical and real implementation always exists. However, this thesis can 

provide a new opportunity for researchers to develop and improve face recognition 

systems further. Researchers should be aware that real conditions can be different and 

unpredictable compared to lab conditions. Online face recognition systems have 

limitations which can motivate them to investigate more rigorously in this area. 

The developed face recognition system based on DWT and PZMI, ACO and ANN, are 

implemented as proof-of-concept only. The optimization of the developed face 

recognition algorithm is possible. Based on this thesis some of the suggestions and 

recommendations are offered as follows: 

The weighted function curve in the ant colony feature selection needs to be improved. 

For example, the facial content affects the final performance which is estimated by face 
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recognition system. Facial feature information is also distributed in some temporary 

structures which have not been done yet such as temporal-frequency transition and 

duration.  

A perfect feature subset is needed which is often a big challenge problem in face 

recognition systems. Therefore, a novel and robust feature selection can contribute 

toward face recognition applications. The robustness of the developed face recognition 

systems needs to be analyzed in other feature modeling types such as HMM, GMM and 

VQ. This issue can provide opportunities for researchers to integrate it with various 

applications.  

The real-time implementation with less computation and low costs is needed for the 

system in the real environment. A combination of face detection and face recognition 

can improve the performance.  
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