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SINGLE-OBJECTIVE AND MULTI-OBJECTIVE OPTIMIZATION 

ALGORITHMS BASED ON SPERM FERTILIZATION PROCEDURE 

ABSTRACT 

In this work, Single Objective Optimization Algorithm (SOOA) is proposed. The 

SOOA version is extended to Multi Objective Optimization Algorithm (MOOA). To 

demonstrate the applicability of the proposed MOOA, a set of Wireless Sensor Network 

(WSN) problems is optimized. In SOOA, a novel metaheuristic approach based on a 

metaphor of a natural fertilization procedure, called “Sperm Swarm Optimization 

(SSO)” is proposed. In this approach, an optimization model of a sperm fertilization 

procedure is devised. The model follows the characteristics of sperm swarm, which 

moves forward from a low-temperature zone called Cervix. During this direction, sperm 

searches for a high-temperature zone called Fallopian Tubes where the egg is waiting 

for the swarm to fertilize at this zone, which this area is considered as the optimal 

solution. The SSO is tested with several benchmark functions used in the area of 

optimization. The obtained results are compared with the results of four algorithms. 

These algorithms are Genetic Algorithms (GA), Parallel Genetic Algorithm (PGA), 

Particle Swarm Optimization (PSO) and Accelerated Particle Swarm Optimization 

(APSO). The results show that the proposed SOOA outperformed other SOOAs 

algorithms in term of convergence and quality of the result. Then, the SSO has been 

extended to MOOA, called “Multi-Objective Optimization Algorithm Based on Sperm 

Fertilization Procedure (MOSFP)” depends on Pareto dominance, mutation operations 

and a crowding factor, that crowd and filter out the list of the best sperms (global best 

values). The proposed MOSFP is compared against three well-known MOOAs in the 

field of optimization. These algorithms are SPEA2, NSGA-II, and OMOPSO. The 

experimental results show that the efficiency and performance of the proposed MOSFP 

are highly competitive, which outperformed both of SPEA2 and NSGA-II algorithms in 
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solving all the problems. In addition, the proposed MOSFP outperformed OMOPSO in 

solving problems such as WFG5, WFG8, and ZDT3. At the end, the proposed MOSFP 

has been used to solve a real-life problem such as optimizing a set of Quality of 

Services (QoS) objective functions (network models) in WSN. These objective 

functions are end-to-end latency, end-to-end delay, energy efficiency and network 

throughput. The optimal value of packet payload size that able to maximize the energy 

efficiency and network throughput as well as to minimize the end-to-end latency and 

end-to-end delay is sought. The result of the proposed MOSFP is compared against 

SPEA2, NSGA-II, and OMOPSO. Different packet payload sizes are supplied to the 

algorithms and their optimal value is derived. From the experiments, the intersection 

point and the knee point of all the obtained Pareto fronts for all the algorithms show that 

the optimal packet payload size that balances and manages the trade-offs between the 

four network models is equal to 45 bytes. The results also show that the performance of 

our proposed MOSFP is highly competitive and have the best average value compared 

to the other three algorithms. Furthermore, the overall performance of MOSFP from 

four models outperformed SPEA2, NSGA-II, and OMOPSO by 51%, 6% and 3% 

respectively.  
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ALGORITMA OPTIMISASI TANAH-OBJEKTIF DAN MULTI-OBJEKTIF 

BERDASARKAN PROSEDUR PERUBAHAN SPERM 

ABSTRAK 

Dalam karya ini, Algoritma Pengoptimuman Objektif Tunggal (SOOA) dicadangkan. 

Versi SOOA diperluaskan ke Algoritma Pengoptimuman Multi Objektif (MOOA). 

Untuk menunjukkan kebolehgunaan algoritma yang dicadangkan, ia digunakan untuk 

mengoptimumkan satu set masalah Rangkaian Sensor Tanpa Wayar (WSN). Dalam 

SOOA, pendekatan metaheuristik yang novel berdasarkan metafora prosedur 

persenyawaan semulajadi, yang dipanggil "Optimasi Kawanan Sperma (SSO)" telah 

dicadangkan. Dalam pendekatan ini, satu model pengoptimuman prosedur 

persenyawaan sperma telah dirangka. Model ini mengikuti ciri-ciri sperma, yang 

bergerak ke hadapan dari zon suhu rendah iaitu serviks. Semasa pergerakan ini, sperma 

mencari zon suhu tinggi iaitu tiub fallopio di mana telur sedang menunggu kawanan 

untuk menyuburkan zon ini, yang mana kawasan ini dianggap serbagai penyelesaian 

optimum. SSO diuji dengan beberapa fungsi penanda aras yang digunakan dalam 

bidang pengoptimuman. Hasil yang diperoleh dibandingkan dengan hasil daripada 

empat algoritma.  Algoritma ini adalah Algoritma Genetik (GA), Algoritma Genetik 

Selari (PGA), Pengoptimuman Kawanan Partikel (PSO) dan Pengoptimuman Kawanan 

Partikel Dipercepat (APSO). Keputusan menunjukkan bahawa SOOA yang 

dicadangkan mengatasi algoritma lain dari segi penumpuan dan kualiti keputusan. 

Selepas itu, SSO telah diperluaskan kepada MOOA, yang dipanggil "Algoritma 

Pengoptimuman Multi-Objektif Berdasarkan Prosedur Persenyawaan Sperma 

(MOSFP)" yang bergantung kepada dominasi Pareto, operasi mutasi dan faktor 

pemanjangan, dimana mengumpul dan menapis senarai sperma yang terbaik (nilai 

terbaik global). MOSFP yang dicadangkan dibandingkan dengan tiga algoritma yang 

terkenal dalam bidang pengoptimuman. Algoritma ini adalah SPEA2, NSGA-II, dan 
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OMOPSO. Keputusan eksperimen menunjukkan bahawa kecekapan dan prestasi 

MOSFP yang dicadangkan sangat kompetitif dan mengatasi kedua-dua algoritma 

SPEA2 dan NSGA-II dalam menyelesaikan semua masalah. Di samping itu, MOSFP 

yang dicadangkan mengatasi OMOPSO dalam menyelesaikan masalah seperti WFG5, 

WFG8, dan ZDT3. Pada akhirnya, MOSFP yang dicadangkan telah digunakan untuk 

menyelesaikan masalah kehidupan sebenar seperti mengoptimumkan satu set model 

Kualiti Perkhidmatan (QoS) di WSN. Model-model ini adalah latensi akhir-ke-akhir, 

kelewatan akhir-ke-akhir, kecekapan tenaga dan penghantaran rangkaian. Nilai 

optimum bagi saiz muatan paket yang dapat memaksimumkan kecekapan tenaga dan 

penghantaran rangkaian dan juga untuk meminimumkan latensi akhir-ke-akhir dan 

kelewatan akhir-ke-akhir dicari. Hasil daripada MOSFP yang dicadangkan 

dibandingkan dengan tiga algoritma yang terkenal dalam bidang pengoptimuman. 

Algoritma ini adalah SPEA2, NSGA-II, dan OMOPSO. Saiz muatan paket yang berbeza 

dibekalkan kepada algoritma-algoritma untuk memperoleh nilai optimum mereka. Dari 

eksperimen ini, titik persimpangan dan titik lutut bagi semua bahagian Pareto yang 

diperolehi untuk semua algoritma menunjukkan bahawa saiz muatan paket yang 

optimum bagi mengimbangi dan menguruskan pertukaran antara empat fungsi objektif 

rangkaian adalah sama dengan 45 bait. Hasilnya juga menunjukkan bahawa prestasi 

kaedah MOSFP yang dicadangkan sangat berdaya saing dan didapati mempunyai nilai 

purata yang terbaik berbanding tiga algoritma yang lain. Selain itu, prestasi keseluruhan 

MOSFP dari empat fungsi objektif melebihi SPEA2, NSGA-II, dan OMOPSO sebanyak 

51%, 6% dan 3%. 
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CHAPTER 1: INTRODUCTION 

1.1 Introduction 

 
In the last decades, natural inspired algorithms and heuristic approaches have 

experienced a rapid growth in different fields such as the socio-economic systems, 

engineering and industrial fields. These algorithms are dynamic and effective in solving 

hard and real-world optimization problems (Alami & Imrani, 2008) such as 

combinatorial optimization problems (Beheshti et al. 2013), data mining, image 

processing, neural network training, pattern recognition (Benameur et al. 2009), 

objective function optimization, etc. (El Imrani et al. 2000; Alami et al. 2007).  

The algorithms to solve the optimization problems can be categorized as Single 

Objective Optimization Algorithm (SOOA) and Multi Objective Optimization 

Algorithm (MOOA). SOOAs search optimum solution for single objective function of 

maximization or minimization function. Examples of SOOAs are Genetic Algorithm 

(GA) (Holland et al. 1992), Parallel Genetic Algorithm (PGA) (Muhlenbein, 1992), Ant 

Colony Search Algorithm (Dorigo et al. 1996), Particle Swarm Optimization (PSO) 

(Kennedy et al. 1995), Accelerated PSO (APSO) (Gandomi, 2013), and Simulated 

Annealing (Kirkpatrick et al. 1984).  

Most of these algorithms have been extended to MOOAs to balance and manage a 

set of conflicting objective functions at the same time. For example, Non-dominated 

Sorting Genetic Algorithm (NSGA) and Non-dominated Sorting Genetic Algorithm 

(NSGA-II) ((Coello, 2007) ; (Srinivas, 1994)) are the extended versions of GA to 

optimize Multi-Objective Optimization Problems (MOOPs). Multi-Objective Particle 

Swarm Optimization (MOPSO) and Optimized Multi-Objective Particle Swarm 

Optimization (OMOPSO) are the extended versions of PSO. 
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These algorithms are widely accepted to solve problems in different fields. 

However, these algorithms suffers from low solving precision, slow convergence, and 

bad local searching ability (Zingg et al. 2008; De et al. 2015; Bai et al. 2010). These 

limitations motivated us to propose a single objective optimization algorithm (meta-

heuristic method) based on sperm fertilization procedure named as “Sperm Swarm 

Optimization (SSO)”. SSO is presented in Chapter 4 of this thesis. Then, the proposed 

SSO is extended to multi-objective optimization version to optimize conflicting 

objective functions. In SSO, a mathematical model simulating sperm swarm motility 

during the fertilization process is developed. The model reflects the sperm movement 

from Cervix zone to the location of the egg in Fallopian tubes. Each sperm has a 

velocity, called sperm personal solution. This velocity will be changed in the memory 

just if the current solution is better than the old solution. The global velocity of the 

swarm is represented by the closest sperm to the target (closest solution to the optimal 

solution). To ensure the reliability and efficiency of the proposed SSO method, they are 

evaluated through several stages. The evaluation starts with commonly used benchmark 

functions such as Sphere, Rosenbrock and Rastrigin ((Shi, & Eberhart, 1999) ;(Rbouh & 

Imrani, 2014)). These functions contain the element of single local minima and several 

local minima that able to test the performance of SOOA through the quality of result 

metric and convergence metric. The proposed SSO algorithm with other well-

established SOOA such as PSO, APSO, PGA, and GA are tested with these benchmark 

functions. Their performances are compared and analyzed to understand their 

advantages and limitations. 

SOOA are effective in optimizing single objective problems such as minimization or 

maximization. However, real-life problems often contain conflicting problems of both 

minimization and maximization. For this reason, the proposed SSO algorithm is 

extended to MOOA called MOSFP as presented in Chapter 5 of this thesis. The MOSFP 
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used the concept of Pareto optimality. Non-dominate solutions are used to balance a set 

of conflicting objective functions. Similar to its SOOA version, the MOSFP is evaluated 

by utilizing benchmark functions in MOOA. These benchmark functions include 

Zitzler-Deb-Thiele (ZDT) test suite, and Walking-Fish-Group (WFG) test suite 

(Huband, 2006). The proposed MOSFP together with well-known MOOA such as 

SPEA2, NSGA-II, and OMOPSO are tested with these benchmark functions. Three 

notions are chosen to compare the performance of the proposed MOSFP with prior 

MOOA methods. These notions are minimizing the distance between the global Pareto 

front and the true Pareto front of any problem, maximizing the spread of the solutions, 

maximizing the convergence of the algorithm. To answer these notions, three metrics 

are chosen: Inverted Generational Distance (IGD), Spread (SP), and Epsilon (∈ ) 

((Patnaik & Mandavilli, 1996); (Monroy, 2004); (Riquelme, 2015)). Qualitative and 

quantitative techniques of comparing the results are used. In the qualitative technique, a 

comparison between the proposed algorithm and other algorithms in term of quality of 

Pareto front for each benchmark function is conducted. In the quantitative technique, a 

comparison between the proposed algorithm and other algorithms in terms of median, 

average, best, and worst of each metric for each benchmark function is conducted. 

To demonstrate the capability of the proposed MOOA, MOSFP is tested with 

Wireless Sensor Network (WSN) application as presented in Chapter 6 of this thesis. 

The prior works were focused on two conflicting problems, in which, minimizing 

energy consumption and maximizing network coverage, but some situations may need 

different optimization. For example, packet payload size can affect some of the 

important network model features such as end-to-end delay, end-to-end latency, energy 

efficiency, and network throughput. If the packet payload size is large, this will 

consume more energy and time through the process of packetizing and transmission. It 

is a challenging task to realize the optimal packet payload size that can increase the 
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network QoS. Two ways can be used to realize the optimal packet payload size that 

increases the QoS of the network. First, is through empirical studies, which sensor 

nodes in WSN are configured on different packet payload sizes to determine the optimal 

packet payload size that manages the network as in ((Al-Anbagi, 2015); (Brown, 2012); 

(Sankarasubramaniam, 2003); (Liang, 2007)). However, the empirical study consumes 

more time and efforts to determine the optimal packet payload size that increases the 

QoS of the network. Second, is to use meta-heuristic methods to realize the optimal 

packet payload size as we will demonstrate in Chapter 6. We consider a smart grid 

application as a case study to find the optimal packet payload size. In a smart grid 

application, real-time data are important to monitor and generate power in a real-time, 

control power outage, monitor power quality, and control power load. This helps the 

power companies to use the data to develop a real-time pricing. Consumers can use the 

information of real-time power pricing to reduce their power consumption at peak times 

(the period when the price of power is high) ((Fadel, 2015); (Xiong, 2011)). Mainly, 

transmitting real-time data is compromised by energy consumption. Therefore, this 

thesis considers the balance between minimizing both end-to-end delay and end-to-end 

latency and maximizing both energy efficiency and packet throughput. To achieve 

this, the mostly used MOOAs are chosen to compare their results with the proposed 

algorithm (MOSFP) using the same environment, hardware, and platform. These 

algorithms are SPEA2, NSGA-II, and OMOPSO. SPEA2, NSGA-II, OMOPSO and our 

algorithm (MOSFP) are evaluated to find the most efficient algorithm. This is followed 

by Pareto-optimal set analysis to find the optimal value of packet payload size that 

balances between the aforementioned network models. Taking into account critical data 

transmission, this thesis focuses on the delay issue rather than network coverage as in 

prior research. Coverage is very important for applications that need deployment in the 

vast area of monitoring. However, in a smart grid, the scenario is different. WSN part of 
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the smart grid is normally deployed in small areas of homes, buildings, etc. In most 

cases, smart ZigBee sensors can cover all the WSN part of the smart grid in which their 

range can reach up to 100 meters (Gungor, 2011). This is suitable for the smart grid 

because the average dimensions of the room in Asians smart buildings and homes will 

not exceed 10×10 meters (Yassein, 2016).   

1.2 Problem Statement   

1. Many Single Objective Optimization Algorithms (SOOAs) or (meta-heuristic 

methods) were proposed to solve nonlinear, complex and large-scale 

optimization problems that need solution in low cost with short time. Examples 

of these algorithms are GA and PSO along with their enhanced versions such as 

PGA and APSO respectively. However, optimization algorithms such as GA and 

PSO suffers from low solving precision, slow convergence, and bad local 

searching ability. In GA for example, mutation is used to increase the algorithm 

convergence. However, different mutation percentages lead to different 

solutions, thus, misunderstandings of optimality (Hassanat et al. 2016). PSO 

algorithm suffers from high-dimensional search space, which is easy to fall into 

local optimum while solving this problem (li et al. 2014). Other than that, 

various factors influencing the quality of final results of PSO such as learning 

factor C1 and C2 and inertia factor. Various values of these factors lead to 

various solutions. APSO and PGA are simplified and yet enhanced versions of 

both PSO and GA. These algorithms quickly explore and search the domain of 

any problem. However, if the number of execution iterations is too large, PGA 

and APSO may not always converge or reach toward the best, optimal or high-

quality solutions. This is because PGA treats each individual in the population 

independently while APSO operates via random walks.  
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2. The multi-objective versions of the aforementioned algorithms suffers from slow 

convergence, and weak spread of solutions related to a Pareto front set. This is 

because they are working on the same technique of their single objective 

optimization versions in searching the search space domain.   

3. Various WSN applications transmit critical data that should be received with a 

minimum delay. Examples of these applications are smart grid network, disaster 

monitoring network, and heart pulse and electrocardiogram monitoring network. 

Sensor nodes are the backbone of these applications. Sensor nodes detect the 

physical phenomena such as the load on the electricity power, heart pulse, or 

earthquake waves. Then, the network will send these data to control center. 

There are several challenges limiting the operational capabilities of these sensors 

such as limited communication range, limited memory size and storage size, and 

limited power in a battery (Singh, 2016). The misuse and mismanagement of 

these devices will reduce the Quality of Services (QoS) and network lifetime. As 

an instance, packet payload size plays a significant role in determining the 

network QoS. If packet payload size increases, the probability of dropping the 

packets will be increased. The retransmission of dropped packets requires 

reallocation in the memory and consumes more power of the battery. 

Consequently, the network delay will be increased.  

1.3 Assumptions  

(a) The proposed meta-heuristic technique called Sperm Swarm Optimization (SSO) 

will solve many benchmarks functions with good convergence and quality of 

results.   

(b) Multi-Objective Optimization Algorithm Based on Sperm Fertilization Procedure 

(MOSFP) will solve many benchmarks functions with good convergence and 

quality of results.  

(c) MOSFP will help solving problems in wireless networks to achieve optimum 

network QoS in implementation phase in real life. 
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1.4 Objectives of Study 

Objectives required to overcome the limitations in the previous works are stated as 

follows: 

i. To review the most use single objective optimization algorithms in IEEE 

Xplore and ISI Web of Science databases. In addition, to review their extended 

version of multi objective optimization algorithms. 

ii. To propose a Single-Objective Optimization Algorithm (SOOA) based on a 

metaphor of natural fertilization procedure. 

iii. To appraise the SOOA with different benchmarks functions. Then, compare its 

results against results of four algorithms in the area of Single-Objective 

Optimization (SOO). These algorithms are PSO, APSO, GA, and PGA.  

iv. To propose a Multi-Objective Optimization Algorithm (MOOA) as an extended 

version of the proposed SOOA based on the concept of non-dominated solution. 

v. To evaluate the proposed MOOA with different benchmarks functions. Then, 

compare its results against results of three algorithms in the area of Multi-

Objective Optimization (MOO). These algorithms are OMOPSO, NSGA-II, and 

SPEA2. 

vi. To optimize a set of multi-objective problems related to wireless networks 

using the proposed MOOA. 

1.5 Research Questions 

To achieve the objectives of this work, the following questions require answers: 

i. What are the advantages of using the meta-heuristic technique to solve different 

kinds of optimization problems? 

ii. What are the disadvantages of previous types of meta-heuristic methods and their 

MOOAs? 
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iii. How to evaluate the proposed SOOA? 

iv. Are there any benchmark functions allow us to evaluate the meta-heuristic 

methods? 

v. What are the advantages of the proposed algorithm as compared to the other? 

vi. What set of WSN attributes can be selected to perform multi objective 
optimization? 

vii. How to extend the proposed algorithm to multi-objective version? 

viii. How the efficiency for multi-objective version of the algorithm can be tested? 

ix. What are the challenges of wireless networks? 

x. How to simulate these challenges as the form of objective optimization models? 

xi. How to optimize these models using the proposed multi-objective version of the 

algorithm? 

1.6 Mapping the Objectives and Research Questions 

The mapping between the objectives of the research and research questions are 

provided in Table 1.1 to show how the research questions are connected with the 

objectives. 

Table 1.1: Objective Vs. research questions 
Objectives  Research questions  
1. To review the most use single objective 

optimization algorithms in IEEE Xplore and 
ISI Web of Science databases. In addition, to 
review their extended version of multi 
objective optimization algorithms. 

i. What are the advantages of using the 
meta-heuristic technique to solve 
different kinds of optimization problems? 

ii. What are the main disadvantages of 
previous types of meta-heuristic methods 
and their MOOAs? 

2. To propose a Single-Objective Optimization 
Algorithm (SOOA) based on a metaphor of 
natural fertilization procedure. 

3. To appraise the SOOA with different 
benchmarks functions. Then, compare its 
results against results of four algorithms in 
the area of Single-Objective Optimization 
(SOO). These algorithms are PSO, APSO, 
GA, and PGA. 

iii. How to evaluate the proposed SOOA? 
iv. Are there any benchmark functions allow 

us to evaluate the meta-heuristic 
methods? 

v. What are the advantages of the proposed 
algorithm as compared to the other? 

4. To propose a Multi-Objective Optimization 
Algorithm (MOOA) as an extended version 
of the proposed SOOA based on the concept 
of non-dominated solution. 

5. To evaluate the proposed MOOA with 
different benchmarks functions. Then, 
compare its results against results of three 
algorithms in the area of Multi-Objective 

vi. How to extend the proposed algorithm to 
multi-objective version? 

vii. How the efficiency for multi-objective 
version of the algorithm can be tested? 
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Optimization (MOO). These algorithms are 
OMOPSO, NSGA-II, and SPEA2. 

6. To optimize a set of multi-objective problems 
related to wireless networks using the 
proposed MOOA. 

 

 

viii. What are the challenges of wireless 
networks? 

ix. What set of WSN attributes can be 
selected to perform multi objective 
optimization? 

x. How to simulate these challenges as the 
form of objective optimization models? 

xi. How to optimize these models using the 
proposed multi-objective version of the 
algorithm? 

 

Table 1.2 presents a list of terms that are mainly used in this thesis.  

Table 1.2: A set of terms that are used in this thesis and their definition. 
Term  Definition  
Objective functions or optimization problems Mathematical models to simulate real life problems 

in which, some of these models are maximization 
and the others are minimizations models 
(Andréasson, 2005). 

Meta-heuristic method or Single-Objective 
Optimization Algorithm (SOOA) 

A high-level procedure to find, generate, or select a 
solution to an optimization problem at each time 
run. Optimization problem can be classified to 
minimization or maximization objective function 
(Bianchi, 2009).  

Multi-Objective Optimization Algorithm (MOOA) An algorithm that is used to find a solution to a set 
of conflicting optimization problems. The solution 
is used to balance between minimization and 
maximization objective functions at each time run 
((Coello, 2007) ; (Srinivas, 1994)). 

Single-objective optimization  Is the process of optimizing a single minimization 
or maximization objective function at each time 
run (Rbouh, 2014).  

Multi-objective optimization Process of optimizing a set of conflicting objective 
functions at each time run. Some of these functions 
can be minimization and the others are maximizing 
functions ((Coello, 2007) ; (Srinivas, 1994)). 

Multi-Objective Optimization Problem (MOOP) A class of problems with solutions that can be 
evaluated along two or more incomparable or 
conflicting objectives in which some of these 
objectives are minimization objective functions and 
the others are maximization objective functions 
(Patil et al. 2014). 

Benchmark functions Are nonlinear mathematical functions in which 
some of them minimization and the others are 
maximizations. These functions are used to 
evaluate the optimization algorithms (Surjanovic, 
2013). 

 

1.7 Thesis Organization 

This thesis includes seven chapters. Chapter 2 reviews the literature related to 

the optimization algorithms. Chapter 3 describes the overall methodology of this study. 
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Chapter 4 presents the proposed single-objective optimization algorithm based on sperm 

fertilization procedure. Chapter 5 presents the Multi-objective Optimization Algorithm 

based on Sperm Fertilization Procedure (MOSFP). Chapter 6 demonstrates the MOSFP 

algorithm in optimizing wireless sensor networks problems in smart grid applications. 

Chapter 7 concludes this work and highlights the future works.   
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CHAPTER 2: LITERATURE REVIEW 

2.1 Introduction 

This chapter reviews Single-Objective Optimization Algorithms (SOOAs) and 

highlights their features and drawbacks. Figure 2.1 summarizes the percentage of 

SOOAs found in IEEE Xplore and ISI Web of Science databases (El-Hamrawy, 2016). 

From this figure, Genetic Algorithm (GA) and Particle Swarm Optimization (PSO) 

algorithms are mostly used to solve complex and complicated nonlinear optimization 

problems (El-Hamrawy, 2016). For this reason, GA and PSO algorithms as well as their 

improved versions such as Accelerated PSO (APSO) algorithm (Wang, 2014), and 

Parallel Genetic Algorithm (PGA) (Muhlenbein, 1991) are chosen to be compared with 

our proposed SOOA. Additionally, this chapter reviews Multi-Objective optimization 

Algorithms (MOOAs) that are considered as the extended versions of the SOOAs. 

Example of these algorithms are Non-dominated Sorting Genetic Algorithm (NSGA-II) 

(Srinivas, 1994), and Strength Pareto Evolutionary Algorithm 2 (SPEA2) (Gharari, 

2016), which are extended from GA while Optimized Multi-Objective Particle Swarm 

Optimization (OMOPSO) (Sierra, 2005) is extended from PSO. Finally, this chapter 

highlights relevant studies of MOOAs to optimize Multi-Objective Optimization 

Problems (MOOPs) for Wireless Sensor Network (WSN).  

 

Figure 2.1: Percentage of meta-heuristic algorithms reported in IEEE Xplore and ISI 
Web of Science databases (El-Hamrawy, 2016). 
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2.2 Single Objective Optimization (SOO) 

SOO comprises a single objective function in which, finding an optimal value of 

maximum or minimum (Savic, 2002). Single-Objective Optimization Algorithm 

(SOOA) or meta-heuristic algorithm is a high level procedure to generate, select or find 

a solution for maximization or minimization optimization problem. The quality of 

SOOA results can be determined by comparing the obtained results with the well-

known optimal result of an optimization problem (Bianchi, 2009). An example of the 

well-known optimal result of an optimization problem is zero for Sphere optimization 

function (Surjanovic, 2013). This section reviews the most used SOOAs, then, 

highlights and compares their advantages and drawbacks.  

2.2.1 Genetic Algorithm (GA)  

Genetic algorithm is the pioneer algorithm in the area of optimization and proposed 

by (Holland, 1993). GA consists of adaptive techniques and procedures to find an 

optimal solution for different types of optimization problems by searching their search 

space domain (Mantas & Andrius, 2007). GA simulates a natural operation of choosing 

the most convenient chromosome in a wide set of population. This is to find a solution 

that near to the optimal solution or the exact optimal solution for a wide variety of 

problems (Paulinas & Ušinskas, 2007). GA can also be categorized as Biology Inspired 

Search (BIS) approach, which performs the procedure in a way closer in nature to the 

evolution theory that proposed by Charles Darwin (Goldberg & Holland, 1988). Based 

on a study of (Goldberg; 1992), GAs can find a solution for complex and complicated 

problems that many classical algorithms failed to provide a suitable solution for these 

problems in less effort with a short time (Goldberg, 1993). 

Depending on the GA procedure steps, a primary population of individuals is 

arbitrarily created and every single individual goes through evaluation step. After the 
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evaluation phase, individuals with high fitness value are reserved for the next step while 

the others with extremely low fitness value are discarded from the population set. The 

GA uses different natural operators and factors to search for the optimal solution such as 

crossover, natural selection, and mutation operations (Forrest & Mitchell, 1993; Meetei, 

2014). The aim of the selection is to select good chromosomes in hope to produce an 

excellent offspring (new solutions). Mutation is an operation of any change in any gene 

in the chromosome that can affect the result (Langdon et al, 2013). The GA procedure is 

summarized in Algorithm (2.1) (Langdon, 2013).  

Algorithm 2.1 Genetic Algorithm (GA) 
1: Begin 
2: Step 1: define a genetic representation of the problem. 
3: Step 2: create an initial population 00

1 ,....)0( Nxxp = . 

4: Step 3: compute the average fitness NxFF i
N

i
/)(∑

−
= .Assign each individual the  

                 normalized fitness value NxF t
i /)( . 

5: Step 4: assign each ix a probability ),( txp j proportional to its normalized fitness.  
                Using this distribution, select N vectors from P(t). This gives the set S(t). 
6: Step 5: pair all of the vectors in S(t) at random forming N/2 pairs. Apply  
                crossover with probability pcross to each pair and other genetic operators  
               such as mutation, forming a new population P(t+1). 
7: Step 6: set t = t +1, return to Step 3. 
8: End Procedure. 

2.2.2 Parallel Genetic Algorithm (PGA) 

Parallel Genetic Algorithm (PGA) performs two enhancements to the standard 

genetic algorithm. First, PGA performs the mating selection based on distributed 

technique, which each individual in the population lives in two dimension search space 

and the selection of a mate is performed independently for each individual based on its 

neighborhood. Second, each individual can improve its fitness along with its lifetime 

using some procedures such as local hill-climbing, in which, each individual has the 

ability to apply various local hill-climbing methods. Hill-climbing is a mathematical 

optimization procedure that related to the family of local search. Hill-climbing starts 

with a random solution to a problem and then improves the solution by creating an 
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incremental change to the previous solution (Russell, 2003). Algorithm 2.2 shows the 

pseudocode of Parallel Genetic Algorithm (PGA) (Muhlenbein, 1992). PGA links each 

individual with its neighborhood to apply the parallel search. This linkage can be done 

probabilistically, which constrained by the neighborhood. PGA is a distributed 

algorithm wherein each individual made its own decision without central control.   

Algorithm 2.2 Parallel Genetic Algorithm (PGA) 
 

1: Begin 
2: Step 1: define a genetic representation of the problem. 
3: Step 2: create an initial population and its population structure. 
4: Step 3: each individual does local hill climbing. 
5: Step 4: each individual selects a partner for mating in its neighborhood. 
6: Step 5: an offspring is created with genetic crossover of the parents. 
7: Step 6: the offspring does local hill climbing. It replaces the parent, if it is better 
                than some criterion (acceptance). 
8: Step 7: if not finished, return to Step 4. 
9: End Procedure. 

2.2.3 Particle Swarm Optimization (PSO) 

PSO is inherently continuous algorithm proposed by Kennedy et al. (Kennedy, 

1995; Kennedy, 2001). PSO stores a previous position of an individual to generate a 

new position and simulates the strategy of birds (particles) searching for foods. Each 

particle in PSO has velocity and location, which represents a possible solution. The 

particles explore the search space to search for the optimal solution or near to an 

optimal solution. The particles change their velocity and location based on their 

accumulated knowledge and data of exploring the search space. The location and 

velocity of a particle with index i are denoted by (Xi) and (Vi), respectively.  

The particle index can be in the range of (i = 1,…,N) where N is the maximum 

number of solutions (particles) in the swarm. ),3,2,1( iNXiXiXiXiX ⋅⋅⋅=  is used to 

represent ith solutions (particles). The current velocity of each particle is a degree 

obtained based on the previous velocity of each particle. )3,2,1 ,( iNiiii VVVVV ⋅⋅⋅=  is used to 

represent the velocity of particle i. Initially, position and velocity for each particle in the 
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dimensional search space will be assigned randomly. Then, the location and velocity of 

the particles are updated according to Equations 2.1 and 2.2 until the maximum number 

of search iteration is reached (Kennedy, 1995; Kennedy, 2001). 
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Performance of an algorithm is often varied under different conditions. (Kennedy et al., 

2001) tested PSO and found that the performance and the quality of the results are 

varied with different population sizes. C1 and C2 are two learning factors, which should 

be equal and in the range of (0, 4) (Panigrahi, 2013). There are two random numbers 

called stochastic variables. Stochastic variables increase the convergence of the 

algorithm by multiplying the velocity of the particle with random numbers in the range 

of 0 and 1. These variables are stand-alone functions and used to raise the particles’ 

velocity. 

The swarm has two ideal positions, including, the ideal position that located by 

the particle itself and the best position that located by the neighboring particles. There 

are two kinds of position that located by neighboring particles. The first position is the 

global neighborhood, which is the position that related only to the best particle in the 

swarm. The second position is the local neighborhood that considered based on the 

location of particle neighbors itself.  

      Particles update their positions as described in Equation 2.2. The initial position of 

any particle is incremented together with the new velocity. After the position and 

velocity are updated, a new iteration of search is begun from the former positions of the 

swarm. The optimal position is finalized when the stopping criterion or a maximum 

number of iterations of the procedure is satisfied or reached (Ab Aziz, 2012). The 
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inertia weight (inertia parameter) is used in PSO algorithm and represented by w (Ab 

Aziz, 2012). (Shi and Eberhart, 1998) discussed the issues of inertia weight and its 

effect in finding the global and local best values. They found that it is appropriate to 

begin the search via a larger inertia value to help getting more global search and local 

search. However, using a small value of inertia parameter will help in increasing the 

speed of convergence rather than exploring the whole global search space (Shi and 

Eberhart, 1998). There are two ways to choose appropriate values for inertia factor. The 

first way is a linear method as shown in Equation 2.3 (Kennedy, 2001). The linear 

method decreases the values for inertia factor linearly until the maximum available 

number of inertia is reached (Kennedy, 2001).   

                                   ,
max

minmax
max1 i

i
wwwwi

−
−=+  (2.3) 

The second way is dynamic method in which the values for inertia factor reduces from 

the initial value to the determined final value fractionally by using Equation 2.4. 

                                                            , 1 iwi ww ∆=+  (2.4) 

Where the value of w∆  varies between 1 and 0. Shi and Eberhart (Kennedy, 2001; 

Kennedy, 2004), found that dynamic method outperforms linear method in term of 

convergence. Algorithm 2.3 shows the pseudo-code for PSO (AbuNaser, 2015). 

Algorithm 2.3  Particle Swarm Optimization (PSO) 

1: Begin 
2: Step 1: initialize particles.  
3: Step 2: for i=1: number of particles in P do 
4:             Calculate fitness value fp=f(p). 
5:             If fp is better than f(pbest). 
6:             Set p best=p. 
7:             End if 
8:             End for 
9:  Step 3: set gbest = choose the best value in population (P). 
10: Step 4: for i=1: number of particles in P do 
11:            Calculate velocity for each particle. 
12:            End for 
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13: Step 5: Return to step 2 and repeat until reaching the maximum iteration. 
14: End Procedure. 

2.2.4 Accelerated PSO (APSO) 

As mentioned earlier, PSO updates the location of each particle based on the 

individual best position and global best position of the whole swarm. In contrast, 

accelerated PSO (APSO) eliminates the individual best position and use only the global 

best position of the swarm to update the location of each particle. This has speed up the 

algorithm convergence compared to the standard PSO. The APSO updates the velocity 

of each particle (Gandomi, 2013) as follows: 

          xgrtrvv t
i

t
i

t
i ),()( *1 −++=+ βα  (2.5) 

Where r is a random number in the range of (0, 1). The velocity of each individual in 

APSO is not essential and thus can be eliminated. The rule to update the location for 

individuals can be written in a single step to increase the algorithm convergence.   

            αrβgx-β(x *t
i

t
i ,)11 ++=+  (2.6) 

From Equation 2.6, APSO does not contain velocity. Therefore, the initial velocity is 

not required to update the swarm positions on search space domain. This makes APSO 

simple and easy to implement. The basic term in the Equation 2.7 is the random term 

(r), which is used to apply the swarm mobility. The determination of r value depends on 

the value ofα , which L5.01.0 −=α . L is the scale of each variable. β has the range of 

2.0-0.7 and appropriate for most real-world problems (Gandomi, 2013). 

APSO can reduce the randomness gradually by using the following formula: 

           α t ,δ=  (2.7) 

Where  

• δ  has a value in the range of 10 << δ  in most of the cases, 
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•  ],0[ maxtt ∈ , 

• tmax is the maximum value of generations (Gandomi, 2013).  

Algorithm 2.4 summarizes the full procedure of APSO (Wang, 2014): 

Algorithm 2.4 Accelerated Particle Swarm Optimization (APSO) 
1: Begin 
2: Step 1: initialization. Set the position of all particles randomly. 
3: Step 2: evaluate the fitness for each particle in the initial population. 
4: Step 3: while (MaxGeneration) do 
5:              For i=1:NP (all the NP particles) do 
6:              The positions of all particles are updated by Eq.(2.6). 
7:              Check xi and limit to the allowed limits if appropriate. 
8:              End for  
9:             Increase the counter: t=t+1 
10: Step 4: end while 
11: Step 5: return the values of g*and f(g*) found so far. 
12: End Procedure. 

 

2.2.5 GA versus PSO 

The PSO algorithm performs an inherently continuous procedure in three steps 

to update the population until the maximum number of iterations is reached. In the first 

step, PSO initializes the velocity and position of the population. Second, PSO updates 

the velocity of each individual. Finally, the position of each individual is updated based 

on their velocity. 

In contrast, GA performs an inherently discrete procedure wherein the past 

position of the individual has no effect on selecting the new position of the new 

individuals. GA encodes population into 1’s and 0’s; therefore, it easily performs 

discrete design variables. GA uses a set of operations to update the population namely, 

crossover, natural selection, and mutation operations (Sörensen, 2013). GA deals with 

each individual independently. However, PSO determines the new position of each 

particle based on the past position using the global best position and the neighborhood 

position to guide the search on the search space domain (Hassan, 2005). Table 2.1 
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summarizes the comparisons between GA and PSO (Kachitvichyanukul, 2012) while 

their advantages are described in Table 2.2 ((Riko & Andreja, 2013); (Bai et al., 2010)). 

Table 2.1: Comparisons between GA and PSO (Kachitvichyanukul, 2012) 

Comparison criteria GA PSO  

Type of procedure Inherently-discrete procedures Inherently-continuous procedures 
Type of a metaphor GA is a metaphor of the Darwinian 

theory of evolution, which simulates 
the construction of chromosome and 
its evolution 

PSO is a metaphor of a social 
interaction, which simulates the 
movement of birds flock while 
searching food 

Solutions need ranking 
and selection 

Solutions will be ranked through the 
evaluations. In addition, the 
selection operator will be applied to 
filter out the population. Roulette 
wheel selection is an example of 
selection operator in GA 

Solutions will not be ranked through 
the evaluations. In addition, there is 
no selection operation 

Influence of population 
size or swarm size on 
solution time 

Exponential  Linear 

Population affected by 
best solution  

The procedure deals with each 
individual independently 

The procedure uses the solution of 
swarm leader (best solution) to add 
it for other individual solutions 

Average fitness value 
cannot get worse 

Average fitness will not be worse 
because the individual will be 
ranked from the best to the worse. 
The best individuals will be reserved 
for next step and worst-individuals 
will be eliminated  

Average fitness will not be worse 
because the velocity of the leader of 
the swarm (best solution) will be 
added to all other velocities in the 
swarm 

Convergence  Less than PSO More than GA 

 

Table 2.2: Advantages of GA and PSO 

Type of feature  Advantages of GA Advantages of PSO 
Ability of understanding 
and implementation. 

GA is easy to implement and 
understand. 

PSO is easy to implement and 
understand. 

Area of applying   GA has the ability to solve 
different types of optimization 
problems, which can be 
represented by chromosome 
encoding. 

 

The main idea of PSO is inspired 
by the intelligence, which can be 
applied to both engineering use 
and scientific research. 

 

Type of calculations  GA does not affect by the error 
surface, which can solve non-
parametrical, non-differential, 
non-dimensional, multi-
dimensional and even non-
continuous problems. 

PSO has no mutation, crossover 
or overlapping calculation. 

 

Complexity of applying  Operations of GA such as 
crossover, selection and mutation 
can be easily applied.   

The calculation, rules, and 
complexity in PSO are very 
simple, which can be easily 
applied.    

Dimension value The dimension value is always 
equal to the solution, which is a 

The calculation of mathematical 
rules in PSO based on real 

Univ
ers

ity
 of

 M
ala

ya



20 

constant value. numbers, which is decided 
directly by the solution. The 
dimension value is always equal 
to the solution, which is a 
constant value. 

 

Drawbacks of GA and PSO can be summarized in following table: 

Table 2.3: Drawbacks of GA and PSO 

Drawbacks of GA Drawbacks of PSO 

In GA, mutation is used to increase the 
convergence. However, it influences the quality of 
the solution. Different mutation percentages lead to 
various solutions (Hassanat, 2016). This variety 
leads to misunderstand of the optimality. 

PSO algorithm has the problem with a high and 
wide dimensional search space (Li, 2014), which 
the exploration ability of the algorithm is 
reduced to locate at zones that contain good 
solutions. 

 

 

- 

C1 and C2 are two learning factors, which should 
be in the range of (0, 4). This diversity of the 
learning factors influences the quality of the 
solution. Different values of these factors can lead 
to various solutions. Particle velocity in PSO 
depends mainly on values of C1 and C2, which if 
they increase, the velocity will be increased. 

  

- 

The inertia factor values play a significant role in 
determining the convergence of the PSO algorithm 
(Kennedy, 2001; Rane, 2013), which if the inertia 
factor is small the particle velocity will be slow.  

 

2.3 Multi-Objective Optimization (MOO) 

Multi-Objective Optimization Algorithm (MOOA) is a method to solve and balance 

solutions between multi-objective optimization functions (multi-mathematical models). 

The multi-objective optimization functions can include minimizations and 

maximizations. Various Single-Objective Optimization Algorithms (SOOAs) have been 

extended to solve Multi-Objective Optimization Problems (MOOPs) (Capitanescu, 

2017). MOO is an optimization of multi objective functions (conflicting mathematical 

models) that often conflict, inconsistent and non-commensurable with each other. The 

multi objective functions can be a combination of minimization and maximization 

functions rather than a single function of minimization or maximization as in SOO. To 

solve and find the optimal solution for MOO problems, Pareto optimality has been 
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introduced instead of using the optimality concept of SOO. The final solutions of 

MOOPs are selected among a set of Pareto optimal solutions (Sakawa, 2013).   

Pareto optimality has inspired researchers to extend single optimization algorithms 

to solve MOOPs. Some of these algorithms are inspired by the metaphor of manmade 

procedure or natural processes ((Saka, 2016); (Watanabe, 2004)). GA and PSO are 

considered as important examples of these algorithms (Holland, 1992; Kennedy, 1995). 

Non-dominated Sorting Genetic Algorithm (NSGA) (Coello, 2007) and Non-dominated 

Sorting Genetic Algorithm (NSGA-II) (Srinivas, 1994) are the extended versions of GA 

to optimize different types of MOOPs whereas Multi-Objective Particle Swarm 

Optimization (MOPSO) and Optimized Multi-Objective Particle Swarm Optimization 

(OMOPSO) are the extended versions of PSO algorithms to solve MOOPs (Coello, 

2002; Sierra, 2005). Details of these algorithms and other well-known algorithms for 

MOO will be discussed in the following subsections:  

2.3.1 Non-dominated Sorting Genetic Algorithm (NSGA-II): 

NSGA-II  is a multi-objective version of single objective GA. NSGA-II uses a set of 

genetic operations such as natural selection, crossover and mutation operators (Srinivas, 

1994). Algorithm 2.5 summarizes the pseudo-code of NSGA-II (Coello, 2013). 

Algorithm 2.5 Non-dominated Sorting Genetic Algorithm II (NSGA-II) 
1: Begin 
2: Step 1: initialize Population  
3:      Generate random population – size M 
4: Step 2: evaluate objective values   
5: Step 3: assign rank (level) based on Pareto dominance-“sort”  
6: Step 4: generate child population 
7: Step 5: binary tournament selection 
8: Step 6: recombination and mutation   
9: Step 7: for i=1 to the number of generations do    
10:        With parent and child population        
11:        Assign rank (level) based on Pareto – “sort” 
12:        Generate sets on non-dominated fronts 
13:        Loop (inside) by adding solutions to next generation 
14:        Starting from the “first” front until M individuals found 
15:        Determine crowding distances between points on each front 
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16:        Select points (elitist) on the lower front (with lower rank) and are  
             outside a crowding distance 
17:        Create next generation 
18:        Binary tournament Selection 
19:        Recombination and mutation 
20:        Increment generation index 
21: End for 
22: End Procedure. 

2.3.2 Strength Pareto Evolutionary Algorithm 2 (SPEA2) 

SPEA2 is one of the most important algorithms in the field of MOO (Gharari, 2016). 

SPEA2 was proposed by Zitzler et al. as an improvement of SPEA algorithm 

(Laumanns, 2001). This algorithm applies the dominance procedure and guides the 

search based on the nearest neighbor technique. SPEA2 utilizes the truncation method 

to preserve solutions on the boundary (Theophila, 2008). The pseudo-code of this 

algorithm is summarized in Algorithm (2.6) (Bandyopadhyay, 2013).  

Algorithm 2.6  Strength Pareto Evolutionary Algorithm 2 (SPEA2) 
1: Begin 
2: Step 1: initialize population P 
3: Step 2: evaluate objective functions 
4: Step 3: create external archive A 
5: Step 4: for i=1 to the number of generations  do 
6:            Compute fitness of individual in P and A 
7:           Add non-dominated individuals from P and A 
8:           If the capacity of A is exceeded Then   
9:               Remove individuals from A by truncation operator      
10:         End If        
11:    Perform binary tournament selection to create a mating pool 
12:    Perform crossover 
13:    Perform mutation 
14:    End for 
15: End Procedure. 

2.3.3   Optimized Multi-Objective Particle Swarm Optimization (OMOPSO) 

OMOPSO is a Multi-Objective Optimization Algorithm (MOOA) proposed by Sierra 

et al. (Sierra, 2005) as an extended approach of the PSO algorithm. This algorithm 

performs a set of operators to solve MOOPs, such as aggregates the global best 

solutions that known as leaders by using crowding operation and mutation operation. In 
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addition, it archives the global best solutions (leaders). The OMOPSO procedure is 

summarized in Algorithm (2.7) (Sierra, 2005). 

 
In this chapter, all algorithms are kept as their resources without changes including 

the names and symbols convention ((Coello, 2013); (Bandyopadhyay, 2013); (Sierra, 

2005)). Table (2.4) shows the abbreviations of previous mentioned algorithms. In 

Chapter 6, flow charts 6.4, 6.5, 6.6 give a detailed description about the flow of these 

algorithms in solving Multi-Objective Optimization Problems (MOOPs) of Wireless 

Sensor Networks (WSN).  

 

Table 2.4: The abbreviations of previous mentioned algorithms 

2.4 The Mutation and Crossover of Algorithms 

The aforementioned algorithms use a set of operations to converge faster toward an 

optimal solution namely, mutation and crossover operations. These operations are used 

to produce a new solution that is better than the previous solution. Both of mutation and 

Algorithm 2.7 Optimized multi-Objective Particle Swarm Optimization (OMOPSO) 
1: Begin 
2: Step 1: initialize swarm and leaders. Send leaders to ∈- archive  
3: Step 2: crowding(leaders), g = 0 
4: Step 3:  while g < max number of iterations (gmax) 
5:       For <each particle> do 
6:        Select leader. Flight. Mutation. Evaluation. Update pbest 
7:        End for 
8:        Update leaders, Send leaders to ∈-archive 
9:       Crowding(leaders), g++ 
10: End while 
11: Step 4: report results in ∈-archive 
12: End Procedure. 

Abbreviation Means 
OMOPSO (Sierra, 2005) 

g Iteration number 
gmax Maximum number of iterations  
∈ Is the value of the bounding size of the ∈−archive 

NSGA-II (Coello, 2013) 
M Is the size of random population  

SPEA2 (Bandyopadhyay, 2013) 
P Population 
A External archive 
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crossover operations are used in GA and its MOO versions, including, SPEA2 and 

NSGA-II while OMOPSO uses only mutation operation. In this section, we are going to 

review these operators based on the JMetal tool (JMetal, 2018). JMetal tool is one of the 

most popular tools in the area of optimizations and contains different types of multi-

objective and single-objective optimization algorithms. 

Crossover operator is a genetic operator to produce new chromosome (new variable 

or new solution) from the old one in hope reaching the optimal result by the end of the 

procedure. SPEA2 and NSGA-II use Simulated Binary Crossover (SBX) (Kumar, 

1995). The SBX of the variable (X) or chromosome (X) can be calculated by: 




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++−=
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XXY
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 (2.8) 

Where X is the value of variable or chromosome, Y is the value of variable or 

chromosome after the crossover (new solution) while β is a random variable in a range 

of 0 and 1. The probability distribution of variable β can be calculated by: 









>+=

≤≤+=

+
,1,1)1(5.0)(

,10,)1(5.0)(

2 β
β

ηβ

ββηβ

η

η

c

c

c

c

P

P
 (2.9) 

  
Where cη is the variable of distribution index. 

Mutation operator is any changes occurred in gene of chromosome or variable to 

produce a better value. SPEA2 and NSGA-II use a polynomial mutation, while 

OMOPSO uses different kinds of mutation such as uniform or non-uniform mutation. 

For the proposed algorithm, uniform and non-uniform mutation are used to improve the 

algorithm convergence.  

a) Polynomial mutation was proposed by Deb et al. (Deb, 2016) and can be calculated 

as follows: 
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Where p represents the parent solution ],[ )()( LU xxp∈ , x(U) is the upper bound value, 

x(L) is the lower bound value of the variable while the (u) is a random variable in the 

range of 0 and 1. The two parameters δL and δR are calculated as follows (Deb, 2016): 
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The parent point p = 3.0 in the bounded range of 1 and 8 with nm = 20. 
 

b) Uniform mutation of value x can be calculated (Shi, 2012) as follows: 
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Where jix , is the position of the variable on search space domain, x(U) is the upper bound 

value, x(L) is the lower bound value of the variable, and (u) is a random variable in the 

range of 0 and 1.  

 
c) Non-uniform mutation of value xi,j can be calculated as follows (Zhao, 2007): 
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Where x(U) is the upper bound value, x(L) is the lower bound value of the variable while 

(u) is a random variable in the range of 0 and 1. The function ),( yt∆ can be calculated by 

(Zhao, 2007): 
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Where y is a variable with two cases; case 1 is the (xi,j- x(L)); case 2 is the (x(U) – xi,j). (u) 

is a random variable in the range of 0 and 1. T is the maximum number of generations 

while d is a system parameter determining the degree of dependency on the iteration 

number. 
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2.5 Overview on WSN Challenges and Their Multi-Objective Optimization 

Problems  

In last decade, demands for comfortable and portable mobile connectivity has 

emerged to facilitate access of various applications from anywhere at any-time. 

Therefore, many wireless communication and monitoring technologies have been 

developed to meet these requirements. As a result, wireless technologies such as IEEE 

802.11 (Wi-Fi), IEEE 802.16 (WiMAX), and 802.15.4 (Zigbee) ((Lopez-Aguilera, 

2017); (Chang, 2014); (Teng, 2016)) are used in greenhouses, homes and hospitals.  

These technologies operate on 2.4-GHz free license band called Industrial, Scientific 

and Medical band (ISM band) (AlQahtani, 2017) and can be attached at different scales 

that can reach up to kilometers. Other than that, there are wireless telecommunication 

networks that use a set of wide bands of electromagnetic frequencies to send data from 

source to destination and can reach far places to serve a huge number of customers. 

Examples of these frequencies are Extremely High Frequency (EHF), Very High 

Frequency (VHF), and Ultra High Frequency (UHF) (Held et al, 2007). Recently, 

wireless sensors are used in many fields like tracking, controlling, automation and 

monitoring. These sensors are linked together to form Wireless Sensor Network (WSN) 

(Hamdan, 2015). WSN is a promising tool but faces many challenges as summarized 

below: 

(1) Network scalability: WSN operates based on a widespread deployment of sensor 

nodes to cover the largest possible area for monitoring. This feature affecting the 

whole system and can be sensitive to failure (Gutiérrez, 2014). Threfore, the 

network coverage should be evaluated to mitigate this challenge and ensure a high 

Quality of Service (QoS). 

(2) Energy management: This issue is considered as the biggest limitation in any WSN 

as sensor operates on limited power resources such as batteries. WSN are subject to 
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failure because of depletion of power resources (batteries) (Yassein, 2017). Sensors 

are developed to operate autonomously for prolonged periods of time in years or 

months after deployment mission. It is not an easy task to replace or recharge the 

nodes batteries (Jawad, 2017). Therefore, issues affecting the energy management 

should be examined to minimize the energy consumption of the nodes. This can be 

achieved by evaluating and examining issues in protocol layer and physical layer of 

the network. 

(3) Limited storage and memory: Sensor nodes have a limited storage with a capacity in 

the range of 32 KB to 2 GB and the memory with a capacity in the range of 2 KB to 

256 KB (Pinto, 2015). This limitation affects the network throughput and 

performance of the network, which in case of transmitting a big size data, it will 

take a long time and consume more power. The available sensor nodes along with 

their memory and storage characteristics are summarized in Table 2.5 (Singh, 2016).  

Table 2.5: Available sensor nodes along with their memory and storage 
characteristics (Singh, 2016) 

Platform MCU RAM Program and data memory Radio chip 

BTnode3 ATMega128 64KB 128-180 KB CC1000/Bluth 

Cricket  ATMega128 4KB 128-512 KB CC1000 

Imote2 Intel PXA271 256 KB 32-MB CC2420 

MICA12 ATMega128 4KB 128-512 KB CC1000 

MICAZ ATMega128 4KB 128-512 KB CC2420 

Shimmer TI MSP 430 10 KB 48KB-UP to 2 GB CC2420/Bluth 

TelosA TI MSP 430 2KB 60-512 KB CC2420 

TelosB TI MSP 430 10 KB 48 KB -1 MB CC2420 

XYZ ARM 7 32 KB 256 KB CC2420 

(4) Delay of data aggregation: This challenge is critical in applications when the data 

must be received without delay or with minimum delay. Therefore, it is crucial to 

minimize delay in these applications to get better QoS of the network (Yan, 2016). 
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Examples of these applications are disaster monitoring network (Chen, 2013), 

electrocardiogram and heart pulse monitoring network (Rout, 2017), power supply 

and power bill requests in smart grid (Devidas, 2016).  

(5) Fading and interference: WSN most communicates using license-free bands (ISM 

band) (Li, 2017). However, various devices are also used the same frequency band 

in their operation such as microwave oven and Wi-Fi routers. This increases the 

possibility of fading and interference ((Guo, 2012); (Iturri, 2012)). Therefore, the 

network planner should design the network in ways that diminish these intrusions.  

To solve these challenges, they  can be simulated as mathematical network models 

(objective functions). Consequently, a higher Quality of Services (QoS) of the network 

can be achieved during the implementation phase. These network models also include 

the effect of different network parameters such as frequency range, packet payload size, 

and the distance between transmitter and receiver. However, some of these objective 

functions are conflicting and complex nonlinear mathematical problems. These 

problems are difficult for human brain to analyze them in a short time. Therefore, 

different types of Multi-Objective Optimization Algorithms (MOOAs) are used to 

obtain the optimal results of a wide variety of Multi-Objective Optimization Problems 

(MOOPs) in WSN. Studies about solving MOOPs in WSN are summarized as follows:  

Energy-efficient Coverage Control Algorithm (ECCA) proposed by Jia et al. (Jia, 

2009) works based on the NSGA-II multi-objective algorithm. ECCA optimizes two 

conflicting network models such as minimizing the network energy consumption and 

maximizing the network coverage. The authors conducted two experiments to measure 

the performance of ECCA. In the first experiment, a total number of 100 sensor nodes 

was used to cover a topology area of 100×100 meters. In the second experiment, a total 

number of 200 sensor nodes was used to cover topology area of 200×200 meters. The 

previous tests have been conducted by changing the number of generations from 10 to 
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200 generations. The results shows that the algorithm is efficient in providing the 

optimal coverage with less energy consumption.  

Details of the coverage problem have been discussed in (Kukunuru, 2010). 

Kukunuru et al. used PSO algorithm to maximize the network coverage based on the 

distance between nodes. They optimized the previous model using two scenarios. First, 

the number of nodes was changed from 0 to 80 in the topology area of 50×50 meters. 

Second, the number of nodes was changed from 0 to 40 in the same topology area of 

50×50 meters. From these tests, 40 sensor nodes was found to be optimal to cover the 

area of 50×50 meters. However, the execution time of the optimization task are not 

measured and studied in these tests. For this reasons, WSN models that affect the 

Quality of Services (QoS) have been discussed by Yang et al. (Yang, 2014).  

Yang et al. (Yang, 2014) proposed to minimize task execution time and maximize 

the network lifetime. They proposed a modified version of Binary Particle Swarm 

Optimization (MBPSO) and compared it with GA and Binary Particle Swarm 

Optimization (BPSO). The network models were tested by changing the number of 

nodes from 0 to 60 and the number of execution tasks for each node from 0 to 10 in 

topology area of 500×500 meters. Their results showed that MBPSO algorithm 

outperformed other algorithms in terms of minimizing the task execution time and 

maximizing the network lifetime. However, this study is lacked in terms of network 

end-to-end delay and energy consumption. The distance between nodes can increase the 

network delay and this can increase the dropped packets in the network. The 

retransmission of these packets will consume more power.  

 Sagar et al. (Sagar, 2014) discussed the coverage issue of sensor nodes deployment 

in a wide area. Coverage is used to determine the optimal number of nodes to cover the 

topology area. They used two algorithms to maximize the node coverage and minimize 
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the energy consumption namely, NSGA-II and Optimal Geography Density Control 

(OGDC). Two tests were conducted to find the optimal coverage in a topology area of 

100×100. The maximum iteration of the algorithms was set to 250. The population size 

and crossover rate were 100 and 0.9 respectively. The Pareto-front carves were 

illustrated by changing the number of nodes from 0 to 400. The results showed that 

NSGA-II outperformed OGDC and used only 210 nodes to cover the topology area 

while OGDC used 327 nodes to cover the same topology area.  

Chaudhuri et al. (Chaudhuri, 2010) discussed a Coverage and Lifetime Optimization 

(CLOP) problem of WSN. This problem aims to optimize two models, including, 

minimizing the network energy consumption and maximizing the coverage of nodes. 

Two algorithms were chosen to optimize these models namely, SPEA2 and NSGA-II. 

The experiment was repeated 10 times to ensure the quality of the results. The 

population size and the numbers of evaluations were changed from 300 to 5000 and 

from 50000 to 500000 respectively. The numbers of sensor nodes were changed from 5 

to 20 nodes. The results showed that NSGA-II outperformed SPEA2 in solving the 

CLOP problem.  

In a later study, Sengupta et al., (Sengupta, 2012) proposed controlling the nodes 

density based on scheduling algorithm to achieve the maximum node coverage and 

network lifetime. This algorithm is used to schedule the active nodes. If any failure 

occurs, the optimization algorithms will rearrange the network unless all nodes have lost 

their connectivity or energy. Sengupta et al. used two algorithms to obtain the minimum 

energy consumption and maximum coverage. The first algorithm is Non-dominated 

Sorting Genetic Algorithm (NSGA-II). The second algorithm is Multi-Objective 

Evolutionary Algorithm Based on Decomposition (MOEA/D), which is a genetic 

algorithm framework that decomposes a multi-objective to a set of single objective 
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problems. The results showed that MOEA/D outperformed NSGA-II in optimizing a 

node density control problem. However, node selection problem of WSN is not 

discussed in this study. For this reason, the node selection problem of WSN has been 

discussed by Naeem et al. (Naeem, 2012). The aim of node selection is to reduce the 

energy consumption of the network by selecting a set of nodes to work in the network 

rather than utilizing all the nodes in the network. Binary Particle Swarm Optimization 

(BPSO), Genetic Algorithm (GA), Convex Optimization Algorithms (COA), and PSO-

Cyclic Shift Population (CSP) were chosen in their study to solve the problem. The 

results showed that BPSO outperformed other algorithms in finding the optimal number 

of selected sensors. However, this study is lacked in evaluating other models that 

affecting the energy consumption model such as network coverage, which if the 

coverage increased, the energy consumption will be decreased.  

An enhanced Multi-Objective Particle Swarm Optimization (MOPSO) proposed by 

Liu et al. (Liu, 2016) used archive method and crowding factor. The proposed version 

of MOPSO was tested in optimizing two conflicting models of WSN such as 

minimizing the energy consumption and maximizing the node coverage. The modified 

MOPSO was compared with the original version of MOPSO. The number of sensor 

nodes is set to 40 nodes to cover a topology area of 20×20 meters. The number of 

iterations and the number of particles are set to 300 and 30 respectively. The 

experimental results showed that the improved version of MOPSO outperformed 

MOPSO in terms of minimizing the network energy consumption and maximizing the 

network coverage.  

Bara’a et al. (Bara’a, 2015) proposed a multi-objective optimization modeling of the 

WSN. Two algorithms were chosen such as MOEA/D and NSGA-II to minimize the 

energy consumption for each node by maximizing the network coverage. This to ensure 
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an efficient routing to the sink node. The number of sensor nodes was set to 25 to cover 

the topology size of 100×100 meters. The parameters and settings of the algorithms 

were population size equal to 50, the crossover probability equal to 0.6, and mutation 

probability equal to 0.03. The results showed that NSGA-II outperformed MOEA/D in 

both maximizing the node coverage and minimizing the energy consumption. This study 

is lacking of examining the models that are affected by the interference resources.  

(Hu et al. 2008) have proposed a multi-objective optimization of urban traffic sensor 

networks using PSO. This system consists of wireless cameras deployed in Intelligent 

Transportation Systems (ITS) such as ring roads and main arteries. These cameras 

monitor the road traffic in milliseconds. Hu et al. optimized the node coverage to reach 

the optimal transmission radius. They also focused on maximizing the network 

throughput and minimizing the energy consumption in each node based on maximizing 

nodes transmission radius. They conducted different tests by varying the numbers of 

nodes in each test from 100 to 800 nodes.  

(Chaudhary et al. 2012) conducted a further discussion about the coverage problem 

in WSN. They have used MOPSO algorithm to minimize the energy consumption based 

on maximizing the network coverage. The simulation settings were the number of nodes 

equal to 10 and the topology size equal to 10×10 meters. The algorithm settings were 

the number of particles equal to 50, and the number of generations equal to 10. The 

results have been illustrated by the Pareto-front curve. The Pareto-front showed that the 

energy consumption decrease if the coverage ratio increased. This study is lacked in 

terms of the coverage problem in a cluster based WSN.  

In a different study, (Jia et al. 2009) discussed a set of objective functions that affect 

the QoS of cluster-based networks such as the end-to-end delay, the network coverage, 

and the energy consumption. They used NSGA-II to maximize the node coverage and 
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minimize the end-to-end delay by keeping a few numbers of active nodes in the cluster. 

The algorithm settings were the number of generations equal to 50, 200, and 500, 

mutation percentages equal to 0.9 and 1. The simulation settings were the topology area 

equal to 100×100 meters and the number of nodes equal to 1000 nodes. The 

experimental results showed that NSGA-II is able to solve this problem on the different 

numbers of generations. This study is lacking of examining the objective functions 

(models) that are affected by the interference resources.  

For this reason, Hamdan et al. (Hamdan, 2017) discussed the interference challenges 

in 2.4 GHz ZigBee wireless sensor networks. There are many devices operate in the 

same frequency band, which make an interference of ZigBee network. Wi-Fi router and 

microwave oven are important examples of these devices that operate in 2.4 GHz.  

Hamdan et al. have chosen three models such as OMOPSO, NSGA-II, and SPEA2 to 

maximize the packet throughput and the energy efficiency and also minimize the 

interference. These models were evaluated by changing the distances between both 

receiver node and interference source, and also between receiver and transmitter. The 

results showed that the NSGA-II outperformed both OMOPSO and SPEA2 in 

optimizing the previously mentioned models. 

Table 2.6: Comparison based on the previous works in optimizing multi-objectives 
problems of wireless sensor network  

Authors Algorithms Models Study/ Findings Limitations 
(Jia, 2009) ECCA Maximize network 

coverage & 
minimize network 
energy consumption 

Tested by changing the number of 
sensor nodes and the topology 
sizes. 

Model of end-to-
end latency is not 
evaluated. 

(Kukunuru, 2010) PSO Maximize network 
coverage 

The best coverage for the area of 
50×50 is when the number of 
nodes is equal to 40 nodes. 

The end-to-end 
delay and energy 
consumption are 
not evaluated. 

(Yang, 2014) MBPSO, 
BPSO, GA 

Maximize network 
lifetime & minimize 
task execution time 

MBPSO outperformed the other 
algorithms in term of optimizing 
the proposed models. 

The models of 
network coverage 
and throughput are 
not evaluated. 

(Sagar, 2014) OGDC, 
NSGA-II 

Maximize network 
coverage & 
minimize network 
energy consumption 

NSGA-II outperformed OGDC, 
which used 210 nodes to cover 
the topology while OGDC 
requires 327 nodes to cover the 
same topology area. 

Other models such 
as network 
throughput are not 
discussed. 
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(Chaudhuri, 2010) NSGA-II, 
SPEA2 

Maximize network 
coverage & 
minimize network 
energy consumption 

NSGA-II outperformed SPEA2. End-to-end latency 
model and end-to-
end delay model 
are not proposed. 

(Sengupta, 2012) MOEA/D, 
NSGA-II 

Maximize network 
coverage & 
minimize network 
energy consumption  

MOEA/D outperformed NSGA-II 
in finding the optimal results of 
the proposed objective functions. 

The node selection 
problem of WSN is 
not discussed. 

(Naeem, 2012) GA, BPSO, 
CSP 

Node selection 
problem to achieve 
minimum energy 
consumption 

BPSO outperformed other 
algorithms in finding the optimal 
number of selected sensors. 

Effect of node 
selection problem 
on network delay is 
not studied. 

(Liu, 2016) Improved 
version of 
MOPSO, 
MOPSO 

Maximize network 
coverage & 
minimize network 
energy consumption 

 

The improved MOPSO 
outperformed the original 
MOPSO in maximizing the 
network coverage and minimizing 
the network energy consumption. 

Models that are 
affected by the 
interference 
resources are not 
examined. 

(Bara’a, 2015) NSGA-II, 
MOEA/D 

Maximize network 
coverage & 
minimize energy 
consumption 

NSGA-II outperformed MOEA/D 
in minimizing the energy 
consumption and maximizing the 
node coverage. 

Optimizing end-to-
end delay model is 
not discussed. 

(Hu et al. 2008) PSO Maximize network 
throughput, nodes 
transmission radius 
(coverage) & 
minimize energy 
consumption  

The results showed the models 
based on changing the number of 
nodes from 100 to 800 nodes.   

End-to-end delay is 
not evaluated.  

(Chaudhary et al. 
2012) 

MOPSO Minimize the 
energy consumption 
& maximize 
network coverage 

The Pareto-front showed that the 
energy consumption decreases if 
the coverage ratio increased. 

Other algorithms 
are not used to test 
the models, which 
different algorithms 
help to confirm the 
final result. 

(Jia et al. 2009) NSGA-II Maximize node 
coverage & 
maximize end-to-
end delay 

The experimental results showed 
the previous mentioned models 
by varying the number of active 
nodes in the topology area. 

Network 
throughput is not 
evaluated. 

(Hamdan, 2017) NSGA-II, 
OMOPSO, 
SPEA2 

Maximize packet 
throughput, energy 
efficiency & 
minimize 
interference 

NSGA-II outperformed both 
SPEA2 and OMOPSO in 
optimizing the proposed models. 

Network end-to-
end delay is not 
evaluated. 

The prior work studies different challenges of WSN. Some of them developed the 

enhanced versions of previous optimization algorithms and tested in optimizing 

problems related to WSN while the others used the existing optimization methods to 

solve a set of models that affect network QoS. Based on Table 2.6, we can summarize 

that the end-to-end latency, end-to-end delay and network throughput have not yet been 

evaluated in prior studies. These objective functions are very important in estimating the 

QoS of any WSN. If the network end-to-end delay increased, the dropped packets will 

be increased and the retransmission of these packets will consume more energy and 

time. Therefore, we will fill the gap of prior studies by optimizing the multi objective 

problem of minimizing both of network end-to-end delay and end to end latency and 
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maximizing both of energy efficiency and network throughput using our propose 

algorithm and other well–known MOOAs. This will be further discussed in Chapter 6.  

2.6 Chapter Summary  

Chapter two can be summarized as follows; 

1- Optimization algorithms (meta-heuristic algorithms) are used to solve 

different types of complex and nonlinear optimization problems. 

2- There are many single objective optimization algorithms have been proposed 

to solve nonlinear optimization problems. Examples of these algorithms are 

GA, PGA, PSO, and APSO. Some of these algorithms are extended to multi-

objective versions using dominance concept to manage the trade-offs 

between a set of objective functions. Examples of these algorithms are 

NSGA-II and SPEA2, which are the multi-objective versions of GA while 

OMOPSO is the multi-objective version of PSO. 

3- However, these algorithms suffer from low solving precision, slow 

convergence, and bad local searching ability. 

4- Most of the prior works for optimizing Multi-Objective Optimization 

Problems (MOOPs) related to Wireless Sensor Network (WSN) did not give 

much attention to network delay. Delay is crucial for many critical 

applications of WSN. These applications are used to send a critical data to 

control center such as, power load management requests, heart pulses, and 

earthquake alarm. These data should be received with minimum delay.      
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CHAPTER 3: METHODOLOGY 

3.1 Introduction 

This chapter describes the scheme of this work that based on sequential 

approaches to achieve the outlined objectives as illustrated in Figure 3.1. The first part 

of this scheme is to develop a Single Objective Optimization Algorithm (SOOA) to 

solve a single objective function either maximization or minimization function at a time. 

However, the real-life problems are often involved conflicting optimization problems 

(Multi-Objective Optimization Problems (MOOPs)) that consist of both minimization 

objective functions and maximization objective functions at the same time. Therefore, in 

the second part of this scheme, Multi-Objective Optimization Algorithm (MOOA) is 

developed as enhanced version of the proposed Single-Objective Optimization Algorithm 

(SOOA). The proposed MOOA manages the tradeoffs between a set of conflicting 

objective functions (minimization and maximization functions) at the same time. In the 

final part, the proposed MOOA is demonstrated to solve the conflicting optimization 

problems in WSN. Each part will further explain in Chapter 4, Chapter 5 and Chapter 6 

respectively.  

Part#1: Single-objective optimization algorithm, which 
is used to solve minimization or maximization 

problems.

Part#2: Multi-objective optimization algorithm, which is 
used to solve minimization and maximization problems.

Part#3: Optimize a set of problems related to WSN by 
using the algorithm that proposed in part#2.

 
Figure 3.1: The scheme of sequential workflow 

This chapter is organized as follows: Section 3.2 summarizes the first part of the 

scheme: single objective optimization algorithm to solve a single objective of 
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maximization or minimization objective function at a time. Section 3.3 presents the 

second part of the scheme: multi-objective optimization algorithm to solve a multi 

objective functions at each time run. These objective functions are conflicting that 

involved both maximization and minimization objective functions. Section 3.4 presents 

the third and final part of the scheme: optimizing a set of multi-objective problems in 

WSN using the proposed multi-objective optimization algorithm. The multi-objective 

problems in WSN consist of conflicting problems of maximization and minimization 

objective functions at the same time. The mapping between the objectives of the 

research and research methodology is summarized in section 3.5 while Section 3.6 

summarizes this chapter. 

3.2 Part One: Single Objective Optimization Algorithm (SOOA) 

The first part of this work contains the following activities and steps: 

1. Study on the previous SOOA. Based on Figure 2.1, Genetic Algorithm (GA), 

Particle Swarm Optimization (PSO) and their enhanced versions such as Parallel 

Genetic Algorithm (PGA) and Accelerated Particle Swarm Optimization 

(APSO) are chosen in this study.     

2. Identify the limitations of the selected algorithms. Based on these limitations, 

comparisons between these algorithms with the proposed algorithm can be 

conducted. Examples of these limitations are quality of results and algorithm 

convergence. The quality of result is referred to the ability of the algorithm to 

find the optimal result of a problem. Quality of result can be determined by 

comparing the obtained result of SOOA with the well-known optimal result of 

an optimization problem (Bianchi, 2009). An example of the well-known 

optimal result of an optimization problem is the optimal result of Sphere 

optimization function, which is zero (Surjanovic, 2013). The algorithm 
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convergence is referred to the ability of the algorithm to converge toward 

optimal result with a determined number of generations ((Ping, 2013), (Pant, 

2008)). For example, in finding the optimal value of Sphere function which is 

0.00, algorithm x performed 100 generations while algorithm y performed 500 

generations. Between these two algorithms, algorithm x has a better and faster 

convergence to reach the optimal value of Sphere function compared to 

algorithm y.  

3. Propose a SOOA based on a metaphor of natural fertilization procedure. The 

proposed algorithm is inspired by sperm motility to fertilize the egg. The 

proposed algorithm called Sperm Swarm Algorithm (SSO) that simulates the 

forward moves of sperm swarm from a low-temperature zone called Cervix. 

During this direction, sperm searches for a high-temperature zone called 

Fallopian Tubes where the egg is waiting for the swarm for fertilization at this 

zone. This area is considered as the optimal solution. 

4. The evaluation of the proposed algorithm is performed as follows:  

a. Identify a set of non-linear benchmark functions such as Sphere, 

Rosenbrock, Rastrigin, EggCrate, and Sum Square function (Surjanovic, 

2013). Benchmark functions are non-linear mathematical functions in which 

some of them minimization and the others are maximizations. These 

functions are used to evaluate the meta-heuristic algorithms (optimization 

algorithms) (Surjanovic, 2013). Examples of the most used benchmark 

functions and their characteristics are given in Section 4.3.  

b. These benchmark functions are used to compare the proposed algorithm with 

the existing algorithms by varying the number of generations and population 

size. 
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c. Two metrics namely, quality of results and algorithm convergence are used 

to compare the proposed SOOA with other algorithms. The quality of result 

and convergence of SOOAs are described in Section 4.3, Figure from 4.11 to 

Figure 4.23.  

The workflow of the single objective optimization algorithm is summarized as in 

Figure 3.2. 

 

Figure 3.2: Workflow of the single objective optimization algorithm 

3.3 Part Two: Multi-objective Optimization Algorithm 

Multi-Objective Optimization (MOO) is an optimization of conflicting objectives 

involving minimization and maximization objective functions. The proposed SSO 

algorithm is extended to multi-objective version with the following activities and steps:  

1. Propose a MOOA based on sperm fertilization procedure. Different concepts are 

defined such as Pareto dominance, crowding factor, archive operator, and 

mutation operators. Pareto dominance finds the non-dominated solution of a 

Multi-Objective Optimization Problem (MOOP). These non-dominated 

solutions are used to balance between the maximization and minimization 

single 
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algorithm

2:Propose 
Sperm 
Swarm 

Algorithm 
(SSO)

3:Identify 
nonlinear 

benchmark 
functions 

4:Use a set 
of metrics 

for 
evaluations

1:Identify 
limitations 

of the 
previous 

algorithms

Univ
ers

ity
 of

 M
ala

ya



40 

objective functions (conflicting objectives). The MOOA is used to find these 

non-dominated solutions and crowds them to archive them in the memory each 

time run. The full description of Pareto dominance, crowding and archiving 

operations are discussed in Section 5.3. Mutation is a mathematical operation 

that changes the values of these non-dominated solutions based on a set of rules 

to generate new and better values. Algorithm 5.1 describes the mutation 

procedure used in our proposed MOOA. Section 2.4 reviews the available 

mutation operations and their mathematical descriptions.  

2. Identify a set of MOOAs to compare with our algorithm. As in Chapter 2, 

NSGA-II, SPEA2, and OMOPSO are chosen for this purpose.   

3. The evaluation of MOOA is performed as follows: 

a. Identify a set of benchmark functions to use for comparing MOOAs. These 

functions are Zitzler-Deb-Thiele (ZDT) test suite, and Walking-Fish-Group 

(WFG) test suite (Huband, 2006). Benchmark functions (test suites) are 

conflicting non-linear mathematical objective functions to evaluate the 

MOOAs (Huband, 2006). Detailed mathematical formulation of Zitzler-Deb-

Thiele (ZDT) and Walking-Fish-Group (WFG) test suites are provided in 

Part 1 and Part 2 of Appendix A. The features of these test suites are 

described in Table 5.1 and Table 5.2. 

b. Identify notions of comparisons to determine the types of comparison 

metrics. Examples of these notions are: 

i. Minimize the distance between the Pareto front that generated by the 

proposed algorithm and the global Pareto front of any problem. 

Global Pareto front is the well-known Pareto front of any problem. 

Examples of well-known Pareto fronts are the Pareto fronts of ZDT 

test suites.  
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ii. Maximize the spread of the solution that generated by the proposed 

algorithm so that the uniform distribution of vectors can be obtained. 

iii. Maximize the convergence of the proposed algorithm to achieve a 

good quality of the Pareto optimal set. 

c. Use a set of metrics that answer notions. Examples of these metrics are 

Inverted Generational Distance (IGD), Spread (SP), and Epsilon (∈) 

((Patnaik & Mandavilli, 1996); (Monroy, 2004); (Riquelme, 2015)). These 

metrics are discussed in detail in Section 5.4. 

d. Compare the proposed algorithm with the existing algorithms using 

qualitative and quantitative techniques: 

(i) For qualitative technique: The quality of the Pareto front for each 

benchmark function is compared between the proposed and existing 

algorithms. The Pareto front of Zitzler-Deb-Thiele (ZDT) and Walking-

Fish-Group (WFG) test suites are drawn for each algorithm. 

Comparisons between the proposed MOOA and the other MOOAs based 

on their obtained Pareto fronts of Zitzler-Deb-Thiele (ZDT) and 

Walking-Fish-Group (WFG) test suites are given in Figure 5.3 to Figure 

5.13. 

(ii) For quantitative technique: Median, average, best, and worst of each 

metric for each benchmark function are compared between the proposed 

and existing algorithms. These metrics are Inverted Generational 

Distance (IGD), Spread (SP), and Epsilon (∈) in which, calculated for 

Zitzler-Deb-Thiele (ZDT) and Walking-Fish-Group (WFG) test suites. 

Table 5.4 and Table 5.5 present these metrics for each test suite. 

The workflow of the multi-objective optimization algorithm is summarized as in 

Figure 3.3. 
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Figure 3.3: Workflow of the multi-objective optimization algorithm 

3.4 Part Three: Optimize a Set of Multi-objective Problems Related to 

Wireless Networks Using the Proposed Multi-objective Optimization 

Algorithm 

Challenges or problems in WSN require an accurate solution at low cost in short 

time. Examples of these challenges are energy consumption, delay of the network, and 

network latency. Therefore, SSO algorithm is extended to the Multi-Objective 

Optimization Algorithm (MOOA) to solve different types of conflicting non-nonlinear 

problems. A multi-objective version of SSO is applied to solve these problems with the 

following activities and steps: 

1- Identify problems in WSN. These problems are represented as conflicting 

mathematical models (maximization and minimization objective functions).  

2- Identify a set of multi-objective algorithms to confirm the results along with a 

multi-objective version of SSO algorithm. 

3- Optimize the defined models using the proposed algorithms. 
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4- Use a set of criteria to evaluate the results of the algorithms. The evaluation is 

performed as follows: 

a. Compare the results of the proposed algorithm and other algorithms in terms 

of median, average, best, and worst for each objective function. 

b. Draw Pareto-front of each algorithm for each objective function. Analyze 

these fronts using the following points: 

i. Find a knee point of each Pareto front for each objective model. 

Knee point is a point on the Pareto front curve and the most preferred 

solution. Knee point is obtained by determining the greatest reflex 

angle that bends of the front from its right to its left or vice-versa 

(Deb & Gupta, 2011). Detail description about the knee point and its 

calculation can be found in Section 6.5.2 and Figure 6.9.   

ii. Defined Marginal concept of optimality to represent the optimal 

point of a set of conflicting objective functions (minimization models 

and maximization models). The optimal value based on this concept 

can be illustrated by the intersection points between these conflicting 

objective functions ((Bortolotti, 1999); (Massiani, 2013)). Section 

6.5.2 and Figure 6.8 describe the detail of the Marginal concept of 

optimality.   

iii. Finally, the algorithms are compared based on these concepts. Figure 

6.10 to Figure 6.14 present these comparisons based on the 

aforementioned concepts.  

The workflow of optimizing a set of WSN problems is summarized as in Figure 3.4. 

Univ
ers

ity
 of

 M
ala

ya



44 

Figure 3.4: Workflow of optimizing a set of WSN problems 

3.5 Mapping between the objectives of the research and research methodology 

The mapping between the objectives of the research and research methodology 

are provided in Table 3.1.  

Table 3.1: Mapping between the objectives of the research and research 
methodology 

Objectives Methodology Technique and 
Material 

i. To review the most use 
single objective 
optimization algorithms in 
IEEE Xplore and ISI Web 
of Science databases. In 
addition, to review their 
extended version of multi 
objective optimization 
algorithms. 

A thematic taxonomy along with 
drawbacks and limitations of prior 
optimization algorithms have been 
devised. The description of their 
operation and procedures are reviewed. 
This objective is achieved in Chapter 2.  

 
 
 
 

- 

ii. To propose a Single-
Objective Optimization 
Algorithm (SOOA) based 
on a metaphor of natural 
fertilization procedure. 

iii. To appraise the SOOA with 
different benchmarks 
functions. Then, compare its 
results against results of 
four algorithms in the area 
of Single-Objective 
Optimization (SOO). These 
algorithms are PSO, APSO, 
GA, and PGA.  

 

A meta-heuristic optimization 
algorithm, called “Sperm Swarm 
Optimization (SSO)” is introduced. 
The algorithm is inspired by the sperm 
motility to fertilize the egg wherein the 
sperm swarm moves forward from a 
low-temperature zone called Cervix. 
During this direction, sperm searches 
for a high-temperature zone called 
Fallopian Tubes where the egg is 
waiting for the swarm for fertilization 
at this zone. This area is considered as 
the optimal solution. Objectives 1 and 
2 are achieved in Chapter 3 

MatLab version 7.0.4. 
is used to implement 
the proposed algorithm. 
SSO is tested with 
several benchmark 
functions used in the 
area of optimization. 
The results from GA, 
PGA, PSO, and APSO 
are used to compare 
with the results from 
our proposed 
algorithm.   
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iv. To propose a Multi-

Objective Optimization 
Algorithm (MOOA) as an 
extended version of the 
proposed SOOA based on 
the concept of non-
dominated solution. 

v. To evaluate the proposed 
MOOA with different 
benchmarks functions. 
Then, compare its results 
against results of three 
algorithms in the area of 
Multi-Objective 
Optimization (MOO). These 
algorithms are OMOPSO, 
NSGA-II, and SPEA2. 
 

For this objective, SSO algorithm that 
proposed in objective 1 has been 
extended to a multi-objective 
optimization algorithm. The multi-
objective version of the algorithm 
operates based on Pareto dominance 
and crowding factor that crowd and 
filter out the list of the best sperms 
(global best values).  The swarm has 
been divided into three equal parts by 
taking modulus for index of each 
sperm to the number of three. The 
uniform mutation has been applied on 
the first part of swarm, non-uniform 
mutation has been applied on the 
second part, and the third part of the 
swarm has not any type of mutation. 
This helps to make the diversity of 
results, which the mutation helps to 
increase the convergence of algorithm 
to obtain good results. In case the 
previous types of mutations do not help 
the algorithm for converging to good 
results, the third part of the swarm 
(sperm without mutation) will reserve 
on good results.  
 
For evaluation, our algorithm is 
compared against three algorithms are 
used in the field of multi-objective 
optimization. These algorithms are 
NSGA-II, SPEA2, and OMOPSO. 
Objectives 3 and 4 are achieved in 
chapter 5.  

JMetal tool is used to 
implement the 
algorithm by compiling 
the tool in NetBeans 
IDE. A comparison 
between the proposed 
algorithm and other 
algorithms is conducted 
by using benchmark 
test suites called 
Zitzler-Deb-Thiele 
(ZDT), and Walking-
Fish-Group (WFG). In 
addition, three quality 
metrics are adopted to 
compare the 
convergence, accuracy, 
and diversity of results 
that obtained by these 
algorithms. These 
metrics are Inverted 
Generational Distance 
(IGD), Spread (SP) and 
Epsilon(∈). 

vi. To optimize a set of multi-
objective problems related 
to wireless networks using 
the proposed Multi-
Objective Optimization 
Algorithm (MOOA). 
 

There are many problems related to 
WSN and wireless communication 
network. These problems need accurate 
solutions (optimal solution) at a short 
time with less effort. Smart grid 
network has been used as a case study 
to fulfill the objective number 5, which 
has many challenges affect the QoS of 
the whole network. Examples of these 
challenges are end-to-end delay and 
end-to-end latency. If the delay 
increases, the probability of dropping 
packets will be increased. The 
retransmission of these packets leads to 
consume more power and time. For 
these reasons, this work is intended to 
minimize both the end-to-end delay 
and end-to-end latency and also to 
maximize both energy efficiency and 
packet throughput of the smart grid 
network. Objective 5 is achieved in 
chapter 6.    

JMetal tool is used to 
optimize different 
objective models 
related to the proposed 
problems.   
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3.6 Chapter Summary 

This chapter can be summarized as follows: 

1. Propose a Single-Objective Optimization Algorithm (SOOA) based on a metaphor 

of natural fertilization procedure. 

2. Appraise the SOOA with different benchmarks functions. Then, its results are 

compared with the results from four algorithms in the area of Single-Objective 

Optimization (SOO). These algorithms are PSO, APSO, GA, and PGA.  

3. Propose a Multi-Objective Optimization Algorithm (MOOA) as an extended 

version of the proposed SOOA based on the concept of non-dominated solution. 

4. Evaluate the proposed MOOA with different benchmarks functions and compare its 

results against the results from three algorithms in the area of Multi-Objective 

Optimization (MOO). These algorithms are OMOPSO, NSGA-II, and SPEA2. 

5. Optimize a set of multi-objective problems in WSN using the proposed Multi-

Objective Optimization Algorithm (MOOA). 
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CHAPTER 4: SINGLE-OBJECTIVE OPTIMIZATION ALGORITHM BASED 

ON SPERM FERTILIZATION PROCEDURE 

4.1 Introduction 

Optimization is a procedure to find an optimal or near from the optimal solution. 

Researchers and scientists are inspired by this procedure to find optimization algorithms 

to solve challenging and non-linear problems (Andréasson, 2005). These problems can 

be represented as objective optimization functions. The objective function simulates 

different kinds of real-life problems in a form of mathematical models. This is done by 

simplifying, quantifying, and determining the limitations of the real problems. The 

objective functions can be divided into two quantities depending on the variables of the 

exact model. Examples of these objective functions are maximization and minimization 

objective functions. After determining the types of objective functions (e.g. minimum or 

maximum models), the modeling procedure can be devised to obtain a solution for these 

problems (objective functions). This can be performed by collaborating a wide variety 

of optimization algorithms. The modeling process is depicted in Figure 4.1 

(Andréasson, 2005). 

Reality

Optimization model

Evaluation 

Results

Algorithms

Data

Interpretation 

Communication
Simplification
Quantification

Limitation
Modification 

 
Figure 4.1: Modeling process (Andréasson, 2005) 
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The algorithms that are used in the modeling process can be classified into two 

groups; stochastic algorithms, and deterministic algorithms. Stochastic algorithms 

generate slightly various individuals regardless of their initial values, while 

deterministic algorithms have rigorous steps in their procedures, which can reach to 

some solutions if their procedures begin from initial solutions. Meta-heuristic 

algorithms have been used to find a solution for many non-linear complex problems. 

Examples of these problems are reliability-robust design optimization problems 

(Lagaros, 2010), permutation flow shop scheduling (Li, 2013), water and geotechnical 

engineering ((Gandomi, 2013a); (Yang, 2013)), engineering designs (Kaveh & 

Talatahari, 2011), education composition (Duan, 2012), and frequency assignment 

problem in mobile networks (da Silva Maximiano, 2012). 

Optimization algorithms have been developed to find an optimal solution or a near 

optimal solution. Most of these algorithms are developed based on a metaphor of natural 

processes or manmade procedures. In practice, these algorithms can often achieve an 

optimal solution by begin the searching from a set of solutions (population) but it can be 

challenging to achieve the global optimality. Genetic Algorithm (GA) ((Goldberg, 

1989); (Khoei, 2010)) proposed in 1960s is a powerful optimization method. Since then, 

various metaheuristic optimization methods (optimization algorithms) have been 

proposed, such as Cuckoo Search (CS) ((Gandomi, 2013b); (Gandomi, 2013c); (Wang, 

2012a); (Yang, 2009)), Imperialist Competitive Algorithm (ICA) (Talatahari, 2012a), 

Animal Migration Optimization (AMO) (Li, 2014), Genetic Programming (GP) 

(Gandomi, 2011), Evolutionary Strategy (ES) ((Fogel, 1997); (Beyer, 2013)), Bat 

Algorithm (BA) ((Gandomi, 2011); (Gandomi, 2013d); (Dash, 2015); (Wang, 2012b); 

(Yang, 2010)), Ant Colony Optimization (ACO) (Dorigo, 2006), Differential Evolution 

(DE) ((Fan, 2011); (Gandomi, 2012); (Hachicha, 2011); (Li, 2012); (Storn & Price, 

1997)), Probability-Based Incremental Learning (PBIL) (Baluja, 1994), Artificial Bee 
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Colony (ABC) (Karaboga & Basturk, 2007), Particle Swarm Optimization (PSO) 

(Kennedy, 1995), Harmony Search (HS) ((Geem, 2001); (Gholizadeh & Barzegar, 

2013); (Wang, 2013)), Accelerated PSO (APSO) algorithm (Wang & Guo, 2014), Big 

Bang-big Crunch Algorithm (BBCA) ((Erol & Eksin, 2006); (Kaveh & Talatahari, 

2009)), Parallel Genetic Algorithm (PGA) (Muhlenbein, 1991), and Charged System 

Search (CSS) ((Kaveh & Talatahari, 2010); (Talatahari, 2012b)). 

PGA and APSO are the enhanced and simplified versions of GA and PSO 

respectively. PGA speeds up the convergence by independently selecting a mate for 

each individual depending on its neighborhood. Furthermore, PGA enhances the fitness 

of individuals during its lifetime using various search strategies such as local hill-

climbing. Hill-climbing is a mathematical optimization procedure of a local search. 

Hill-climbing starts with a random solution to a problem. Then, attempts to get a better 

solution by creating an incremental change to the previous solution (Russell, 2003). 

APSO speeds up the convergence of PSO by using the global solution only. Previous 

studies have concluded that both PGA and APSO have the simplicity of structure, good 

optimization capability, and easy to implement. 

PGA and APSO have a good convergence allowing the search space domain to be 

explored quickly. However, they may not always converge or reach toward a near 

optimal solution if the execution iteration is too large. This is because PGA deals with 

each solution (individual) independently and APSO operates based on a random walks 

of global best solution only. Therefore, in this chapter, an inherently continuous 

optimization algorithm is introduced. This algorithm uses the past location of each 

individual to determine its next location and uses different types of mutation operation 

to increase the algorithm convergence. This algorithm is inspired by sperm motility to 

fertilize the egg during human fertilization procedure. The objectives of this chapter are 
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to test the proposed algorithm with different benchmark test functions and compared it 

with other well-known optimization algorithms such as GA, PGA, PSO, and APSO. 

This chapter consists of 5 sections. Section 4.2 summarizes the fertilization procedure 

and the sperm swarm optimization algorithm. Section 4.3 presents the experimental 

results the findings are discussed in Section 4.4. Finally, Section 4.5 summarizes this 

chapter. 

4.2 Fertilization Procedure and Sperm Swarm Optimization Algorithm 

Based on the limitations of prior optimization algorithms such as GA, PSO, PGA, 

and APSO, Single Objective Optimization Algorithm (SOOA) is proposed that operates 

based on the inherently continues technique to update the location of each individual in 

the search space domain. The proposed algorithm is inspired by the procedure of 

fertilization. This procedure is the epic story of a sperm struggling and facing incredible 

difficulties to unite with an Ovum (egg). Mostly, there are over than 130 million sperms 

competing to fertilize one Ovum, hence, in the normal case, there is only one sperm will 

fertilize the waited egg. In this subsection of Chapter 4, the procedure of the female 

reproductive system is summarized. This procedure is simulated as a SOOA. The 

fertilization procedure is described as follows: 

The sperm swarms are triggered by the reproductive system of male locating inside 

the cervix, which the fertilization journey begins from this location. In the cervix, each 

sperm takes a random location to prepare itself in the fertilization journey, where each 

sperm in the swarm has two velocities on the X-axis and also on the Y-axis. These 

velocities of the sperm can be denoted as (Vsx[], Vsy[]). 

Each sperm in the swarm swims forward from the cervix until reaching the Fallopian 

Tubes where the egg is waiting there. Researchers found that the sperms move in groups 

when they are swimming in viscoelastic fluids and their behavior of swimming 
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exhibiting similar to “flocking”. The researchers also observed that the swarm has a 

certain degree of tail movements and beat of movement during grouping (Tung, 2015). 

After insemination, the swarm will swim through the Fallopian Tubes. If the 

ovulation has occurred, the Ovum will release a chemical that attracts the swarm. This 

procedure of releasing the chemical called Chemotactic. Scientists think that sperm can 

find a waiting egg cell via a set of complex mechanisms. The sperm swarm swims 

toward the high-temperature location of the woman’s reproductive tract, where the 

Ovums (eggs) are located. This behavior of sperm swimming is called Thermotaxis. The 

researchers also found that the sperm prefers to move towards the positions of warmer 

temperatures (location of Fallopian Tubes). Sperm can sense and response to a 

temperature varied in the value less than 0.0006°C. Moreover, they found that the sperm 

swarm swims forward searching on the guidance (higher concentrations of molecules) 

that created and released by the Ovum, which this guidance called Chemo-taxis ((Bahat, 

2012); (Bahat, 2006)). Based on these notions, we can realize that the sperm cell will 

not go backward to the cervix, but will swim forward towards warmer temperatures area 

(the Fallopian Tubes area where the egg is located). Each individual in the swarm 

changes its velocity and competes with other sperms as rally competition until they 

reach the egg. The first sperm reaches the egg location will release an enzyme created 

inside its acrosomes to make an opening (hole) in the membrane of the egg. This sperm 

is called as the winner because it enters the egg where only its head enters. Furthermore, 

the egg produces an order to the membrane to prevent other sperms from entering. This 

simulates the best solution that remarked by any sperm, which this sperm called the 

winner. The winner and other cells of the sperms reach the egg is depicted in Figure 4.2. 

The fertilization procedure (Carlson, 2012) inside the female reproductive system is 

summarized in Figure 4.3. 
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The sperm movement can be affected by many limitations as summarized below: 

• pH value inside the female reproductive system:  

 

1- A healthy female reproductive system has a normal pH value around 4.5–5.5 

(Das Neves, 2006). However, a low pH of mucus acidic may deactivate and 

destroy the motility of sperm. For this reason, during the ovulation, the pH value 

of vaginal acidic or acid is in the range of 7 to 14, which is very suitable for 

sperm motility and is deemed very alkaline non-toxic to spermatozoa 

(Rodrigues, 2009).  

2- There are many factors affecting the pH value of the female reproductive 

system, including, type of food consumed (Borges, 2011) and mood or 

emotional status of the female such as sadness or happiness, etc. (Edmunds, 

2013). Based on this observation, we can estimate that the value of pH will be 

varied in the range of 7–14. 

• Temperature inside the female reproductive system:  
 

1- As we presented previously, the movement direction of sperms is affected by the 

temperature inside the female reproductive system. The scientists found that the 

sperm searches for a warmer area (the egg location), which acts like a 

temperature sensor (Bahat, 2012). The sperm head can sense and response to a 

temperature difference of <0.0006 degrees Celsius (Bahat, 2012). 

2-  Researchers found that the temperature inside the vagina can be varied based on 

female status. The temperature in the range of 35.1 °C to 37.4°C is considered as 

a normal temperature inside the female reproductive system (Christian, 2013). 

However, due to vaginal blood pressure circulation, the temperature may reach 
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38.5 °C (Health, 2011). Based on this observation, we can appreciate that the 

value of temperature will be varied in the range of 35.1–38.5. 

 

The 
winner 

 
Figure 4.2: The winner and other sperms reach the egg (Facemama, 2017) 

Path of sperm

Insemination 
occurs here

Egg

Sperm swarm 
around egg

Head od 
sperm 
enters egg

New membrane forms 
to prevent further entry 
of sperm 

Fertilization 

 

Figure 4.3: The fertilization procedure (Carlson, 2012) 

Based on the prior information, we can observe that the sperm velocity is affected by 

the temperature and pH value inside the female reproductive system, which plays a 
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significant role in sperm motility and its movement direction. The sperm velocity can be 

summarized in the following steps: 

1) The initial velocity of spermatozoa: is the velocity that gained randomly by each 

sperm after the process of ejaculation in the cervical zone. Each sperm in the swarm 

takes a random position inside the Cervix and its velocity is affected by the pH 

value in that location. This velocity can be expressed as follows:  

                                    ),_(_ 110 RandpHLogVDVelocityInitial i ⋅⋅=  (4.1) 

Where: 

• D is a velocity damping factor, which takes a random number in the range of 0 

to 1; 

• Vi is the sperm cell velocity; 

• pH_Rand1 is a random number between (7, 14), which represents the pH value. 

2) Personal sperm current best solution: refers to a best solution that obtained so far by 

the sperm itself. Based on aforementioned observation, sperm head behaves like a 

temperature sensor, which prefers to swim towards warmer temperatures (egg 

location) (Christian, 2013). Furthermore, researchers noted that sperm cell swims 

forward searching for the guidance knew as Chemo-taxis (higher concentrations of 

molecules) that produced and released from the egg (Bahat, 2006). Based on this 

acquaintance, we can realize that the swarm will not move backward to the Cervix, 

but will go forward towards warmer temperatures (the egg location inside the 

Fallopian tubes). This location can be reached by comparing the sperm current 

location on X-axis and Y-axis with a sperm past location that is stored in the 

memory. The past location can be replaced by the current location of the sperm, just 

if the current location of the sperm is better than its past location. The following 

equation is used to represent the personal sperm current best solution. 
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                  ,_

_n 

110

210
current[])solution[](sb)(Temp_RandLog

)Rand(pH Logioest _SolutCurrent _B

−⋅

⋅=
 (4.2) 

Where: 

• Sperm Best (sb_ solution []): is the best solution achieved so far by a sperm; 

• pH_Rand2 is the pH value, which is a random number in the range of 7 to 

14; 

• Temp_Rand1 is the area temperature. Its a random number in the range of 

35.1 to 38.5.  

3) Global best solution: refers to the sperm that currently closest to the egg (target), 

This sperm is labelled as the winner at the end. The sperm global best value can be 

represented by the following equation: 

                                     , _

_

210

310
current[])solution[](sgb)(Temp_RandLog

)(pH_Rand LogtionBest _SoluGlobal

−⋅

⋅=
 (4.3) 

Where: 

• Sperm Global Best solution (sgb_solution[])  is the global best solution 

achieved so far by a sperm; 

• pH_Rand3 is the pH value, which is a random number in the range of 7 to 

14; 

• Temp_Rand2 is the area temperature, which is random number in the range 

of 35.1 to 38.5; 

• current[] is the current best solution, which is denoted by the following 

formula. 

                                         , ] [] [] [ vcurrentcurrent +=  (4.4) 

Where v[] is the sperm cell velocity. It can be achieved by merging the previous 

equations  (velocities) in one equation as follows: 
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                        , _
 ___[]

tionBest _SoluGlobal
SolutionBest CurrentVelocityInitialv

+
+=

 (4.5) 

Based on Equation (4.5), there are three velocities to help the sperm reaching the 

location of the egg (the optimal solution). These velocities are the initial velocity of the 

sperm, personal sperm current best solution, and global sperm best solution. The initial 

velocity is affected by the pH value in the cervix zone while the personal sperm current 

best solution (personal velocity) and the global sperm best solution (global velocity) are 

affected by temperature and pH value of the visited area. However, the personal 

velocity is the best solution recorded by the sperm itself whereas the global velocity is 

the winner solution recorded by the whole swarm. Equation (4.5) can be clarified in the 

following equation:  

10 1 10 2 10 1

10 3 10 2

( ) ( ) ( ) ( )
( )) ( ) ( ) ( ( ))(       

i

i i

sbest i sgbest i

V t = D  Log pH_Rand V + Log pH_Rand Log Temp_Rand
x x t + Log pH_Rand Log Temp_Rand x x t

⋅ ⋅ ⋅
⋅ − ⋅ ⋅ −

 (4.6) 

Where D is a velocity damping factor, a random value in the range of (0, 1); pH_Rand1, 

pH_Rand2, and pH_Rand3 are the pH values of the visited regions, a value in the range 

of (7, 14). Temp_Rand1 and Temp_Rand2 are the area temperature, a random number in 

the range of 35.1 to 38.5. Xsbest is the best solution achieved so far by a sperm. Xsgbest is 

the global best solution achieved so far by a sperm. The logarithm (log) is taken for both 

temperature and pH factors to normalize them to become small values. This will help 

achieving a slow acceptable velocity that simulates the normal motility of the real 

sperm. Based on the previous information and mathematical rules, a full procedure can 

be described as follows:  

Algorithm 4.1  Sperm Swarm Optimization (SSO) 
1: Begin 
2: Step 1: initialize positions for all sperms.  
3: Step 2: for i=1:  population size do 
4: Step 3: evaluate the fitness for each sperm 
5:                 If obtained fitness > sperm best solution then 
6:                 Set the current value as the sperm best solution 
7:               End if 
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8:             End for 
9:  Step 4: choose the sperm global best solution based on the winner. 
10: Step 5: for i=1:  population size Do 
11:                Do the swim using velocity update rule                 
12:                Update sperm location on the search space 
13:               End for 
14: Step 6: perform mutation  
15: Step 7: while maximum iterations not achieved return to step 2 and repeat until  
      reaching the maximum number of iterations. 
16: End procedure. 

Sperm Swarm Optimization (SSO) algorithm uses mutation operation to enhance 

the algorithm convergence and performance. Two different types of mutation can be 

applied in SSO algorithm. Examples of these mutation operations are non-uniform 

mutation and uniform mutation. These types of mutations are summarized in Section 

(2.4).  

Based on the prior information, rules, and equations, it can be noticed that SSO 

algorithm is different than the existing algorithms such as Self-Organizing Migrating 

Algorithm (SOMA) and GA ((Deep, 2007); (Singh, 2016)). SOMA and GA are 

inherently discrete procedures. Classical GA and its adaptive methods (enhanced 

versions of GA using adaptive crossover, selection scheme, etc.), such as in (Nalepa, 

2014) deal with each individual in the population independently. Therefore, they can 

easily use discrete design variables. For this reason, the static variables and parameters 

can be performed easily in their evaluation. In contrast, SSO algorithm is inherently 

continuous procedure that updates the location and velocity of the sperms based on the 

past position. SSO uses the random variables rather than static variables (i.e., pH and 

temperature) and play a significant role in updating the location of each individual until 

reaching the optimal location (optimal value). This randomness has been applied in 

many well-knows SOOAs such as PSO. Examples of these parameters are C1 and C2 in 

PSO algorithm, which have random values in the range of 0 to 4.  
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In SSO, the history of samples is not cached for each sperm such as temperature 

value and pH value of the visited area. Only, the location of each sperm in the swarm 

will be cached in the memory. This is because the position is the outcome of 

multiplying some numerical parameters with each other, such as the temperature value, 

pH value, sperm personal best solution, etc. Hence, the location of each sperm in the 

population is very important to be cached. This is due to SSO uses the past location 

(cached location) to compare it with the new location. The past location will be replaced 

if the new location is better than the past location as shown in Algorithm 4.1 and 

Equations 4.1 to 4.6. 

4.3 Experiment and Results 

The performance and efficiency of the proposed SSO are evaluated and validated by 

optimizing a set of benchmark test functions described as follows: 

• Benchmark function is a non-linear model. It is used to evaluate different 

kinds of meta-heuristic methods (Krzeszowski, 2016).  

• These benchmark functions are selected as they are considered as standard 

benchmark functions for evaluation SOOAs ((Marinakis, 2010); (Josiński, 

2014); (Rbouh & Imrani, 2014); (Shirakawa; 2014); (Shi & Eberhart, 1999); 

(Valdez, 2009)).  

• All the chosen benchmark test functions are minimization problems. Their 

results should be minimized through the evaluation process. Most of these 

benchmark functions have optimal values of zero. Examples of these 

benchmark functions are Sphere, Rosenbrock, Rastrigin, EggCrate, and Sum 

Squares (Surjanovic, 2013). 
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• The results of these benchmark test functions are used to compare between 

the proposed algorithm and other algorithms such as GA, PGA, PSO, and 

APSO algorithms. 

 The benchmark functions used in this chapter are discussed as follows. 

- The Sphere function: This function is named from its shape that seems to be like a 

sphere as depicted in Figure 4.4 (Surjanovic, 2013). This benchmark model has a 

known global minimum value at (0, 0) with an optimal value equal to zero. The 

mathematical formula of this function is shown in Equation 4.7.  

                                                        ,1
2

1 ∑ == n
i ixf

 
(4.7) 

 
Sphere function

X1
X2

F(
x1

, x
2)

 
Figure 4.4: Sphere benchmark function (Surjanovic, 2013) 

- The banana (Rosenbrock) function: This function has a shape of a banana. 

Equation 4.8 summarizes the mathematical description of this function. The Banana 

function has a well-known global minimum value at (1, 1) with an optimal value of 

zero. Rosenbrock function is depicted in Figure 4.5 (Surjanovic, 2013).  
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Rosenbrock
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Figure 4.5: The Rosenbrock (banana) benchmark function (Surjanovic, 2013) 

- The Rastrigin function: This function has several local minima and its global 

minimum is at the value of (0, 0) with an optimal value equal to zero. The 

mathematical description of Rastrigin function can be summarized in Equation 4.9. 

The Rastrigin function is depicted in Figure 4.6 (Surjanovic, 2013).  

                            ),102cos10()( 1
2

3 +⋅−= ∑ = in
i i xxxf π  (4.9) 
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Figure 4.6: The Rastrigin benchmark function (Surjanovic, 2013) 

- The 2n Minima function: The final optimal result and shape of this benchmark 

function are affected by the size of the search space domain. The mathematical 

formulation of this function can be summarized in Equation 4.10. 2n Minima 

function can be depicted in Figure 4.7 (Surjanovic, 2013).  
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(4.10) 
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Figure 4.7: The 2n Minima benchmark function (Surjanovic, 2013) 

- The EggCrate function: This function has several local minima representing a 

multi-model minimization problem. EggCrate has a well-known global minimum 

value at (0, 0) with an optimal value of zero. Equation 4.11 presents the 

mathematical description of this benchmark function. Figure 4.8 shows the 

EggCreate benchmark function (Surjanovic, 2013). 
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Figure 4.8: EggCrate benchmark function (Surjanovic, 2013) 

- The Sum Squares function: This function is also known as Axis Parallel Hyper-

Ellipsoid (APHE) function and has only a global minimum. Sum squares function 

has a well-known global minimum value at (0, 0) with an optimal value of zero. 

Equation 4.12 summarizes the mathematical description of this benchmark function 

and depicted in Figure 4.9 (Surjanovic, 2013).  
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Where d is the dimensional size of the problem.  

Sum Squares 

X1X2
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Figure 4.9: Sum Squares function (Surjanovic, 2013) 

The dimensional sizes for each benchmark function are chosen carefully and set to 10, 

20, and 30. These dimensional sizes are the standard sizes for evaluating the 

aforementioned benchmark functions ((Marinakis, 2010); (Josiński, 2014); (Shirakawa; 

2014); (Shi & Eberhart, 1999)). Three different generations of the same population sizes 

of each algorithm are tested with those dimensions. Each benchmark function has the 

greater possible maximum value (denoted by X max) in which equals to Vmax. Vmax and 

Xmax are summarized in Table 4.1 The search domain for each function is represented in 

the third column of Table 4.1, where n is the dimension of each benchmark function. 

Table 4.1: Functions X max  and  V max with search domain 

Function  X max  = V max Search domain 
Sphere f1 100 [-100, 100]n 

Rosenbrock f2 100 [-15, 30]n 
Rastrigin f3 10 [-2.56, 5.12]n 

2n Minima f4 10 [-5, 5]n 

EGGCrate f5 10 [-5, 5]n 
Sum Squares Function f6 10 [-10, 10]n 

    The development and experiments are conducted using Matlab version 7.0.4 running 

on Windows 7 (2 GB RAM, and Intel dual-core CPU). The performances of the 

proposed SSO algorithm are compared with four algorithms namely, PSO, APSO, GA, 

and PGA. Standard parameters as summarized in Table 4.2 are used to evaluate the 

algorithms. The standard parameters for the probability of mutation and the probability 
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of crossover in GA and PSO algorithms are set to 0.05 and 0.8 as in ((Shi, 1999); 

(Saravanan, 2001)). Values of C1 and C2 in PSO are set to 2 as in (Zhang & Liu, 2004) 

while the parameters for both APSO and PGA are set as in ((Wang, 2014); 

(Muhlenbein, 1991)). Figure (4.10) presents the evaluation processes of the SSO 

algorithm on the search space domain of Sphere fitness function. The initial position of 

the sperms in the population on X-axis and Y-axis is shown in Figure (4.10. a). The 

positions of the search space domain simulate the sperms velocities denoted as (Vsx[], 

Vsy[]). After the initial velocity, all the sperm in a population searches for the optimal 

result (optimal position) of the fitness function. Their velocities are updated according 

to defined velocity update rule. The sperms change their position based on both personal 

current best solution and global best solution. Figure (4.10. b) and Figure (4.10. c) 

shows that the swarm is very near to the optimal solution and in Figure (4.10. d) the 

sperms stop at value 0, which is the optimal value of the Sphere benchmark function.  

Table 4.2: Parameters of SSO, PSO, APSO, GA, and PGA 

parameters Value 
SSO algorithm 

D: is a velocity damping factor In the range of (0, 1) 
pH In the range of (7, 14) 

Temperature In the range of (35.5, 38.5) 
Population sizes 20 and 40 

Numbers of generations 100, 500, and 1000 
PSO algorithm 

C1 and C2 2 
Random range In the range of (0,  1) 

population sizes 20 and 40 
Numbers of generations 100, 500, and 1000 

APSO algorithm 
r In the range of (0, 1) 
β  In the range of (0.2, 0.7) 

α  In the range of (0.1, 0.5)L 
δ  In the range of (0.1.99) 

population sizes 20 and 40 
Numbers of generations 100, 500, 1000 

GA 
Probability of mutation 0.05 
Crossover probability 0.8 

population sizes 20 and 40 
Numbers of generations 100, 500, 1000 

PGA 
Probability of mutation 0.05 
Crossover probability 0.8 

Population sizes 20 and 40 
Numbers of generations 100, 500, 1000 
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Each test function is evaluated ten times. Table 4.3 summarizes the experimental results 

for SSO, PSO, APSO, GA, and PGA algorithms. In Table 4.3, the average of the final 

best value of the swarm is denoted by AVG while the best achievable fitness value for 

the benchmark functions is denoted by f(x). In this work, the number of iterations and 

generations are changed throughout the evaluation. This strategy of evaluating and 

comparing is used to evaluate many well-known algorithms such as Hurricane Search 

algorithm (HSA) and PSO, etc. ((Shi, 1991); (Rbouh & Imrani, 2014)). Two metrics to 

evaluate the performance and efficiency of the algorithms are explained below: 
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(c) (d)
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Figure 4.10: Evaluation processes of the SSO algorithm on sphere function. (a) The 

beginning of the search. (b) and (c) The sperms move toward the optimal position 
(optimal solution). (d) The sperms stop at 0 in which, the optimal solution for Sphere 
function 
 

• Convergence metric based on the variance of the population’s fitness: 

Convergence is the ability of the meta-heuristic optimization algorithms to explore 

the whole search space domain. This metric is strongly related to the variance of the 
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population’s fitness. Therefore, if the variance of the population’s fitness can be 

measured, the convergence can also be determined. The variance of the population’s 

fitness can be measured as in Equation 4.13. This equation is also used to measure the 

convergence of an algorithm in solving a benchmark function at any generation.   

                                              ,1
1

22 ∑
=

−










=

N

i

avgi
f
ff

N
σ  (4.13) 

Where: 

- N is the number of chromosomes, sperms, or particles in the population; 

- fi is the fitness of the i-th chromosomes, particles, or sperms; 

- favg is the current average fitness of the population;  

- f  is the normalized calibration factor to confine 2σ . The following equation is used 

to derive the value of f:  

                        , ],1[}},max{,1max{ Nifff avgi ∈−=

 
(4.14) 

2σ  represents the degree of convergence for all chromosomes, particles, or sperms in 

the population. A good convergence will yield a small value of 2σ  ((Ping, 2013), (Pant, 

2008)). 

• Quality of Solution 

In some cases, the algorithm may converge away from the optimal result. Therefore, the 

ability of the algorithm to converge may not reflect a good result. For this reason, the 

effectiveness of the algorithm is measured. The effectiveness represents the ability of 

the algorithm to find the global best solution or a solution near to the global optimal 

solution when the metaheuristic algorithm begins the search from many random points 

on the search space domain. In other meaning, the effectiveness helps to determine how 

close the solution that obtained by the algorithm to the well-known global solution of 
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the problem. The effectiveness (quality of a solution) can be measured as in Equation 

4.15 (Saravanan, 2001): 

                                  %,
ionknownSolut

ionknownSolutsolutionQsol
−

=  (4.15) 

It can be noted that Rosenbrock, Rastrigin, EggCrate and Sum Squares functions have 

optimal value of zero. An algorithm will have a good quality of result if its achievable 

fitness value is equal to the optimal value of these functions, which are zero. As shown 

in Table 4.3, the number of generations changes from 100 to 1000 generations to 

evaluate the convergence. An algorithm will have a good convergence if it can reach the 

optimal value with a less number of generations. 

Based on the results from Figure (4.11) to Figure (4.16), and in Table 4.3, the 

algorithms can be ranked from the best achievable fitness value to the worse achievable 

fitness value for all benchmark test functions as listed in Table 4.4. From this table, the 

results of all benchmark functions can be summarized as follows: 

Table 4.3: Experimental results where the optimal value for f1 to f6 is 
zero except for f4. The best value for f4 is -156.6647 

Algorithm  Function Population. 
Size 

Generation The 
dimension 
of the 

functi
on (n) 

The best 
achievable 
fitness value 
f(x) 

Average final 
best value 
(Avg) 

 
 
 
 
 
 
SSO 

Sphere f1  
20 

100 10 0.00000 0.00000 
500 20 0.00000 0.00000 
1000 30 0.00000 0.00000 

Rosenbrock f2  
40 

100 10 0.00000 3.15100 
500 20 0.00000 10.386E-08   
1000 30 0.00000 3.326E-07   

Rastrigin f3  
40 

100 10 0.00471 0.504261 
500 20 0.00406 0.495542 
1000 30 0.00226 0.495918 

2n Minima f4  
40 

100 10 -156.6647 -156.6647 
500 20 -156.6647 -156.6647 
1000 30 -156.6647 -156.6647 

EGGCrate f5  
40 

100 10 0.00000 0.01562 
500 20 0.00000 0.01465 
1000 30 0.00000 0.013442 

Sum Squares f6  
40 

100 10 0.00000 0.00000 
500 20 0.00000 0.00000 
1000 30 0.00000 0.00000 

 Sphere f1  100 10 0.00000 0.00000 
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PSO 

20 500 20 0.00000 0.00000 
1000 30 0.00000 0.00000 

Rosenbrock f2  
40 

100 10 0.00000 4.53143 
500 20 0.00000 3.92E-09 
1000 30 0.00000 5.62E-08 

Rastrigin f3  
40 

100 10 0.3864 5.65491 
500 20 0.00000 4.59949 
1000 30 0.9950 4.89716 

2n Minima f4  
40 

100 10 -156.6647 -145.15242 
500 20 -156.6647 -156.6647 
1000 30 -156.6647 -156.6647 

EGGCrate f5  
40 

100 10 0.00000 5.3337 
500 20 0.00000 3 
1000 30 0.00000 5.0001 

Sum Squares f6  
40 

100 10 0.00000 0.00000 
500 20 0.00000 0.00000 
1000 30 0.00000 0.00000 

 
 
 
 
 
 
 
 
 
APSO 

 
Sphere f1 

 
20 

100 10 3.4095e-032 2.55E-30 
500 20 3.7039e-156 3.04E-151 
1000 30 2.1229e-312 4.81E-303 

 
Rosenbrock f2 

 
40 

100 10 0.007695 3.583723 
500 20 0.006202   2.202E-07   
1000 30 7.6039E-010 7.6039E-010 

 
Rastrigin f3 

 
40 

100 10 0.99496   0.99496   
500 20 0.99496   0.99496   
1000 30 0.99496   0.9950 

 
2n Minima f4 

 
40 

100 10 -156.6647 -156.6647 
500 20 -156.6647 -156.6647 
1000 30 -156.6647 -156.6647 

 
EGGCrate f5 

 
40 

100 10 8.0653e-030 1.91E-28 
500 20 8.2744e-155 1.79E-149 
1000 30 1.2512e-309 4.6299e-305 

 
Sum Squares f6 

 
40 

100 10 1.0648e-031 2.71E-29 
500 20 3.1837e-155 6.99E-151 
1000 30 1.7222e-310 8.06E-303 

 
 
 
 
 
 
GA 

 
Sphere f1 

 
20 

100 10 0.0000 0.14706 
500 20 0.0000 0.01623 
1000 30 0.0000 0.02758 

 
Rosenbrock f2 

 
40 

100 10 0.0000 0.85000 
500 20 0.0000 5.98763 
1000 30 0.0000 7.0303 

 
Rastrigin f3 

 
40 

100 10 0.0005 0.01746 
500 20 0.0000 0.021285 
1000 30 0.0000 0.023166 

 
2n Minima f4 

 
40 

100 10 0.0000 0.035010 
500 20 0.0000 0.038100 
1000 30 0.0000 0.0319867 

 
EGGCrate f5 

 
40 

100 10 0.0000 0.006848 
500 20 0.0000 0.006184 
1000 30 0.0000 0.010755 

 
Sum Squares f6 

 
40 

100 10 0.0000 0.011384 
500 20 0.0000 0.00773 
1000 30 0.0000 0.009923 

 
 
 
 
 
 
 
 
PGA 

 
Sphere f1 

 
20 

100 10 0.0000 1.004675E-4 
500 20 0.0000 1.000004E-4 
1000 30 0.0000 9.928486E-5 

 
Rosenbrock f2 

 
40 

100 10 0.0000 0.007695 
500 20 0.0000 5.11542 
1000 30 0.0000 5.98623 

 
Rastrigin f3 

 
40 

100 10 0.0000 0.0041466 
500 20 0.0000 0.00129499    
1000 30 0.0000 2.8672288E-4 

 
2n Minima f4 

 
40 

100 10 -0.0127686 -0.000898955 
500 20 -3.1567839 -0.159241 
1000 30 -13.716409 -8.67130934 

 
EGGCrate f5 

 
40 

100 10 0.0000 0.008854915 
500 20 0.0000 0.004965030 
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1000 30 0.0000 0.007119022 
 

Sum Squares f6 
 
40 

100 10 0.0000 5.0914775E-5 
500 20 0.0000 5.0001215E-5 
1000 30 0.0000 5.0000061E-5 

 

1. Sphere function: SSO algorithm outperforms GA, APSO, and PGA in finding the 

average final best value for this function when the number of generations are 1000, 

500 and 100. SSO and PSO have a similar performance in solving the Sphere 

function. Both of them achieve the optimal solution of zero. 

2. Rosenbrock function (banana function): SSO algorithm outperforms APSO in 

finding the average final best value for this function when the number of generations 

are 1000, 500 and 100. Also, SSO outperforms PSO in finding the average final best 

value of banana function when the number of generation is 100. SSO algorithm 

outperforms GA and PGA in finding the average final best value of this function 

when the number of generations are 1000 and 500.   

3.  Rastrigin function: GA and PGA are more capable to explore functions of several 

local minima compared to SSO and PSO. However, SSO outperforms PSO and 

APSO in solving this function on all generations as the mutation improves its 

convergence and performance. 

4. 2n Minima function: SSO algorithm outperforms GA and PGA in finding the 

average final best value of 2n Minima function when the number of generations are 

1000, 500, and 100. SSO algorithm outperforms PSO when the number of 

generation is 100. A similar performance is observed between SSO and APSO on all 

generations wherein the their final result is -156.6647.   

5. EGGCrate function: APSO, GA, and PGA are more capable to explore functions of 

several local minima compared to SSO and PSO. However, SSO outperforms PSO 

in solving this function on all generations, which the mutation improves its 

convergence and performance. 
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6. Sum Squares function: SSO algorithm outperforms GA, APSO, and PGA in finding 

the average final best value for this function when the number of generations are 

1000, 500 and 100. SSO and PSO have similar efficiency and performance in 

solving this function and obtained the final result of zero. 

Table 4.4: Rank of the algorithms from the best achievable value to the worse 
achievable value for each benchmark function 

Function The algorithms ranking from the best achievable fitness 
value to the worse achievable fitness  value 

Sphere f1 SSO and PSO have the same rank (first rank), followed by 
APSO, PGA, and GA respectively. 

Rosenbrock f2 SSO, PSO, APSO, PGA, and GA respectively. 
 

Rastrigin f3 PGA, GA, SSO, APSO, and PSO respectively. 
2n Minima f4 SSO and APSO have the same rank (first rank), followed by 

PSO, PGA, and GA respectively. 
 

EGGCrate f5 APSO, PGA, GA, SSO, and PSO respectively. 
 

 
Sum Squares f6 

SSO and PSO in the same rank (first rank), APSO, PGA, 
and GA respectively. 

Based on the results from Figure (4.17) to Figure (4.22), the algorithms can be ranked 

from minimum value of 2σ  (premature convergence) to maximum value of 2σ

(premature convergence), which means from higher value of convergence to lower 

value of convergence as in Table 4.5. The rank in Table 4.5 is obtained when the 

number of generation is 100. Therefore, it can be concluded that SSO has a good 

convergence especially at a small value of generations compared to other algorithms 

such as GA and APSO. 

Table 4.5: The algorithms ranking from higher convergence to lower convergence  
Function The algorithms ranking from higher convergence to lower 

convergence 
Sphere f1 SSO and PSO in the same rank (first rank), PGA, APSO, 

and GA respectively. 
Rosenbrock f2 SSO followed by PGA, APSO, PSO, and GA respectively. 
Rastrigin f3 PGA followed by SSO, PSO, APSO, and GA respectively.  
2n Minima f4 PGA, APSO, GA, SSO, and PSO respectively. 
EGGCrate f5 PGA, SSO, APSO, GA, and PSO respectively. 
Sum Squares f6 SSO and PSO in the same rank (first rank), PGA, APSO, 

and GA respectively. 
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Figure 4.23 presents a comparison of solution quality between SSO, GA, PGA, PSO, 

and APSO for each benchmark function when the population size is 500 and 10 time 

runs. For Sum Squares, 2n minima, Rosenbrock, and Sphere functions, SSO and PSO 

algorithms obtained a better solution as their results are mostly very near to the optimal 

solutions. However, for EGGCrate and Rastrigin functions, GA, PGA, and APSO 

obtained a better solution as their results are very near or equal to the optimal results. 

These conclude that SSO and PSO are more superior in exploring the search space 

domain of functions with single local minima while GA, PGA, and APSO are more 

superior in exploring  the search space domain of functions with several local minima. 

 
Figure 4.11: Comparison between SSO, PSO, APSO, GA, and PGA in finding the 

average final best value of Sphere function 

 
Figure 4.12: Comparison between SSO, PSO, APSO, GA, and PGA in finding the 

average final best value of Rosenbrock function 
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Figure 4.13: Comparison between SSO, PSO, APSO, GA, and PGA in finding the 

average final best value of Rastrigin function 
 

 

Figure 4.14: Comparison between SSO, PSO, APSO, GA, and PGA in finding the 
average final best value of 2n Minima function 

 
Figure 4.15: Comparison between SSO, PSO, APSO, GA, and PGA in finding the 

average final best value of EGGCrate function 
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Figure 4.16: Comparison between SSO, PSO, APSO, GA, and PGA in finding the 

average final best value of Sum-Squares function 
 

 
Figure 4.17: The evolution curve of the variance of fitness in premature convergence 

of f1 
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Figure 4.18: The evolution curve of the variance of fitness in premature convergence 

of f2 

 
Figure 4.19: The evolution curve of the variance of fitness in premature convergence 

of f3 
 

1  10  20  30  40  50  60  70  80  90  100
SSO 0.051 0.277 0.592 0.32 0.259 0.418 0.429 0.111 0.116 0.12 0.053
PSO 0.053 0.632 0.809 0.836 0.429 0.251 0.177 0.448 0.053 0.333 0.111
APSO 0.052 0.463 0.598 0.629 0.237 0.355 0.197 0.363 0.137 0.187 0.102
GA 0.113 0.185 0.05 0.05 0.376 0.38 0.293 0.288 0.281 0.366 0.47
PGA 0.105 0.06 0.111 0.053 0.057 0.056 0.053 0.053 0.056 0.053 0.075

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

Fi
tn

es
s 

va
ria

nc
e

Number of Generations

The evolution curve of the variance of fitness in 
premature convergence of f2

SSO PSO APSO GA PGA

1  10  20  30  40  50  60  70  80  90  100
SSO 0.056 0.058 0.12 0.176 0.262 0.194 0.547 0.191 0.19 0.118 0.134
PSO 0.056 0.059 0.204 0.181 0.17 0.391 0.234 0.176 0.188 0.147 0.176
APSO 0.056 0.053 0 0.174 0.252 0.274 0.172 0.172 0.196 0.176 0.178
GA 0.102 0.123 0.061 0.072 0.263 0.262 0.062 0.125 0.076 0.126 0.261
PGA 0.122 0.268 0.113 0.064 0.088 0.254 0.122 0.14 0.068 0.053 0.114

0
0.1
0.2
0.3
0.4
0.5
0.6

Fi
tn

es
s 

va
ria

nc
e 

Number of Generations

The evolution curve of the variance of fitness in 
premature convergence of f3

SSO PSO APSO GA PGA

Univ
ers

ity
 of

 M
ala

ya



74 

 
Figure 4.20: The evolution curve of the variance of fitness in premature convergence 

of f4 

 
Figure 4.21: The evolution curve of the variance of fitness in premature convergence 

of f5 
 

1  10  20  30  40  50  60  70  80  90  100
SSO 0.09 0.62 0.19 0.44 0.54 0.82 0.18 0.11 0.18 0.25 0.54
PSO 0.09 0.66 0.67 0.82 0.72 0.54 0.82 0.18 0.18 0.25 0.55
APSO 0.06 0.07 0.05 0.05 0.11 0.07 1 0.05 0.17 0.1 0.1
GA 0.07 0.36 0.33 0.63 0.13 0.09 0.29 0.29 0.21 0.05 0.21
PGA 0.15 0.06 0.05 0.09 0.11 0.08 0.06 0.05 0.05 0.06 0.05

0

0.2

0.4

0.6

0.8

1

1.2

Fi
tn

es
s 

va
ria

nc
e

Number of Generations

The evolution curve of the variance of fitness in 
premature convergence of f4

SSO

PSO

APSO

GA

PGA

1  10  20  30  40  50  60  70  80  90  100
SSO 0.07 0.13 0.38 0.05 0.05 0.08 0.06 0.05 0.7 0.05 0.05
PSO 0.05 0.05 0.05 0.18 0.18 0.09 0.25 0.11 0.11 0.25 0.25
APSO 0.11 0.12 0.21 0.27 0.15 0.24 0.23 0.25 0.31 0.11 0.2
GA 0.14 0.14 0.18 0.11 0.2 0.2 0.17 0.14 0.06 0.11 0.2
PGA 0.14 0.06 0.1 0.15 0.05 0.08 0.08 0.05 0.07 0.06 0.05

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8

Fi
tn

es
s 

va
ria

nc
e

Number of Generations

The evolution curve of the variance of fitness in 
premature convergence of f5

SSO

PSO

APSO

GA

PGA

Univ
ers

ity
 of

 M
ala

ya



75 

 

Figure 4.22: The evolution curve of the variance of fitness in premature convergence 
of f6 

 

Figure 4.23: Comparison between SSO, PSO, APSO, GA and PGA in term of 
solution quality 
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performance and convergence compared to other algorithms. In addition, the proposed 

SSO outperforms PGA, GA, PSO, and APSO in term of quality of results. SSO 

outperforms APSO in finding the average final best value of Sum squares, Rastrigin, 

and Rosenbrock functions for all generations while SSO outperforms PSO in solving 

EGGCrate function for all generations, Rosenbrock and 2n Minima functions for 100 

generations, and Rastrigin for all generations. Furthermore, SSO outperforms PGA and 

GA in finding the average final best value of Sum squares, 2n Minima, and Sphere 

functions for all generations, Rosenbrock function for 100 generations. This proves that 

the proposed SSO has a good convergence especially for smaller generations such as 

100 generations. Different types of mutation and the inherently continues approach in 

SSO help in solving test functions that have single local minima while PGA and GA are 

more capable at solving test functions with several local minima such as EggCrate and 

Rastrigin functions.  

SSO is inherently continuous approach that stores past location for each sperm to 

determine their next location. SSO uses mutation operations to increase the 

convergence. This algorithm simulates the nature of the sperm through the fertilization 

procedure, as two factors affecting the sperm movement such as pH value and 

temperature value of the visited area.      

Based on literature review, APSO and PGA are simplified and enhanced approaches 

of PSO and GA. These algorithms solve the problem of convergence in classical PSO 

and GA. PGA deals each chromosome separately and uses search strategies such as 

local hill-climbing to reach optimal solution with a good convergence while APSO uses 

only global best solution to increase the algorithm convergence.   

4.5 Chapter Summary 

This chapter can be summarized as follows: 
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• In this chapter, a SSO is proposed to solve optimization problems. SSO is a 

biological nature-inspired algorithm that based on the fertilization procedure of 

female reproductive system. 

• SSO is tested with several benchmark functions and compared against a set of well-

known algorithms in the field of SOO. Two metrics to evaluate the proposed 

algorithm are the convergence and quality of results.  

• We can say algorithm x has a good quality of result if its achievable fitness value is 

equal to the optimal value of a benchmark function. The optimal values for 

Rosenbrock, Rastrigin, EggCrate and Sum Squares functions are zero. 

 We can say algorithm x has a good convergence if it can reach the optimal value of 

a benchmark function in a smaller number of generations.  

• A set of well-known benchmark functions have been chosen carefully to compare 

the proposed algorithm with other algorithms in finding the average final best value 

for all benchmark test functions at 1000, 500 and 100 generations. 

• The results summarized in Table 4.4 shows that the proposed SSO outperforms 

APSO in finding the average final best value of Sum squares, Rastrigin, and 

Rosenbrock functions for all generations. Also, SSO outperforms PSO in solving 

EGGCrate function for all generations, Rosenbrock and 2n Minima functions for 100 

generations, and Rastrigin for all generations. Furthermore, SSO outperforms PGA 

and GA in finding the average final best value of Sum squares, 2n Minima, and 

Sphere functions for all generations, Rosenbrock function for 100 generations. 

• The results summarized in Table 4.5 shows that the proposed SSO has a better 

convergence when solving functions with single local minima. For functions with 

several local minima, GA and PGA have a better convergence. 

• However, convergence sometimes may not reflect a good result as the algorithm 

may converge away from the optimal results. Therefore, the quality of results is 
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measured to determine the ability of an algorithm in finding the optimal or near to 

the optimal results. These metrics show that SSO has a higher ability to find the 

optimal results of functions with single local minima. 
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CHAPTER 5: MULTI-OBJECTIVE OPTIMIZATION ALGORITHM BASED 

ON SPERM FERTILIZATION PROCEDURE (MOSFP) 

5.1 Introduction 

Evaluationary algorithms and swarm intilligance algorithms to solve multi-objective 

optimization problems have extremely grown in the last decades. Evolutionary Multi-

objective Optimization (EMO) and Swarm Intilligance Multi-objective Optimization 

(SIMO) are giving rise to a various optimization algorithms. Different types of 

techniques have been used by these algorithms, including, adaptive grid technique based 

on data structures to archive non-dominated vectors (Knowles & Corne, 2000), 

dominated tree (Everson ,2002), archive techniques (Coello, 2002), etc. These 

techniques help a wide variety of Multi-Objective Optimization Algorithms (MOOAs)  

to provide a solution for different Multi-Objective Optimization Problems (MOOPs) 

(Capitanescu, 2017). MOOPs consist of conflicting objectives in which some of them 

are minimization objective functions and the other are maximization objective 

functions. Examples of these objectives are network coverage objective function and 

network energy consumption objective function, in which, a maximization function and 

minimization function respectively. A detailed description of these objectives and their 

optimization is given in Section 2.5 of Chapter 2. The concept of Pareto optimality has 

been emerged to find a solution for the MOOP instead of applying the optimality 

concept of Single Objective Optimization (SOO), where the final results of MOOPs 

have been picked among a set of  Pareto optimal solutions (Sakawa, 2013). The Pareto 

optimal concept is based on finding the non-dominated solutions that balances between 

minimization objective functions and maximization objective functions (Engelbrecht, 

2006). 

Based on the concept of Pareto optimality, many Single Objective Optimization 

Algorithms (SOOAs) have been extended to MOOPs. Some of these algorithms are 
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inspired from the metaphor of man-made processes or natural procedure (Watanabe, 

2004). For examples, Non-dominated Sorting Genetic Algorithm (NSGA) (Coello, 

2013) and NSGA-II (Srinivas, 1994) are the extended versions of GA ( Holland, 1992) 

while Multi-Objective Particle Swarm Optimization (MOPSO) and Optimized Multi-

Objective Particle Swarm Optimization (OMOPSO) (OMOPSO) are the extended 

versions of PSO algorithm ((Coello, 2002); (Sierra, 2005)).   

These algorithms are used to search for a solution for different types of real-world 

MOOPs. Examples of these MOOPs include the design of mobile and 

telecommunication networks (Watanabe, 2001), defense applications (Hughes, 2004), 

rock crusher design (Barone, 2002), scheduling (Shaw, 1999), nuclear fuel management 

(Engrand, 1998), Yagi–Uda antenna design (Venkatarayalu & Ray, 2003), stationary 

gas turbine combustion process optimization (Buche, 2002), and distributing products 

through oil pipeline networks (Garcia, 2004). These problems have a set of objective 

functions that consists of maximization objective functions and minimization objective 

functions. Usually, there is a set of a trade-off and compromise solutions between these 

objectives, for these reasons, MOOA is created to find a range of solutions that offer a 

variety of tradeoffs between these objectives (Zitzler, 2004). SSO algorithm that 

proposed in Chapter 4 is a recent Single Objective Optimization Algorithm (SOOA) 

inspired by the fertilization procedure wherein sperms swim in swarms of flocks until 

reach the waited egg in the fallopian tubes. From Chapter 2, SSO has been developed to 

discover a solution for a set of optimization tasks, but until recently SSO has not been 

extended to deal with MOO problems. The performance of SSO reported and discussed 

in Chapter 4 indicates that SSO algorithm is suitable for Multi-Objective Optimization 

(MOO) due to a good quality of solutions and a high speed of convergence. Therefore, 

this chapter intends to extend SSO to solve MOOPs. For this purpose, this chapter will 

define Pareto dominance, archive operation and crowding factor. To validate the results 
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of MOO, algorithms such as NSGA-II, OMOPSO, and SPEA2 are selected for 

comparison. The comparison strategy will be based on quantitative and qualitative 

techniques. The quality of Pareto front will be used in qualitative technique, while the 

three quality metrics, including, Inverted Generational Distance (IGD), Spread (SP) and 

Epsilon(ϵ) will be used in quantitative technique. This is organized as follows: Section 

5.2 reviews the Sperm Swarm Optimization (SSO) algorithm. Multi-Objective 

Optimization Algorithm Based on Sperm Fertilization Procedure (MOSFP) is presented 

in Section 5.3. Section 5.4 describes the details of the comparison strategy. Section 5.5 

shows the experimental test and results. Section 5.6 discusses the findings and summary 

of this chapter is given in Section 5.7. 

5.2 Literature review of the Sperm Swarm Optimization (SSO) algorithm 

This section reviews the Single-Objective Optimization Algorithm (SOOA) called 

SSO algorithm that proposed in Chapter 4 by explaining its parts, highlighting its 

limitations and summarizing the SSO algorithm. SSO algorithm is the basic part of the 

Multi-Objective Optimization Algorithm (MOOA) that will be proposed in this chapter. 

The proposed MOOA will have the same rules and concepts of the SSO. This will be 

summarized in the following sub-sections.  

5.2.1 Sperm Swarm Optimization (SSO) Algorithm 

The Sperm Swarm Optimization (SSO) is an inherently continues approach 

proposed in Chapter 4. This approach is inspired by the fertilization procedure. SSO is 

represented as a distributed behavioral algorithm that can be applied to the multi-

dimensional domain of search space. Through the simulation, the manner of motility of 

each individual in the population can be affected by either the current best local solution 

or best global solution of the sperm swarm. The former solution can be obtained by any 

individual based on the certain neighborhood, as each individual in the population 
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remembers its past position to locate the new position. At the same time, the latter 

solution can be obtained by any sperm based on its position from the target, as this 

solution will be remarked by the sperm that has a very nearest position to the target 

(egg). The concept of the winner is used in this work, which refers to a sperm that has a 

very nearest position to the target. “Researchers found that the sperm swarms move 

together forming groups when they are swimming in viscoelastic fluids and their 

behavior of moving exhibiting similar to “flocking”. They also observed a certain 

movement beat and degree of synchronicity of tail movements during grouping” (Tung, 

2016).  The sperm swarm and winner are depicted in Figure 4.2. 

Inherent discrete procedure is used by evolutionary algorithms such as GA and its 

enhanced versions. These versions use adaptive selection scheme, such as in (Nalepa, 

2014) to deal with each chromosome independently and can easily execute discrete 

design variables. Therefore, the static parameters or variables can be used easily in their 

work. However, SSO algorithm uses the random parameters instead of static 

parameters, which play a significant role in updating the position of each sperm until 

reaching the optimal value. 

The randomness has been used with most of the previous well-known algorithms 

((Kennedy et al. 1995); (Geem, 2001); (Gandomi, 2013); (Karaboga & Basturk, 2007); 

(Rbouh & Imrani, 2014)). PSO (Kennedy, 1995) is one of the most popular swarm 

intelligence algorithms that uses randomness in its evaluation. C1 and C2 are two 

numerical variables in PSO that take random values in the range of 0 to 4. The 

adaptiveness of the SSO depends on two variables (i.e., pH and temperature). These 

factors take a range of numerical variables randomly based on the following rules: 

1- A healthy female reproductive system has a normal pH value around 4.5–5.5 (Das 

Neves, 2006). However, low pH of mucus acidic may deactivate and destroy the 

motility of sperm. For this reason, during the ovulation, the pH value of vaginal 
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acidic or acid is in the range of 7 to 14, which is very suitable for sperm motility and 

is deemed very alkaline non-toxic to spermatozoa (Rodrigues, 2009). There are 

many factors affecting the pH value of the female reproductive system, including, 

type of food consumed (Borges, 2011) and mood or emotional status of the female 

such as sadness or happiness (Edmunds, 2013). Based on this observation, we can 

estimate that the value of pH will be varied in the range of 7–14. 

2- The direction of sperms movement is affected by the temperature inside the female 

reproductive system. The scientists found that the sperm searches for a warmer area 

(the egg location), which acts like a temperature sensor (Bahat, 2012). In addition, 

the sperm head can sense and response to a temperature difference of <0.0006 

degrees Celsius (Bahat, 2012). Researchers found that the temperature inside the 

vagina can be varied based on female status. The temperature in the range of 35.1 

°C to 37.4°C is considered as a normal temperature inside the vagina (Christian, 

2013). However, due to vaginal blood pressure circulation, the temperature may 

reach 38.5 °C (Health, 2011). Based on this observation, we can appreciate that the 

value of temperature will be varied in the range of 35.1–38.5. 

Based on the prior rules, we can observe that SSO algorithm is different than 

evaluation algorithms such as GA and its adaptive methods such as in (Nalepa, 2014) 

(the version that uses adaptive selection scheme as enhanced versions of classical GA), 

which they are an inherently discrete procedure. These procedures deal with each 

individual in the population independently; therefore, they can easily use discrete design 

variables in their evaluation. In other meaning, GA and its enhancement versions use 

selection operation to select the best solutions and discard the other solutions. The GA 

procedure and its enhancement versions do not use velocity update rules to generate 

new solutions instead use a set of operations to find an optimal result of an objective 

function. Examples of these operations are selection, crossover, and mutation. Details 
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procedure of GA can be found in Section 2.2.1 of Chapter 2 while the types of crossover 

and mutation operations in Section 2.5. SSO algorithm performs the inherently 

continuous procedure to update the sperm location. Each individual in the swarm 

remembers its past position and based on it produces a new position. SSO algorithm 

uses random parameter rather than the static parameter (i.e., pH and temperature) to 

update the position of each sperm in the population until reaching the optimal value. 

The history of samples is not cached for each individual in the swarm such as 

temperature value and the pH value of the visited location. The procedure of SSO 

cached only the location of each sperm. This is because the location is the outcome of 

multiplying some numerical variables with each other, such as the temperature value, 

pH value, and sperm best solution, etc. Therefore, the location of each individual is very 

important to be cached. SSO compares the old location (cached location) with the new 

location and update it with the new location if it is better than the old one. This is clear 

in the SSO procedure (Algorithm 4.1) in Chapter 4. Furthermore, mutation operations 

are used in this algorithm to increase the convergence. SSO uses mathematical rules 

(velocity rules) to update the sperm velocity. These rules are summarized in Section 4.2 

and Equations from 4.1 to 4.5. 

The proposed extension of SSO algorithm as a MOOA uses winner and Pareto 

dominance concepts. The winner is the closest sperm to the target (egg). The value of 

winner is considered as the best value in the whole swarm.  This value is the global best 

value and used as a reference value for other sperms in the swarm to adjust their 

velocities on the search space domain.  

The advantages of MOOA over SOOA is the ability of MOOAs of searching a set of 

possible solutions that manage tradeoffs between a set of conflicting terms to find an 

optimal solution. Based on this, the SSO can be utilized easily in solving many MOOPs 

such as the aforementioned MOOPs in Section 5.1. 
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5.3 Multi-Objective Optimization Algorithm Based on Sperm Fertilization 

Procedure (MOSFP) 

The main idea of MOOAs is to discover Pareto-optimal set to manage the tradeoffs 

between a set of conflicting objective functions and also to balance them. The popular 

Italian economist (Vilfredo Pareto) is the founder of the hypothesis of Pareto optimality, 

which is conceptualized in his study called Manual of Political Economy (MPE) in 1906 

(Engelbrecht, 2006).  

  The definition of Pareto optimality and Pareto optimal set are based on some basic 

notions introduced as follows: 

- Domination: v1, may dominate a position vector, v2 (v1 ≺ v2), if and only if  

   n1,m    ),()( m21 ⋅⋅⋅⋅⋅=∀≤ vfvf mm and   ),()( 21 vfvf mm < for at least one m (Chamaani, 

2007). 

- Pareto optimal: A vector v∗ ∈ F is defined as Pareto optimal if there no vector v 

∈ F such that   )()(  ,    ),()( ** vfvfandNmvfvf mmmm <∈≤ for at least one   Nm∈ . 

An objective vector   )f( ** vz = is called Pareto optimal if the corresponding 

vector  *v is the Pareto optimal. The set of Pareto optimal decision vectors  *v ∈ 

F is denoted by  FP ⊆ ( Lindroth, 2010).  

-  *v ∈ F is Pareto optimal of a position vector if no position vector dominates it, 

*vv ≠ ∈ F. On the other meaning, the Pareto optimal solution is non-dominated 

solution, which not dominated by other solutions (Lindroth, 2010).  

- Pareto-optimal set: is a set containing all the Pareto optimal vectors 

}|{P 1s  vvv ¬∃= ( Zheng, 2010). 

- Pareto front (P): can be defined as }),(),({(P |))(21 svN pvfvfvf ∈⋅⋅⋅⋅⋅= ( Zheng, 

2010). 
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Figure 5.1: Non-dominated solutions (Goldberg, 1989) 

The concept of the Pareto front and the Pareto optimal set can be simplified as in Figure 

5.1 (Goldberg, 1989). From this figure, it can be noted that solutions B and C dominate 

solution A while solutions D and E dominate all the other solution. Solutions D and E 

are not-dominated by any other solutions. As solutions D and E are non-dominated 

solutions, they will form the Pareto front set.   

The aim of any MOOA is to minimize the distance between the solution and the 

true Pareto front. To fulfill this objective, appropriate objective functions must be 

defined. Many classical methods and approaches have been developed to assign fitness 

function. Example of this method is aggregation–based method that defines the fitness 

function based on the weighted sum of the objective functions (Lei, 2007).  

The classical methods have many limitations such as tend to be inefficient and very 

susceptible to precise accumulation of goals (Engelbrecht, 2006). For these reasons, 

various MOOAs have been proposed, where some of them are complex methods that 

based on neural network to obtain optimal weights of the fitness functions (Lee, 2004). 

Some of these MOOAs are based on Pareto dominance uses for fitness assignment, 

where the fitness value is proportional to the dominance rank of solutions. The concept 

of Pareto dominance is used in many algorithms to find a set of best solutions or 

optimal solution for MOOPs. MOPSO is an example of these algorithms, which is used 
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to find a solution for a wide variety of MOOPs based on Pareto dominance (Coello, 

2004). 

In this chapter, Multi-Objective Optimization Algorithm Based on Sperm 

Fertilization Procedure (MOSFP) is proposed, the Pareto dominance and crowding 

factor (Deb, 2002) have been used in the algorithm. Crowding factor helps to build 

criterion for a second discrimination (additional to Pareto dominance). This factor also 

helps to decide the best solutions (winners) that should be reserved when the algorithm 

performs the maximum list size. In MOSFP algorithm, the winner is selected based on 

means a binary tournament that is referred to crowding value of the winners. This 

algorithm crowds the best solutions in a set called Set of Winners (SoW), which the 

maximum size of SoW equal to the size of the population. At the end of each 

generation, the algorithm updates SoW and the corresponding crowding values related 

to them. If the size of SoW is greater than the maximum defined size, the 

algorithm excreted the best winners based on their crowding value and reserves them, 

moreover, the worst winners will be eliminated. This helps to select the best solutions 

without the need for any kind of selection criterion. That is why the crowding factor is 

used in many researches such as ((Sierra, 2005); (Ray, 2002); (Li, 2003)). 

 The mutation operations have been used in MOSFP algorithm as well as in many 

well-known optimization algorithms such as MOPSO, OMOPSO, and NSGA-II 

((Coello, 2013); (Coello,2002); (Sierra, 2005)). Examples of mutation operations are 

non-uniform mutation and uniform mutation. The non-uniform mutation provides a 

non-constant variability range for each decision variable while uniform mutation 

provides a constant of variability range for each decision variable. In MOSFP algorithm, 

a combination of both non-uniform mutation and uniform mutation as in (Sierra, 2005) 

is proposed. This helps to modify the values of the decision variables of a sperm. 

Furthermore, the algorithm is also motivated by not using mutation at all, which, if the 
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mutation operations fail to find the convenient solutions, the part without mutation will 

be reserved on proper results. For this purpose, a population size is divided into three 

equal parts by taking the modulus of 3 on population size. In the first part of the 

population, no mutation will be applied at all. The non-uniform mutation will be applied 

to the second part of the population and uniform mutation to the third part of the 

population. Algorithm (5.2) summarizes the mutation part of the MOSFP algorithm. 

Details descriptions of uniform mutation and non-uniform mutation operations are given 

in Section 2.4 of Chapter 2.  

MOSFP also uses the concept of −∈ dominance employed in many researches 

such as ((Sierra, 2005); (Laumanns, 2002); (Yue, 2016)). This concept performs an 

external archive to fix the size of non-dominance solutions. External archive is the 

process of storing the non-dominated solutions in the memory.  Usually, a decision 

vector v1 −∈ dominance a decision vector v2 for some 0∈> if and only if:

nmvfvf mm ,.....,1),()1/()( 21 =∀≤∈+ and ),()1/()( 21 vfvf mm ≤∈+  for at least nm ,.....,1= . The size 

of final external archive ( −∈ value) can be defined by the user manually. However, 

the same value of all objective functions is used, which are changed based on the 

amount of points in the final Pareto-front. This technique is used in many researches 

such as (Sierra, 2005).   

Algorithm 5.1 Mutation 
1: Begin 
2: Step 1:  for i = 0  to population size do 
3:                If (i % 3 == 0) then  
4:                       Sperms_ mutated with a non-uniform mutation operator       
5:                           Else if (i % 3 == 1) then 
6:                                Sperms_ mutated with a uniform mutation operator   
7:                                      Else 
8:                                             Sperms_ without mutation 
9:               End if 
10:        End for 
11: End procedure. 
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Algorithm (5.2) summarizes the full procedure of MOSFP. MOSFP begins by 

initializing the sperm swarm. SoW is set based on the non-dominated individuals. Later, 

the crowding factor will be calculated. For each sperm in the population at each 

generation, the swim (velocity update rule) and mutation operations that are described 

in Algorithm 5.1 is executed. Velocity update rule (swim) as described in Equation 5.1 

is performed for each sperm in the population.  

                                     ,)()(
)(

210310

110210110
)tx(x)(Temp_RandLog)(pH_Rand)+ Logtx(x

)(Temp_RandLog)(pH_Rand+LogV)(pH_Rand Log=DtV

isgbestiisbest

ii
−⋅⋅−⋅

⋅⋅⋅

 

(5.1) 

 
Where: 

- D is the velocity damping factor, a random number in the range of 0 to 1; 

- pH_Rand1,2,3 are random numbers between (7, 14), representing the pH value; 

- Vi is the sperm cell velocity; 

- Temp_Rand1,2 are the area temperature, a random number in the range of 35.1 

to 38.5;  

- Personal sperm best solution (Xsbest) is the best solution achieved so far by a 

sperm; 

- Sperm global best solution (Xsgbest) is the global best solution achieved so far by 

a swarm; 

- xi(t) is the current best solution denoted by the following formula.  

                                        ], [ )()(  vtxtx ii +=  (5.2) 

 

Algorithm 5.2 Multi-objective Optimization Algorithm Based on Sperm Fertilization 
Procedure (MOSFP) 
1: Begin 
2: Step 1: initialize positions for all sperms.  
3: Step 2: initialize Winners (sperms with the best solutions). 
4: Step 2: archive the Winners in archive−∈  
5: Step 3: crowd the winners using crowding operation. 
6: Step 4: define counter (i) and define number of maximum iterations (iMax). 
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7: Step 5:  do //this do is a do - while  
8:                For <each sperm> do 
9:                      Select winner from the sperm swarm  
10:                    Update sperms positions using the predefined sperm velocity update  
                          rule (perform swim) 
11:                       Perform mutation procedure (Algorithm 5.1) 
12:                           Evaluate the fitness for each sperm (result of multi-objective   
                                 optimization problem) 
13:                           Update personal sperm current best solution 
14:                    End for 
15:                      Update Set of Winners (SoW)  
16:                    Archive winner in archive−∈  
17:                    Crowd the SoW using crowding operation 
18:                   Update value of the counter (i) 
19: Step 6:   While i < iMax     
20: Step 7:  archive results in archive−∈  
21: End procedure. 
 

 The process of updating personal sperm current best solution is based on the two 

cases; first, dominated by the new sperm; second, with the new sperm value that are 

non-dominated with respect to each other. Then, the SoW will be updated. If all the 

sperm are updated, the individuals with new locations that are better than the old 

locations will have the possibility to join the SoW. Next, archive−∈  will be updated. 

Finally, the procedure crowds the individuals based on crowding values of SoW, which 

many of the winners are discarded if exceeding the determined size of the SoW. The 

procedure is repeated until the determined number of maximum iterations (imax) is 

reached. The parameters used in this algorithm are swarm size (S_size), number of 

iterations (i), mutation rate (mutRate), which is automatically computed, and the value 

of bounding the size of the archive−∈  (∈ ). 

5.4 Comparison Strategy 

Benchmark functions are used to compare MOSFP with the most popular algorithms 

in MOO. To perform the quantitative evaluation on the performance and efficiency of 

MOOA, three issues are taken into consideration ((Coello, 2004); (Guzek, 2012)). 
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• Minimize the distance between the Pareto front that generated by our algorithm and 

the global Pareto front of any problem. Global Pareto front is the well-known Pareto 

front of any problem. Examples of these well-known Pareto fronts are the Pareto 

fronts of Zitzler-Deb-Thiele (ZDT) test suite, and Walking-Fish-Group (WFG) test 

suite. Evaluation metric: Inverted Generational Distance (IGD). 

• Maximize the spread of the solution that generated by our algorithm, so uniform 

distribution of vectors can be obtained. Evaluation metric: Spread (SP). 

• Maximize the convergence of our proposed approach to achieve a good quality of 

the Pareto optimal set found. Evaluation metric: Epsilon (∈ ) 

To evaluate the above issues, three frequently used metrics are employed as in 

((Coello, 2004); (Guzek, 2012); (Guzek, 2014)). These metrics are Inverted 

Generational Distance (IGD), Spread (SP) and Epsilon (∈ ) described as follows:  

1. Inverted Generational Distance (IGD): Introduced by Van Veldhuizen et al. ((Dai, 

2016); (Bezerra, 2017); (Yang, 2007)) to measure the distance between the Pareto 

front that generated by an algorithm to the true Pareto front of any problem. IGD 

can be measured by using the following equation: 

                                                                                   , /
1

2 ndIGD
n

t
i 












= ∑

=
 (5.3) 

  

Where: 

• n is the number of non-dominated vectors that produced by an algorithm;  

• di is the Euclidean distance that measured in object space between vectors found by 

an algorithm and the true Pareto front of a problem. 

 IGD with a zero value indicates that all solutions found by an algorithm are in the 

Pareto front of the problem ((Monroy, 2004); (Jiang & Cai, 2009)). Therefore, the IGD 

value for an algorithm is preferred to be equal or near to zero. Again, IGD in this 
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chapter is used to compare a Pareto front that generated by an algorithm with a 

reference Pareto front (the true Pareto front) of the same problem.     

2. Spread (SP): A diversity metric, which calculate the distribution of solutions and the 

extent of spread is the set of optimal solution (S). The concept of spread as 

illustrated in Figure 5.2 shows five non-dominated solutions of S. These solutions 

are spread in two cases. The first case shown in Figure 5.2 (a) has a good 

distribution of solution but a poor spread, as the optimal set (S) does not have the 

radical points such as (0, 1), (1, 0) on the 2-dimensional Pareto front. The second 

case shown in Figure 5.2 (b) has a very good spread but unfavorable distribution of 

an S, which the solutions are distributed on the whole solution domain (Jiang, 2014). 

SP can be defined according to (Riquelme, 2015): 
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1

),(

1

1
dSdd

PS
lf

S

i
didldfd

⋅−++
=∆

∑
−

=
−+

 (5.4) 

 
Where: 

• id  is the Euclidean distance between consecutive solutions; 

• d  is the average of id ; 

• df and ld are the minimum Euclidean distance measured based on the distance 

between solutions in the optimal set (S) to the Pareto front (P) radical (bounding) 

solutions.  

 
Figure 5.2: Diversity metrics for two components (spread and distribution) (Lee, 

2004) 
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3. Epsilon (∈): A binary indicator that considers all the objectives to provide a factor 

by which an approximation set is worse than another. Let V and U be two 

approximation sets, then ( )UV ,∈  is the minimum factor∈ . For any solution in set V 

there is at least one solution in U that is not considered as worse by a factor of ∈ 

considering all the objects (Hamdy, 2016). This metric is used to estimate the 

quality of the archived solution set by each algorithm (Acampora, 2014). ∈  is used 

is used to test the convergence of MOOA. 

These three metrics are chosen in this chapter as in ((Coello, 2004); (Guzek, 2012);

 (Guzek, 2014)), in which, spread measures the SP of the obtained solution, 

epsilon measures the convergence of the algorithm, while IGD combines both of these 

components (Guzek, 2012). 

In this chapter, we choose the most used multi-objective optimization algorithms by 

consensus the specialists in the field of MOO to evaluate the performance of MOSFP 

algorithm. These algorithms are OMOPSO, NSGA-II, and SPEA2. Among swarm 

intelligence approaches, OMOPSO is the most popular approach because OMOPSO has 

very good quality of results and high convergence and performance (Hamdan, 2017). 

For evolutionary algorithms, SPEA2 and NSGA-II are the most commonly used 

optimization methods ((Gharari, 2016), (Acampora, 2014)). Therefore, these algorithms 

are chosen in this chapter to compare their results with the proposed MOSFP using the 

same environment, hardware, and platform for each algorithm. The full procedure of 

these algorithms are summarized in Section 2.3 of Chapter 2. 

To compare MOSFP algorithm with the aforementioned algorithms, qualitative and 

quantitative tests are performed. For the qualitative test, the quality of achieved Pareto 

fronts of the algorithms are compared, while for the quantitative test, ∈ , SP, and IGD 

metrics are adopted. For these purposes, two benchmark suites of Multi-Objectives 

Optimization Problems (MOOPs) called Zitzler-Deb-Thiele (ZDT), and Walking-Fish-
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Group (WFG) suites are used in this chapter. These test suites (MOOPs) are 

summarized as follows: 

Zitzler-Deb-Thiele (ZDT) Test Suite: Zitzler et al. (Huband, 2006) proposed this 

suite to be a standard test suite for evaluating the MOOAs. ZDT is widely used as 

benchmark functions for Swarm Intelligence Algorithms (SIA) and Evolutionary 

algorithms (EA). Table 5.1 analyses the characteristics of this suite. From the table, 

ZDT has a set of test functions that are difference in their geometry. For example, ZDT1 

has a convex geometry, while ZDT2 and ZDT6 have concave geometry. ZDT3 is 

disconnected on both S and Pareto front. This suite shares many characteristics, 

including, how multimodality can produce many-to-one P as in (ZDT6), and a 

disconnected P such as in (ZDT3). These functions have only one parameter, which is 

used in their calculation. ZDT suite has many advantages, including, used in estimating 

a wide variety of MOOAs. Also, ZDT is well defined in the literature, which facilitate 

the comparisons with new MOOAs. P of each benchmark function in this suite is easy 

to understand and apply (Huband, 2005). For these reasons, ZDT is chosen to evaluate 

our proposed algorithm. Details mathematical formulation of Zitzler-Deb-Thiele (ZDT) 

test suite is shown in Part 1 of Appendix A. 

Walking-Fish-Group (WFG) Test Suite: This suite is proposed by (Deb, 2002) and 

consists of nine problems. Table 5.2 outlines the characteristics of this suite (Huband, 

2006). WFG1 utilizes different variables by using dissimilar weights in its parameters 

weighted sum reduction. WFG suite has unimodel and separable functions such as 

WFG1 and WFG7. In addition, it has non-separable reduction problems such as WFG6 

and WFG9, which their models are more difficult than both of WFG3 and WFG2. A 

multimodality problem is also applicable in WFG suite such as WFG4 as it has a large 

“hill sizes” and its models are more difficult than that of WFG9. WFG5 is highly 
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deceptive benchmark function and can be more difficult than that of WFG9. In WFG7, 

the parameters are dependent on the distance and position-related parameters. WFG9 is 

more complex than WFG7 and its distance-related parameters depend on other distance 

and position-related parameters. WFG8 is different and more complex than WFG9 

wherein its distance-related parameters depend on other distance and position-related 

parameters.  

Table 5.1: Analysis of ZDT benchmark functions (Huband, 2006) 

Name ZDT1 ZDT2 ZDT3 ZDT6 
Objective f1  f

2 
f1 f2 f1 f2 f1 f2 

R3: # Parameters 1  1  1  1  
F2: Separability S S S S S S S S 
F5: Modality U U U U U M U U 
R1: No Extremal         
R2: No Medial         
R5: Diss. Domains         
R6: Diss. Ranges         
R7: Optima known         
F1: Geometry convex  concave  disconnected  concave  
F3: Bias -  -  -  +  
F4a: Pareto Many-to-
one -  -  -  +  

F4b: Flat Regions -  -  -  -  

 

The WFG benchmark test suite is a comprehensive problem consisting a wide range 

of different problems. The problems include a mixed shape of Pareto front problems, 

deceptive problems, a truly degenerate problems, non-separable problems, problems 

scalable in the number of position related parameters, and problems with dependencies 

between both of position-related parameters and distance-related parameters. This suite 

is one of the most commonly used benchmark suites to provide truer means of 

evaluating the efficiency and performance of MOOAs (Chase, 2009). Therefore, WFG 

test suite is chosen to evaluate our proposed approach and the detailed of the WFG test 

suites is defined in Part 2 of Appendix A. 
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Table 5.2: Analysis of WFG benchmark functions (Huband, 2006) 

Name Objective F2: Separability Modality Bias Geometry 
WFG1 f1:M S U Polynomial, flat Convex, Mixed 

WFG2 f1:M-1 
fM 

NS U 
- Convex, disconnected NS M 

WFG3 f1:M NS U - Linear, degenerate 

WFG4 f1:M S M - Concave 

WFG5 f1:M S D - Concave 

WFG6 f1:M NS U - Concave 

WFG7 f1:M S U Parameter dependent Concave 

WFG8 f1:M NS U Parameter dependent Concave 

WFG9 f1:M NS M, D Parameter dependent Concave 

The abbreviation in Table 5.1 and Table 5.2 are “M” for multimodal, “NS” for non-

separable, “S” for separable, “D” for deceptive, “U” for unimodal, the symbols “” and 

“+” indicate whether a given recommendation is adhered to, whereas the symbols “–” 

and “+” indicate the absence or presence of some features. 

5.5 Experimental Test and Results 

MOSFP algorithm has been implemented in Java language using the JMetal tool and 

integrated the implementation into the platform of NetBeans IDE 8.1. All the evaluation 

tests are carried out on a desktop with 3 GB RAM with Intel dual-core CPU T3200 

running Windows 7. This chapter used standard parameters and settings as 

recommended in (Chase, 2009) to compare between our MOSFP and the other 

algorithms. Table 5.3 summarizes these parameters. These parameters and settings of all 

algorithms are kept in all evaluation tests presented next. All the algorithms are 

evaluated by reporting the results achieved from executing 100 independent runs of 

each algorithm for each benchmark function. In each benchmark function, the total limit 

of objective function evaluations is set to 5000. Three evaluation metrics namely, IGD,

∈  and SP are evaluated, which the worst, average, best and median of each metric 

based on five-thousand runs are presented. 
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Table 5.3: Parameters and settings of the algorithms 

Parameters MOSFP OMOPSO NSGA-II SPEA2 

Population size 100 100 100 100 

Archive size (winner) 100 100 (Elite) 100 100 

Mating pool size - - - 100 

Maximum generation 5000 5000 5000 5000 

Crossover probability - - 0.9 0.9 

Mutation probability 1/d where d is the variable code size 

 
A) ZDT Test Suites  

 
Overall, the OMOPSO algorithm obtained the best average of IGD, SP, and ∈  

measurements for ZDT test suites, while the proposed MOSFP is in the second followed 

by NSGA-II and SPEA2 as outlined in Table 5.4. However, for ZDT3 test function, the 

proposed MOSFP attained the best average ∈ among all algorithms. Despite the rank, 

the proposed MOSFP has shown a comparable performance with the OMOPSO 

algorithm as their difference of average ∈ , SP, and IGD measurements are minimal. 

Both MOSFP and the OMOPSO obtained extreme superior points of the Pareto front 

such as (1, 0) and (0, 1) for ZDT1 and ZDT2 functions as depicted in Figures 5.3 and 

5.4. Also, both MOSFP and the OMOPSO preserved the Pareto front extreme superior 

points of (0, 1) for ZDT3 function and (1, 0) for ZDT6 function, as shown in Figures 5.5 

and 5.6. In opposite, SPEA2 and NSGA-II failed to obtain these optimal extreme values 

of the Pareto front for all ZDT functions. 
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Figure 5.3: ZDT1 Pareto fronts achieved by all the algorithms 

Table 5.4: Comparison of results between OMOPSO, NSGA-II, SPEA2, and our 
algorithm (denoted by MOSFP) in term of IGD, Spread, Epsilon and for ZDT problems 

 Epsilon Spread IGD 

 Best Worst Aver. Med. Best Worst Aver. Med. Best Worst Aver. Med. 

ZDT1 

MOSFP 5.01E-03 
5.57E-

03 
5.27E-

03 
5.25E-

03 
2.76E-

02 
9.85E-

02 
6.23E-

02 
6.22E-

02 
3.44E-

05 
3.61E-

05 
3.51E-

05 
3.51E-

05 

OMOPSO 4.92E-03 
5.40E-

03 
5.15E-

03 
5.15E-

03 
3.29E-

02 
8.74E-

02 
5.54E-

02 
5.52E-

02 
3.39E-

05 
3.60E-

05 
3.48E-

05 
3.48E-

05 

NSGA-II 1.11E-01 
2.67E-

01 
1.61E-

01 
1.51E-

01 
5.84E-

01 
8.17E-

01 
6.80E-

01 
6.87E-

01 
7.65E-

04 
1.92E-

03 
1.18E-

03 
1.14E-

03 

SPEA2 1.60E-01 
4.58E-

01 
2.82E-

01 
2.74E-

01 
8.92E-

01 
6.11E-

01 
7.43E-

01 
7.35E-

01 
1.04E-

03 
2.71E-

03 
1.76E-

03 
1.72E-

03 

ZDT2 

MOSFP 
5.018E-

03 
5.65E-

03 
5.27E-

03 
5.28E-

03 
2.75E-

02 
9.95E-

02 
5.62E-

02 
5.41E-

02 

3.41E-
05 

 

3.60E-
05 

 

3.49E-
05 

 

3.49E-
05 

 

OMOPSO 4.93E-03 
5.32E-

03 
5.13E-

03 
5.14E-

03 
2.45E-

02 
8.30E-

02 
5.53E-

02 
5.56E-

02 

3.43E-
05 

 

3.56E-
05 

 

3.48E-
05 

 

3.47E-
05 

 

NSGA-II 3.46E-01 1.457 
6.32E-

01 
5.88E-

01 
6.38E-

01 
1.011 

8.33E-
01 

8.32E-
01 

1.54E-
03 

9.44E-
03 

3.10E-
03 

2.75E-
03 

SPEA2 5.21E-01 1.775 1.107 1.051 
8.14E-

01 
1.0162 

9.38E-
01 

9.51E-
01 

2.50E-
03 

 

1.16E-
02 

 

6.34E-
03 

 

5.31E-
03 

 
ZDT3 

MOSFP 3.37E-03 
5.28E-

03 
4.13E-

03 
4.11E-

03 
6.99E-

01 
7.02E-

01 
7.01E-

01 
7.01E-

01 

2.78E-
05 

3.08E-
05 

2.91E-
05 

2.91E-
05 

OMOPSO 3.54E-03 
5.25E-

03 
4.18E-

03 
4.06E-

03 
6.99E-

01 
7.01E-

01 
7.00E-

01 
7.00E-

01 

2.74E-
05 

3.04E-
05 

2.86E-
05 

2.86E-
05 

NSGA-II 1.51E-01 
3.36E-

01 
2.10E-

01 
2.01E-

01 
7.82E-

01 
9.39E-

01 
8.63E-

01 
8.62E-

01 

3.96E-
04 

1.40E-
03 

8.73E-
04 

8.87E-
04 

SPEA2 1.91E-01 
6.06E-

01 
2.92E-

01 
2.86E-

01 
7.88E-

01 
9.37E-

01 
8.64E-

01 
8.62E-

01 

7.43E-
04 

1.98E-
03 

1.30E-
03 

1.31E-
03 

ZDT6 

MOSFP 5.32E-03 
6.53E-

03 
5.90E-

03 
5.91E-

03 
1.33E-

01 
1.81E-
01 

1.55E-
01 

1.55E-
01 3.21E- 3.35E- 3.27E- 3.27E-
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05 05 05 05 

OMOPSO 4.73E-03 
9.00E-
03 

5.59E-
03 

5.42E-
03 

5.59E-
02 

2.53E-
01 

1.13E-
01 

1.08E-
01 

3.09E-
05 

3.41E-
05 

3.19E-
05 

3.17E-
05 

NSGA-II 2.34E-02 
3.53E-

02 
2.71E-

02 
2.65E-
02 

6.04E-
02 

1.36 
7.41E-

01 
9.53E-
01 

4.67E-
05 

1.37E-
03 

2.03E-
04 

1.60E-
04 

SPEA2 1.85E-02 
3.84E-

01 
6.98E-

02 
6.09E-

02 
9.03E-

01 
1.436 1.332 1.345 

1.99E-
04 

2.29E-
04 

2.04E-
04 

2.03E-04 

 

  

  
Figure 5.4: ZDT2 Pareto fronts achieved by all the algorithms 
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Figure 5.5: ZDT3 Pareto fronts achieved by all the algorithms 

  

  
Figure 5.6: ZDT6 Pareto fronts achieved by all the algorithms 

B) WFG Test Suites: 
 

Table 5.5: Comparison of results between OMOPSO, NSGA-II, SPEA2, and our 
algorithm (denoted by MOSFP) in term of IGD, Spread, Epsilon and for WFG 

problems 

 Epsilon Spread IGD 

 Best Worst Aver. Med. Best Worst Aver. Med. Best Worst Aver. Med. 

WFG1 

MOSFP 
8.59E-

01 
1.199 1.092 1.094 8.01E-01 1.057 9.31E-01 9.31E-01 2.72E-03 4.93E-03 4.33E-03 4.37E-03 

OMOPSO 
7.68E-

02 
1.022 1.61E-01 1.45E-01 7.41E-01 1.238 8.42E-01 8.33E-01 3.04E-05 3.49E-03 1.05E-04 4.81E-05 

(0.8234,-
0.4594)

(3.95E-04, 
0.9835)

(0.8519, -
0.7715)

(0.08322, 
0.6719)
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NSGA-II 1.441 2.020 1.740 1.746 8.63E-01 1.030 9.37E-01 9.33E-01 3.93E-03 6.17E-03 5.06E-03 5.07E-03 

SPEA2 1.562 2.227 1.923 1.922 8.08E-01 1.266 1.080 1.070 4.46E-03 7.02E-03 5.77E-03 5.73E-03 

WFG2 

MOSFP 
1.14E-

02 
1.92E-

02 
1.42E-02 1.39E-02 7.57E-01 7.96E-01 7.77E-01 7.74E-01 5.07E-05 7.37E-05 5.91E-05 5.90E-05 

OMOPSO 
7.48E-

03 
1.04E-

02 
9.01E-03 8.94E-03 7.56E-01 7.59E-01 7.57E-01 7.57E-01 3.81E-05 4.22E-05 4.01E-05 4.00E-05 

NSGA-II 
1.59E-

02 
8.15E-

01 
4.83E-01 7.99E-01 7.86E-01 1.006 8.59E-01 8.50E-01 6.21E-05 1.77E-03 1.06E-03 1.73E-03 

SPEA2 
1.64E-

02 
8.18E-

01 
5.03E-01 8.01E-01 8.01E-01 1.076 9.27E-01 9.22E-01 6.85E-05 1.77E-03 1.11E-03 1.73E-03 

WFG3 

MOSFP 
1.55E-

02 
1.81E-

02 
1.81E-02 1.66E-02 2.40E-02 6.63E-02 4.22E-02 4.29E-02 4.48E-05 4.81E-05 4.62E-05 4.61E-05 

OMOPSO 
1.39E-

02 
1.51E-

02 
1.43E-02 1.43E-02 1.54E-02 4.85E-02 2.95E-02 2.89E-02 4.37E-05 4.64E-05 4.49E-05 4.5E-05 

NSGA-II 
3.37E-

02 
7.05E-

02 
4.60E-02 4.43E-02 2.62E-01 4.10E-01 3.44E-01 3.44E-01 7.06E-05 1.35E-04 8.55E-05 8.34E-05 

SPEA2 
2.74E-

02 
1.12E-

01 
4.87E-02 4.44E-02 1.70E-01 3.09E-01 2.16E-01 2.16E-01 5.99E-05 1.32E-04 8.58E-05 8.60E-05 

WFG4 

MOSFP 
2.87E-

02 
1.91E-

01 
4.71E-02 4.16E-02 3.10E-01 4.38E-01 3.72E-01 3.74E-01 1.13E-04 1.55E-04 1.25E-04 1.24E-04 

OMOPSO 
1.25E-

02 
4.47E-

02 
1.90E-02 1.52E-02 9.02E-02 2.43E-01 1.38E-01 1.27E-01 8.13E-05 1.14E-04 8.86E-05 8.51E-05 

NSGA-II 
6.26E-

02 
1.55E-

01 
1.09E-01 1.10E-01 4.55E-01 6.69E-01 5.56E-01 5.53E-01 2.90E-04 4.30E-04 3.60E-04 3.54E-04 

SPEA2 
3.01E-

02 
4.17E-1 1.04E-1 7.02E-2 2.46E-01 3.51E-01 3.00E-01 3.02E-01 1.01E-04 1.74E-04 1.16E-04 1.14E-04 

WFG5 

MOSFP 
4.99E-

02 
6.52E-

02 
5.61E-02 5.59E-02 9.78E-02 1.76E-01 1.40E-01 1.40E-01 2.66E-04 4.24E-04 3.00E-04 2.95E-04 

OMOPSO 
4.93E-

02 
9.35E-

02 
5.73E-02 5.71E-02 9.05E-02 3.47E-01 1.19E-01 1.18E-01 2.57E-04 6.84E-04 3.05E-04 2.95E-04 

NSGA-II 
5.30E-

02 
1.33E-

01 
1.04E-01 1.04E-01 3.15E-01 4.55E-01 3.88E-01 3.85E-01 3.14E-04 1.15E-03 8.11E-04 8.26E-04 

SPEA2 
9.73E-

02 
1.50E-

01 
1.19E-01 1.17E-01 2.29E-01 3.34E-01 2.82E-01 2.81E-01 7.32E-04 1.30E-03 9.75E-04 947E-04 

WFG6 
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MOSFP 
1.55E-

02 
2.08E-

02 
1.70E-02 1.69E-02 8.58E-02 1.52E-01 1.20E-01 1.22E-01 4.98E-05 5.46E-05 5.21E-05 5.21E-05 

OMOPSO 
1.29E-

02 
1.45E-

02 
1.36E-02 1.36E-02 7.70E-02 1.42E-01 1.05E-01 1.06E-01 4.71E-05 5.16E-05 4.90E-05 4.88E-05 

NSGA-II 
3.49E-

02 
1.30E-

01 
6.10E-02 5.75E-02 3.19E-01 5.17E-01 3.92E-01 3.86E-01 7.59E-05 5.32E-04 1.64E-04 1.45E-04 

SPEA2 
3.41E-

02 
2.13E-

01 
8.74E-02 7.79E-02 2.52E-01 6.56E-01 3.61E-01 3.44E-01 7.17E-05 4.08E-04 1.76E-04 1.67E-04 

WFG7 

MOSFP 
1.47E-

02 
1.89E-

02 
1.57E-02 1.56E-02 9.38E-02 1.44E-01 1.20E-01 1.20E-01 4.94E-05 5.38E-05 5.14E-05 5.14E-05 

OMOPSO 
1.29E-

02 
1.45E-

02 
1.36E-02 1.36E-02 8.68E-02 1.38E-01 1.10E-01 1.09E-01 4.71E-05 5.10E-05 4.93E-05 4.93E-05 

NSGA-II 
2.98E-

02 
7.71E-

02 
4.23E-02 3.98E-02 3.13E-01 4.48E-01 3.82E-01 3.79E-01 6.75E-05 8.45E-05 7.47E-05 7.42E-05 

SPEA2 
2.85E-

02 
3.34E-

01 
8.82E-02 7.23E-02 2.41E-01 4.41E-01 2.92E-01 2.89E-01 6.00E-05 3.34E-04 7.35E-05 6.85E-05 

WFG8 

MOSFP 
3.05E-

01 
4.82E-

01 
3.66E-01 3.66E-01 6.30E-01 1.071 7.54E-01 7.34E-01 1.73E-03 2.18E-03 2.02E-03 2.02E-03 

OMOPSO 
5.31E-

02 
4.89E-

01 
3.78E-01 4.87E-01 4.05E-01 7.83E-01 5.06E-01 4.89E-01 2.33E-04 2.11E-03 1.79E-03 2.08E-03 

NSGA-II 
1.94E-

01 
7.27E-

01 
4.62E-01 4.97E-01 6.60E-01 9.34E-01 7.95E-01 7.94E-01 1.10E-03 2.61E-03 2.26E-03 2.37E-03 

SPEA2 
3.99E-

01 
8.15E-

01 
6.14E-01 6.00E-01 6.45E-01 9.09E-01 7.67E-01 7.58E-01 2.04E-03 2.68E-03 2.44E-03 2.46E-03 

WFG9 

MOSFP 
3.59E-

02 
1.05E-

01 
9.26E-02 9.28E-02 1.37E-01 2.27E-01 1.84E-01 1.83E-01 8.15E-05 9.25E-05 8.69E-05 8.70E-05 

OMOPSO 
1.53E-

02 
8.35E-

02 
7.58E-02 7.81E-02 6.31E-02 1.20E-01 9.51E-02 9.56E-02 5.32E-05 5.77E-05 5.50E-05 5.50E-05 

NSGA-II 
8.76E-

02 
1.76E-

01 
1.09E-01 1.04E-01 3.05E-01 4.39E-01 3.63E-01 3.65E-01 8.17E-05 1.19E-04 9.87E-05 9.81E-05 

SPEA2 
8.86E-

02 
2.44E-

01 
1.30E-01 1.21E-01 2.29E-01 3.25E-01 2.86E-01 2.86E-01 7.76E-05 1.54E-04 9.38E-05 9.32E-05 

In this experiment, the OMOPSO has the best overall performance among all of 

the algorithms. However, the proposed MOSFP outperformed the OMOPSO, SPEA2, 

and NSGA-II algorithms in solving WFG8 and WFG5 test functions in terms 
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of measurement and the best average of IGD for WFG5 function. Overall, based on 

the prior Figures of WFG functions, the proposed MOSFP demonstrates a high ability 

in obtaining the optimal extreme superior points of the true Pareto front, i.e., (2, 0) and 

(0, 4) for WFG test functions. The proposed MOSFP obtained a close approximation of 

extreme superior points to the optimal point of the true Pareto front in solving WFG9, 

WFG7, WFG6, WFG5, WFG4, WFG3, and WFG2 test functions. For WFG8 function, 

all of the algorithms obtained inaccurate approximation of extreme superior points of 

true Pareto front. However, both the MOSFP and OMOPSO algorithms exhibit a better 

spread than SPEA2 and NSGA-II when their Pareto front is distributed into three parts 

when compared to SPEA2 and NSGA-II that are distributed into two parts. The same 

can also be observed in WFG1 test function when OMOPSO and MOSFP are more 

spread than SPEA2 and NSGA-II. 

  

  
Figure 5.7: WFG1 Pareto fronts achieved by all the algorithms 
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Figure 5.8: WFG2 Pareto fronts achieved by all the algorithms 

  

  

Figure 5.9: WFG3 Pareto fronts achieved by all the algorithms 
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Figure 5.10: WFG4 Pareto fronts achieved by all the algorithms 

 

  

  

Figure 5.11: WFG5 Pareto fronts achieved by all the algorithms 
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Figure 5.12: WFG6 Pareto fronts achieved by all the algorithms 

 

  

  

Figure 5.13: WFG7 Pareto fronts achieved by all the algorithms 
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Figure 5.14: WFG8 Pareto fronts achieved by all the algorithms 

  

  

Figure 5.15: WFG9 Pareto fronts achieved by all the algorithms 
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namely Epsilon, Inverted Generational Distance and Spread. For each algorithm, the 

maximum generation for each benchmark function is set to 5000. The experimental test 

is repeated 100 times for each objective to ensure the quality of the results. 

Overall, our algorithm (denoted by MOSFP) outperformed both SPEA2 and 

NSGA-II algorithms in all benchmark function suites.  Furthermore, MOSFP algorithm 

attained a good approximation and a high amount of points related to the true Pareto 

front of all test suites. Additionally, MOSFP outperformed OMOPSO in solving the 

WFG5 problems, and achieved better solution sets than OMOPSO for true Pareto front 

of both WFG8 and ZDT3. The high-quality performance and efficiency of MOSFP was 

reflected on the metrics of IGD and ∈  of WFG5, and ∈  of both WFG8 and ZDT3. 

This proves that the MOSFP has a better convergence than OMOPSO approach to 

discover the search space domain. Particularly, MOSFP has a high-quality performance 

in solving test suites that include more than two objective functions such as WFG8 and 

WFG 5 and the very complex disconnected benchmark functions such as ZDT3. 

Based on that, MOSFP algorithm has the potential in solving the problems that 

need an algorithm with a good convergence such as coverage issue in WSN. Finding the 

optimal coverage in WSN requires determining the optimal distribution of sensor nodes 

on topology area estimated by kilometers or hectares (Bara’a, 2015). Furthermore, 

MOSFP has the ability more than other algorithms in solving the real problems with 

more than two objective functions such as finding the optimal task allocation of 

stationary gas turbine (Buche, 2002), finding the optimal length and spacing of Yagi–

Uda antenna design (Venkatarayalu, 2003), solving engineering applications (Chase, 

2009) finding the optimal Quality of Services (QoS) of wireless, mobile and 

telecommunication networks ((Bara’a, 2015); (Ibdah, 2017); (Hamdan, 2015)) and 

finding the optimal products distribution through oil pipeline networks (Garcia, 2004). 
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5.7 Chapter Summary 

Chapter 5 could be summarized in following points: 

1. Multi-Objective Optimization (MOO) manages the tradeoffs between a set of 

conflicting objective functions that consists of maximization problems and 

minimization problems. Based on this management, the optimal solution can be 

determined.  

2. Examples of Multi-Objective Optimization Problems (MOOPs) are Walking-Fish-

Group (WFG) test suites and Zitzler-Deb-Thiele (ZDT) test suites. WFG and ZDT 

suites are the mostly used benchmark functions to test the performance of Multi-

Objective Optimization Algorithms (MOOAs). These suites consist of minimization 

and maximization objective functions. The mathematical formulations of these 

suites are summarized in Appendix A.  

3. Based on the MOO concept, many SOOAs have been extended to solve MOO 

problems. For examples, PSO algorithm is extended to various approaches such as 

OMOPSO, and GA is extended to NSGA-II. 

4. SSO algorithm is Single Objective Optimization (SOO) heuristic-based algorithm 

that inspired by sperm motility to fertilize the egg. Based on the results in Chapter 

4, this algorithm is suitable to solve various types of SOO problems, but requires 

enhancement to deal with MOO problems. 

5. This chapter proposes a MOO version of SSO algorithm based on crowding, 

mutation operations, and archive operation. Crowding operator is used to enhance 

the spreading and distribution of non-dominated solutions along the Pareto front, 

while the mutation operation is used to increase the algorithm convergence. 

Moreover, the archive operator is used to increase the speed of the algorithm by 

fixing the size of non-dominance solutions. 
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6. The proposed algorithm is evaluated in two ways; qualitative and quantitative tests. 

In the qualitative test, the quality of the Pareto front of each algorithm has been 

tested for each algorithm. Figures 5.3 to 5.13 show these Pareto fronts for both ZDT 

and WFG test suites. For the quantitative test, three measurement metrics have been 

adopted such as Inverted Generational Distance, Epsilon, and Spread. Table 5.4 and 

Table 5.5 show these metrics for ZDT and WFG test suites respectively.  

7. The experimental results of the proposed algorithm based on comparisons with 

NSGA-II, OMOPSO, and SPEA2 show that the proposed algorithm has a good 

ability to solve the problems with more than two objective functions such as WFG8 

and WFG 5 and the very complex disconnected benchmark functions such as 

ZDT3. 
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CHAPTER 6: MOSFP METHOD FOR SOLVING WIRELESS SENSOR 

NETWORKS OPTIMIZATION PROBLEMS IN SMART GRID 

APPLICATIONS 

6.1 Introduction 

Wireless Sensor Network (WSN) consist of a large number of sensors embedded 

with various kinds of devices to detect and monitor the physical phenomena such as 

heat, pressure, light, etc. These sensors were first employed in military applications. For 

example, video surveillance in tricky areas such as forests (Akyildiz, 2007). Nowadays, 

a wide variety of short-range communication technologies such as Wi-Fi, ZigBee, etc. 

are developed to support sensor-based devices. These technologies can operate on 

Industrial, Scientific and Medical (ISM) band ((Abu-Sharkh, 2015); (Aguirre, 2016)) 

with various communication ranges. WSN is rapidly gaining popularity for sensing, 

detecting and monitoring in many applications such as industrial infrastructure, 

automation, traffic, health, and various consumer areas (Doudou, 2016).   

 However, sensor nodes in WSN are susceptible to various challenges due to their 

limited communication ranges, limited memory size, and limited power in the battery 

(Singh, 2016). The misuse and mismanagement of these devices will reduce the Quality 

of Service (QoS), and the network lifetime especially in dense networks. As an instance, 

if the packet payload size is increased, the probability of dropping data packet will be 

increased. The retranslation of these packets will require reallocation of the dropped 

packets in the memory and consumes more power of the battery. In addition, this 

procedure will consume more time and increase the network delay. 

To mitigate the effect of these problems and challenges, different Multi-Objective 

Optimization Algorithms (MOOAs) have been used such as algorithms in Section 2.3 of 

Chapter 2. As mentioned in Section 2.5 of Chapter 2, many researchers used various 
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MOOAs to optimize a set of mathematical network models (objective functions) of 

WSN such as network coverage, throughput, network energy consumption. ((Jia, 2009) 

– (Hamdan, 2017)). These network models consist of maximization and minimizations. 

An example of minimization network model is energy consumption while an example 

of the maximization network model is network coverage. These models also include the 

effect of different network parameters such as frequency range, packet payload size, and 

the distance between transmitter and receiver. Furthermore, these models involve the 

parameters of interference such as Packet Error Rate (PER) and depend on the 

interference from different devices that work on the same frequency band. The study of 

these objective functions (mathematical network models) is very important to 

understand the challenges in the network during the implementation phase.   

In prior work, limited attention is given to find the optimum value for some 

parameters in network physical layer such as packet payload size (see Section 2.5 of 

Chapter 2, Table 2.6). The size of packet payload can affect the network objective 

functions such as end-to-end latency, end-to-end delay, network throughput, and energy 

efficiency. These models are very important especially for critical real time WSN 

applications that can be affected by end-to-end delay such as smart grid network, health 

monitoring network and disaster monitoring network, which the data of these networks 

should be received without delay. Therefore, optimization algorithms are very important 

to determine the optimal value of different parameters that affecting network QoS.  

Sensors in smart grid send various information about voltage stability, power quality, 

and power consumption to control centre (power generator). This helps to monitor and 

generate the power in a real-time, control a power outage, monitor the power quality, 

and control power load. The power companies can also use this information to develop 

a real-time pricing. The information of real-time power pricing can guide the consumers 
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in their power consumption by reducing it during peak time (power selling price at the 

highest) ((Fadel, 2015); (Xiong, 2011)). Therefore, this critical information should be 

received with minimum delay. To minimize the latency and delay, the amount of data 

packet that generated by these devices should be optimized to minimize the process of 

packetizing and transmitting the data to the control center. Consequently, the data can 

be received in a real-time manner and reduce the energy consumption in the network.  

In this chapter, four MOOAs namely, Non-Dominated Sorting Genetic Algorithm 

(NSGA-II) (Deb, 2002), Strength Pareto Evolutionary Algorithm 2 (SPEA2) (Eckart, 

2001), Optimized Multi-Objective Particle Swarm Optimization (OMOPSO) (Sierra, 

2005), and our proposed Multi-Objective Optimization Algorithm Based on Sperm 

Fertilization Procedure (MOSFP) are applied. The chapter aims to search optimal value 

of packet payload size that manages and balances the trade-offs between a set of 

objective functions. The optimal value considers four important objective functions, 

including packet throughput, energy efficiency, end-to-end latency and end-to-end 

delay. The inclusion of these objective functions is believed to enhance QoS of a 

communication link in the smart grid network ((Al-Anbagi, 2015); (Brown, 2012)) as 

previous studies only concentrate on minimizing energy consumption and maximizing 

network coverage.  

 This chapter is organized as follows: Section 6.2 presents the quality of services 

models in WSN. A case study is demonstrated in Section 6.3. Section 6.4 describes the 

methodology and experimental setup. The experimental results are presented in Section 

6.5 and discussed in Section 6.6. Section 6.7 summarizes the work in this chapter.  

6.2 The Quality of Services Models of WSN 

Various challenges in WSN have been studied in prior work and lead to the 

development of new enhanced versions of MOOAs (see Section 2.5 of Chapter 2). 
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Some of these works are evaluated in optimizing challenges and problems in WSN, 

while others used the exact MOOAs to optimize a set of objective functions that affect 

network QoS. However, important network metrics such as end-to-end delay, end-to-

end latency, and network throughput have not yet been studied in these works as shown 

in Table 2.3. These metrics are very important to determine the whole QoS of any 

WSN. For instance, if the network end-to-end delay is increased, the probability of 

dropping packets will be increased and tasks of retransmission of these packets will 

consume more energy and time. Therefore, we are going to fill this gap by optimizing 

the network end-to-end delay and other network models using our propose algorithm 

(MOSFP) and other well–known MOOAs such as OMOPSO, SPEA2, and NSGA-II.  

The following subsections describe important objective functions that are used to 

estimate the quality of communication link for WSN. These objective functions are end-

to-end latency, end-to-end delay, energy efficiency, and packet throughput. 

6.2.1 End-to-End Delay Model  

This model estimates the time needed to successfully transfer the data packet from 

source to destination, including, the transition time of packet ( packetT ), backoff time 

( boT ), inter-frame space-time ( IFST ), turnaround time of transceiver’s ( TAT ), and 

acknowledgment of packet receipt time ( ACKT ). The end-to-end delay can be given by 

( lT ) (Liang, 2007): 

                             ,ACKT TATboTIFS T packetT lT ++++=  (6.1) 

packetT  is the transmission time for any data packet to reach the sink node. It can be 

defined as follows: 

                          ,
data

MFRMHRPHY
packet R

L payloadL L T +++
=  (6.2) 
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Where: 

• dataR is the data transmission rate; 

• PHYL is the size of the physical header in byte; 

• MHRL is the size of MAC header in byte; 

• payload  is the size of data in the packet in byte; 

• MFRL is the size of MAC footer in byte. 

Backoff periods should be defined for the sensor that wants to transmit the data 

packet through the medium. This formula can be calculated by determining the 

probability of any node ( sp ) for accessing the network medium in a successful way. 

sp  can be defined as follows:  

                , 
1

)1()1(∑
=

=
=

ba

a
a-

c-PcP s P  (6.3) 

 

Where cp  is the estimation probability of the ideal channel that calculated by any 

sensor at the end of any backoff period while b is the maximum number of backoff 

periods. The probability of the ideal channel ( cp ) can be given by:  

             , 1)1( n--q  cP =  (6.4) 

Where q   is the probability of node to transmit a data packet at any time while n  is the 

number of nodes that operate on the network. The average of backoff periods ( R ) can 

be given as: 

            , 
1

)1()1()1( ∑
=

=
+=

ba

a
a-

c-PcaPbs-P R  (6.5) 

 

) is the total of backoff time, which can be expressed as:boTHence, ( 
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                    . 
1

1 ∑
=

=
++=

t[R]IntegerPara

a
(a)bopT)rt[R](IntegerPaboplPart[R]T Fractiona boT  (6.6) 

is the average backoff period, which can be given as:bopT Where 

     

,
112

boslotT
dataR

amacMinBe
bop(a)

T
−−+

=

 
(6.7) 

 

Where: 

• macMinBE  is the initial value of backoff; 

• boslotT is the backoff time at one slot duration. For Zigbee/ IEEE 802.15.4 one slot 

duration is equal to the duration of twenty symbols. 

6.2.2 End-to-End Latency Model 

Mainly, the output of any node in WSN is an analog signal. The node digitizes the 

data and stores it in the buffer (main memory). These data will be packetized as a form 

of data packets and transmitted periodically. Figure (6.1) summarizes the sampling 

cycle and transmitting cycle of any node in WSN (Liang, 2007).  

Sampling Transmitting

TlTsam

Te
 

Figure 6.1: Sampling and transmitting cycle of a sensor node (Liang, 2007) 

End-to-end latency (Te) is the amount of time between the data packet is produced at 

the node and received by the destination node defined as follows (Liang, 2007): 

            , l T samTTe +=  (6.8) 
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Where Tsam is a sampling time to measure the amount of time needed by any sensor for 

sampling a signal until the number of samples reaches a certain size. lT is the end-to-

end delay.  Te is a dependent model that depends on the parameters of end-to-end delay 

model. The end-to-end delay will play a significant role in determining Te model. The 

sampling time of Zigbee/IEEE 802.15.4 standard can be calculated as follows: 

          ,
ate Sampling r

payload samT =  (6.9) 

6.2.3 Energy Efficiency Model  

Energy efficiency (η ) model an important metric in estimating various types of 

networks especially for the network powered by battery such as WSN. This metric is 

affected by two parameters namely, PER and packet payload length. This metric should 

be maximized to increase the network QoS and can be calculated as in Equation (6.10) 

(Hamdan, 2015): 

          ),1(
))((

PER
sE

MACLMHRLhpayloadcE
payloadcE

−⋅
+++⋅

⋅
=η  (6.10) 

 

Where  

• cE is the energy consumption during the process of communication; 

• sE is the energy consumption in start-up mode; 

• payload  is the size of data in the packet in byte; 
• )( MACMHR LLh +  is the packet header length contributed by the summation of PHYL and

MHRL . PHYL is the size of physical header in byte while MHRL is the size of MAC 
header in byte; 

• PER  is the Packet Error Rate. 
 

6.2.4 Network Throughput Model 

Network throughput (utput) is an important network model to measure the rate of 

successful data packets that are transferred over the communication medium. The QoS 
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of the network can be determined by measuring this model, which if the utput increases , 

the whole QoS of the network will be increased. utput is affected by two parameters such 

as packet payload length and PER. The utput can be expressed as follows (Hamdan, 

2015): 

        ,)1(

flow
tput T

PERpayloadu −⋅
=  (6.11) 

Where  

• Tflow is the transmission latency; 
• payload  is the packet payload size; 
• PER is the packet error rate and can be calculated as in equation (6.12) (Ganhão, 

2013):  

   , )1(1 )( bitsinpacketofLengthBERPER −−−−−−=  (6.12) 

Where BER is the bit error rate. 

6.3 Case Study of Smart Grid Network 

In this chapter, smart grid (Kabalci, 2016) is considered as a case study. The smart 

grid is a modern generation electricity grid (Kabalci, 2016) and compatible with 

different systems. This allows information to spread in the areas of adaptive control, 

wireless communication, embedded sensing, and pervasive computing, to significantly 

improve the sustainability, security, stability, and performance of the electrical grid. The 

smart grid has a hierarchical communication infrastructure, which provides three 

fundamental functionalities, including, monitoring for control, sensing, and 

transmitting. The first two functionalities are carried out by various types of embedded 

sensor nodes and smart meters to detect and monitor the status of the various parts of 

the grid in a real-time manner. The smart grid is developed to support two-way links of 

packet transmission between the embedded sensors and the control centers (Joshi, 

2016). The control instructions can be transmitted from/to the embedded sensors, 

gateways, or smart meters fixed in various areas to support stable and reliable access to 
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grid components. Also, guarantees the efficient and high-performance operations of the 

smart grid. The infrastructure of the smart grid consists of three parts. These parts are 

different in their size and location in which, form a hierarchical communication 

infrastructure (Keyhani, 2016). These parts are described as follows:  

• Home Area Network (HAN): This part of smart grid operates based on a local area 

wireless network or short-range communication protocols (e.g., ZigBee). HANs 

supports real-time data transmission of a power load control, dynamic pricing, and 

smart meter by connecting various types of devices with actuators, in-home display, 

sensors, and smart meter. Short-range technologies are suitable for HANs because 

of low power consumption, low installation cost, high performance of control, and 

flexibility. An example of this technology is ZigBee and suitable for HANs due to 

its high interoperability ((Niyato, 2012); (Sethi, 2017)). The important part of HAN 

is the HAN gateway to send data to an external entity such as Data Aggregator Unit 

(DAU). The main aim of DAU is to aggregate the data of smart meters. Moreover, it 

is used to retransmit these data to control center. The HAN gateway can be 

standalone within various devices of home (e.g. in-home display, programmable 

thermostat, etc.)  or alternatively integrated with a HAN smart meter. 

• Neighbourhood Area Network (NAN): The NAN plays a significant role in 

connecting a set of Home Area Networks (HANs) together and connecting HANs 

with the control center. The aim of HAN gateway is to send the data of smart meters 

from HANs to Data Aggregation Unit (DAU) through NAN. The HAN gateway and 

DAU communicate with each other through wireless technologies such as 801.11s, 

WiMAX, RF mesh, 4G, 3G, and LTE. DAU can take a role of NAN gateway in 

transferring the collected data to Meter Data Management System (MDMS). MDMS 

represents a control center that gathers meter data, process the collected data of 

power consumption, store a copy of these data, and generate a report about the 
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power generation, and manage the place of power distribution and transmission 

((Niyato, 2012); (Cacciapuoti, 2016)). NAN is depicted in Figure 6.2 (b). 

• Wide Area Network (WAN): The WAN connects the remote systems together in 

the grid. Examples of these systems are MDMS, Synchronous Optical Network 

(SONET), and Advanced Metering Infrastructure (AMI). These systems collect the 

data from smart meters. The Wide-Area Measurement System (WAMS) in WAN 

manages the process of both aggregating data and transmitting data for power load 

measurement and for control purposes. The WAN supports a backhaul connection 

among customer premises, distributed subsystems, public utility, and the power 

generators. The backhaul can support various technologies (e.g., broadband wireless 

network or cellular access network) to send the smart meters’ data from a NAN to 

the DAU and then from DAU to MDMS at control center. The WAN has a powerful 

gateway, which supports WiMAX, 4G, 3G, and satellite to collect the required data 

((Niyato, 2012); (Jiang, 2016)). 

Table 6.1: Summary of the smart grid characteristics based on hierarchical 
communications infrastructure ((Shandilya, 2016); (Yu, 2011)) 

Cognitive area 
networks 

Wide Area 
Network (WAN) 

Neighborhood 
Area Network 
(NAN) 

Home Area Network 
(HAN) 

Network topology Centralized Centralized Centralized/decentralized 
Spectrum band Licensed band Licensed band Unlicensed band 
Favorable network 
protocol 

WiMax, 3GPP, 
RF Mesh, and 
satellite 

801.11s, RF mesh 
WiMax, 3G, 4G 
and LTE 

IEEE 802.15.4 

Network users Spectrum broker, 
NGWs 

HGWs, NGW Smart 
sensors/meters/actuators, 
HGW 

Featured strategy Optimal 
spectrum leasing 

Hybrid dynamic 
spectrum access 

Cross-layer spectrum 
sharing 

Application Demand 
Resource and 
load management 

Advanced 
metering 
infrastructure, 
demand resource, 
and load 
management 

Advanced metering 
infrastructure, demand 
resource, etc 

Key techniques Join spectrum 
management 

Spectrum 
handoff, guard 

Power coordination, 
access control 
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channel 
 

    The described hierarchical communications infrastructures (HAN, NAN, and WAN) 

are used with smart grid to increase the network stability and performance. However, 

smart grid faces a challenge of increasing the number of smart appliances and smart 

meters (Shandilya, 2016). This leads to the increase of network end-to-end delay 

especially in the crowded cities. For this reason, in this chapter, we are going to 

optimize the network delay of WSN by minimizing the delay to increase the network 

QoS. This infrastructure of smart grid can be summarized in Figure 6.2 (a) (Yu, 2011). 

The characteristics of the smart grid are outlined in Table (6.1) ((Yu, 2011); (Ahmad, 

2016)). Based on Table 6.1, HAN is the only part of the smart grid that uses short range 

communication protocols such as ZigBee/ IEEE 802.15.4. The characteristics of IEEE 

802.15.4 can be summarized in the following subsections.  

6.3.1 IEEE 802.15.4 Protocol 

IEEE 802.15.4/ZigBee standard is a modern protocol for wireless communication 

and its characteristics make it suitable for smart grid network. Examples of these 

characteristics are low power consumption, cheap price, good data rate and low 

complexity. Furthermore, this protocol can support Carrier Sense Multiple Access 

(CSMA) to manage the communication between nodes without any collision. Various 

frequency bands are supported by this protocol (Ahmad, 2016). These bands have 

different data rate, frequency ranges, and number of channels ((Nobre, 2015); (Dinh, 

2016)) as summarized in Table 6.2 (Yassein, 2016). In this work, the frequency band of 

2.4 GHz is chosen because it can operate on a higher data rate up to 250 kbps, supports 

16 channels for transition and permitted in Asia ((Dinh, 2016); (Yassein, 2016)).  

Univ
ers

ity
 of

 M
ala

ya



122 

IEEE 802.15.4/ZigBee supports various network topologies such as cluster tree, 

mesh, and star topologies (Wang, 2016). Table 6.3 summarizes the data frame structure 

of IEEE 802.15.4/ZigBee. This data frame consists of four parts, including, 

acknowledgment frame, MAC command frame, beacon frame and data frame. From 

Table 6.3, IEEE 802.15.4/ZigBee can support a MAC packet size up to 127 bytes. 

Based on that, the packet payload size that is supported by IEEE ZigBee/802.15.4 can  

reach up to 114 bytes (Hamdan. 2015). 

Table 6.2: A set of radio frequency bands along with their characteristics that 
supported by IEEE 802.15.4/ZigBee standard (Yassein, 2016) 

Frequency 
bands 

Area Data rate 
(kbps) 

Frequency range 
(MHz) 

Number(s) of 
channel 

915 MHz Australia, 
America 

40 902-928 10  
channels 

2.4 GHz Asia, 
Worldwide 

250 2405-2480 16  
channels 

868 MHz Europe 20 868.3 1 channel 
 

Table 6.3: Data frame structure of The IEEE 802.15.4 (Hamdan, 2015) 

    
 
 

MAC sublayer 

2  
bytes 

1 byte 0-20 
bytes 

Variable 2 bytes 

   Frame 
control 

Sequence 
number 

Address 
fields 

Data 
payload 

Frame check 
sequence 

    MAC Header MAC 
Service 

Data Unit 

MAC Footer 

PHY 
layer 

Sync 
Header 

PHY 
Header 

PHY Service Data Unit (PSDU) 

   5 bytes 1 byte ≤127 bytes 
 

6.4 Methodology and Experimental Setup 

This section focuses on the HAN part of the smart grid. HAN consists of various 

sensor nodes and operates using IEEE 802.15.4/ZigBee protocol. These sensors are 

embedded in various home appliances operated on MicaZ platform (Martinez-Sandoval, 
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2014). The characteristics of MicaZ platform are outlined in Table 6.4 (Datasheet. 

2006). 

 
Figure 6.2: Hierarchical communications infrastructure of smart grid. The figure is 

obtained from (Yu, 2011) 
 
MicaZ platform is suitable for smart grid because it operates on ISM frequency band 

(license-free band), consumes low power through its operation, and can cover up to 30 

meters of buildings or homes areas. However, MicaZ is operated on batteries, thus, has 

a limited energy resource. Therefore, usage of these devices should be managed 

properly to extend the battery power and the sensor lifetime. In addition, the number of 

smart meters affects the network, which if the number of smart meters in HANs 

increases, the network delay will be increased especially in the crowded cities. This 

(b)

(a)

HAN cognitive gateway
(HGW)

HAN cognitive gateway
(HGW)

NAN cognitive gateway
(NGW)

with 
Data aggregator

unit (DAU)

Base station
Control center

Base station

Home area network
(HAN)

Neighborhood area network
(NAN)

Wide area network
(WAN)

User

Distribution

HAN

Transmission

NANWAN

Power generation 

Control center

Power generator

NAN cognitive gateway
(NGW)

with 
Data aggregator

unit (DAU)
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leads to the increase of dropped packets. Therefore, retransmitting the dropped packets 

will consume more time and power. Based on these limitations, in this chapter, four 

algorithms such as MOSFP, NSGA-II, OMOPSO, and SPEA2 are used to minimize 

end-to-end latency and end-to-end delay. The same algorithms are also used to 

maximize network throughput and network energy efficiency. 

Table 6.4: Characteristics of MicaZ platform (Datasheet. 2006) 

Features Value Remarks 
Frequency band 2.4 GHz band License free band (ISM 

band) 
Data rate 250 kbps - 
EEPROM 4K bytes - 
Operating system TinyOS Open-source 
Battery 2X AA batteries Attached pack 
Energy consumption in startup 
mode 

8 mA - 

Energy consumption in 
communication mode 

19.7 mA - 

User Interface 3 LEDs Red, green and yellow 
Range 75 m to 100 m 1/2 wave dipole 

antenna 

In this chapter, the smart home in HAN consists of four sensors are proposed. 

All of them are embedded in four appliances such as smart controller of air conditioner 

and light, smart refrigerator, smart TV, and smart washing machine. These sensors 

communicate with a smart home gateway using the star topology. This gateway is 

embedded and integrated with the smart meter in one device. This network can be 

summarized in Figure 6.3. The values of energy consumption for these sensors in start-

up mode and in communication mode are equal to 8 mA and 19.7 mA respectively 

(Datasheet, 2006). The sampling rate of 802.15.4/ZigBee can be varied from 0 to 250 

Hz (Bhuiyan, 2017). This can satisfy the requirements of new electricity grid (the smart 

grid). Normally, these sensors have a BER value, which equal to 0.0004 (Saadon, 

2013). By knowing these values and the other values such as the IEEE 802.15.4 

physical and MAC headers, the objective functions (equations from 6.1 to 6.12) can be 
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measured. This research is focused on maximizing both packet throughput and network 

energy efficiency and also minimizing both the end-to-end latency and network end-to-

end delay by changing the parameter of packet payload size. The parameter of packet 

payload size is very important to measure as it plays a significant role in determining 

the optimal value of the previous mentioned objective functions. As an instance, if the 

parameter of packet payload size increases, the energy efficiency will be decreased and 

also the network end-to-end delay will be increased. 

Light and air 
conditioner controller

LED smart TV Smart washing 
machine

Smart Refrigerator

HAN gateway 
integrated with HAN 

smart meter

Wireless communications using 
ZigBee

 
Figure 6.3: The proposed network of Home Area Network (HAN) 

For the experiment, Java version of JMetal 4.5 tool is compiled in NetBeans IDE 

8.0.2. The experiment is conducted on Intel dual-core CPU-T3200, 3 GB RAM and 

Windows 7 operation system. The parameters for the optimization algorithms used in 

this chapter are summarized in Table 6.4. These settings and parameters are assigned as 

in ((Hamdan, 2015); (Hamdan, 2017)). For modeling part, the settings and parameters 

are summarized in Table 6.5. The procedure of minimizing the network end-to-end 

latency and network end-to-end delay as well as maximizing the network energy 

efficiency and the packet throughput are summarized for each algorithm in Figures 6.4 

to 6.5. 
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The procedure of OMOPSO begins by initializing the packet payload size that 

changes in the range of 0 to 114 bytes depends on the IEEE 802.15.4/ZigBee data frame 

as summarized in Figure 6.4. The OMOPSO archives the leaders and perform crowding 

operation on the elected leaders. If the number of leaders is greater than the determined 

size, the algorithm keeps the best leaders and eliminates the others. This process 

involves the execution of the velocity update rule on each particle in the population. 

Hence, the algorithm performs the mutation operation. Furthermore, the OMOPSO 

evaluates the objective functions (equations from 6.1 to 6.12) by using each member in 

the population to maximize both network throughput and energy efficiency and to 

minimize both end-to-end latency and network end-to-end delay. Now, the algorithm 

compares the new fitness value of each individual with its old fitness value. The new 

fitness of the individual will be kept if it is better than old one. Then, OMOPSO updates 

the leaders of the new population followed by archiving and crowding operators on the 

leaders. Finally, the number of iterations will be checked. If the maximum number 

generations (the value of 250 generations as in Table 6.5) is reached, the procedure will 

terminate, else, the procedure will repeat the past steps. 

Figure 6.5 illustrates the procedure of NSGA-II algorithm. NSGA-II begins by 

initializing the packet payload size. The upper limit and lower limit of this parameter 

are 114 bytes and 0 byte respectively based on the IEEE 802.15.4/ZigBee data frame. 

Depends on the first generation of this parameter, the procedure evaluates the objective 

functions (equations from 6.1 to 6.12), which maximizes both energy efficiency and 

network throughput, and also minimizes both the end-to-end latency and network end-

to-end delay. Moreover, the procedure ranks the population based on values of non-

dominated solutions. Then, it performs a set of operations namely, selection, crossover, 

and mutation operations to generate child population (new population). Based on the 

results of the prior steps, the procedure uses the child population to evaluate the same 
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equations (objective functions). Therefore, the procedure combines the old population 

with the child population. Later, the NSGA-II ranks the combined population from the 

best to the worst results. At the end of the procedure, the number of iterations will be 

checked, which if the number of iterations is reached the maximum generations (the 

value of 250 generations as in Table 6.5), the procedure will terminate, else, the 

procedure will repeat the past steps. 

Begin: initialize swarm and  leaders

-Evaluate objective functions:

1- Minimize  both  network end to 
end delay and end to end latency 

2-  Maximize both network energy 
efficiency and packet throughput 

g<gmax

NO

Yes

Send leaders to  ϵ  archive Crowd leaders Select leader Update velocity for each 
particle 

Mutation

Is current fitness value better 
than pbest? 

Keep previous pbest

Assign current fitness as new pbest

Update leaders

Pareto front archive Crowd leaders 

NO

Yes

Report final population 
and stop

 
Figure 6.4: Procedure of OMOPSO algorithm in maximizing both energy efficiency 
and network throughput, and also in minimizing both the end-to-end latency and 

network end-to-end delay of HAN 
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Begin: initialize population (size M)

-Evaluate objective functions:

1- Minimize  both the network 
end to end delay and end to 

end latency

2-  Maximize  both network 
energy efficiency and packet 

throughput 

Rank population “sort”

Binary tournament selection 

Crossover 

Mutation

-Evaluate objective functions:

1- Minimize  both the network end to 
end delay and end to end latency

2-  Maximize  both network energy 
efficiency and packet throughput 

         Child population created  

Combine parent and child populations, 
rank population Select M individuals 

Elitism 

Stopping 
criteria 
met?

Report final 
population and stop

NOYes

 
Figure 6.5: Procedure of NSGA-II algorithm in maximizing both energy efficiency 
and network throughput, and also in minimizing both the end-to-end latency and 

network end-to-end delay of HAN 
 

Begin: initialize population (P)

-Compute fitness of individual 
in P and A

1- Minimize  both  network end 
to end delay and end to end 

latency 

2-  Maximize both network 
energy efficiency and packet 

throughput Selection

Mating pool

Mutation

Create external archive A

Stopping 
criteria met?

Report final population 
and stop

NO

Yes

Crossover 
New generation 

 

capacity of 

A≤ allowable 
size 

Yes

Remove individuals from A by truncation 
operator 

NO

 
Figure 6.6: Procedure of SPEA2 algorithm in maximizing both energy efficiency 

and network throughput, and also in minimizing both the end-to-end latency and 
network end-to-end delay of HAN 

Procedure of SPEA2 as in Figure 6.6 can be summarized as follows. SPEA2 

begins by initializing the packet payload size within 0 to 114 bytes depending on the 
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IEEE 802.15.4 data frame. The first population is used to maximize both the energy 

efficiency and network throughput and also minimize both the end-to-end latency and 

network end-to-end delay. Then, SPEA2 performs the selection operation on the 

generated fitness values. After the selection iteration, the SPEA2 generates the mating 

pool. This pool represents the population that both the crossover and mutation 

operations are applied to them in order to produce a new population. At the end of the 

procedure, the number of iterations will be checked, which if the number of iterations is 

reached the maximum generations (the value of 250 generations as in Table 6.5), the 

procedure will terminate, else, the procedure will repeat the past steps. 

Begin: initialize 
population (size N) 

-Evaluate objective functions:

1- Minimize  both the network end 
to end delay and end to end 

latency

2-  Maximize both network energy 
efficiency and packet throughput 

Stopping 
criteria met?

NO

Yes

Archive the winners Crowd the winners using 
crowding operation

Select winner from the 
sperm swarm 

Update sperms positions 
using the predefined sperm 

velocity update rule 

Is current fitness value better 
than personal sperm current 

best solution? 

Keep previous personal sperm current 
best solution

Assign current fitness as new personal 
sperm current best solution

Update Set of Winners 
(SoW)

Archive winnersCrowd the SoW using 
crowding operation

NO

Yes

Report final population 
and stop

 Initialize winners 

Mutation:

performs uniform mutation 
mutation on the first part,

non-uniform mutation on 
the second part and

does not apply any 
mutation on the third part 

of the swarm

  

Figure 6.7: Procedure of MOSFP algorithm in maximizing both energy efficiency 
and network throughput, and also in minimizing both the end-to-end latency and 

network end-to-end delay of HAN 

Similar to SPEA2, NSGA-II, and OMOPSO, MOSFP algorithm begins by 

initializing the parameter of packet payload size (see Figure (6.7)). The upper limit and 

lower limit of this parameter are 114 bytes and 0 byte respectively based on the IEEE 

802.15.4/ZigBee data frame (see Table 6.3). Then, MOSFP archives the required 
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number of winners and crowds those winners based on crowding operation. At this 

stage, the algorithm checks the size of the winners. If the size of the winners is greater 

than the defined maximum size of winners, the algorithm eliminates the worst winners 

and keeps the best winners. This process involves applying the velocity update rule on 

each sperm in the population. Furthermore, MOSFP performs different types of 

mutation operations (e.g. unifrom and non-uniform mutations) on the population to 

prepare it for evaluation stage. In the evaluation stage, the procedure uses the population 

to maximize both the packet throughput and energy efficiency and to minimize both the 

end-to-end latency and the end-to-end delay of the network. MOSFP changes the fitness 

value of each sperm in the population just if the new fitness value of the sperm is better 

than the old one. Hence, the procedure updates the set of winners. Then, MOSFP 

performs both of archiving and crowding operators on the winners. Finally, the number 

of iterations will be checked. If the number of iterations is reached the maximum 

generations (the value of 250 generations as in Table 6.5), the procedure will terminate, 

else, the procedure will repeat the past steps. 

Table 6.5: Parameters of the algorithms 
Parameters MOSFP OMOPSO NSGA-II SPEA2 

Population size 20 20 20 20 
Archive size (winner) 20 20 (Elite) 20 20 
Mating pool size - - - 20 
Maximum 
generation 250 250 250 250 

Crossover 
probability - - 0.9 0.9 

Mutation 
probability 1/d where d is the variable code size 

 
Table 6.6: Simulation parameters 

No. Parameter Values 
0 Time of interframe space (Tifs) 192 µs 

1 Transceiver’s transmitting to receiving turnaround time 
(TTA) 

192 µs 

2 The duration of one backoff slot (Tboslot) 320 µs 
3 Use of ACKs N0 
4 PHY header (LPHY) 6 bytes 
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5 MAC header (LMHR) 11 bytes 
6 MAC footer (LMFR) 2 bytes 

7 The default minimum value of backoff exponent 
(macMinBE) 

3 

8 The default maximum value of backoff exponent 
(aMaxBE) 

5 

9 Number of sensors (n)  5 
10 Transceiver’s raw data rate (Rdata ) 250 kbps 
11 The energy consumption in startup mode (Es) 8 mA 
12 Energy consumption through the communication (Ec) 19.7 mA 
13 Sampling rate 250 Hz 
14 Bit Error Rate (BER) 0.0004 

6.5 Experimentation and Results 

The experimental results are analyzed in two ways. First, the outcomes from 

each method for the four objective functions based on ten-time runs are analyzed using 

Tukey’s test (one-way ANOVA). In this test, the mean difference between the methods 

is significant if the (p-value) is smaller than 0.05. 

Second, Pareto front sets from the four algorithms are analyzed for the four 

objective functions. The Pareto front is used to illustrate the trade-offs between a set of 

objective functions (optimization functions), which helps to know the optimal value of 

packet payload size that manages trade-offs between the proposed objective functions.  

6.5.1 Comparisons Between the Four Algorithms Using Statistical Analysis 

Table (6.7) summarized the objective functions namely, end-to-end latency, end-

to-end delay, packet throughput, and energy efficiency for ten time runs for each 

method. The statistical analysis using Tukey’s test (one–way ANOVA) outlined in 

Table (6.8) shows that our method (MOSFP) significantly outperforms SPEA2 in 

which, MOSFP substantially decreases the end-to-end latency (-2.718, p=0.001) and 

end-to-end delay (-0.265, p=<0.001), and increases the packet throughput (0.394, 

p=<0.001) and energy efficiency (0.116, p=0.001) compared to SPEA2. These mean 

differences also show that MOSFP outperforms SPEA2 by 41%, 24%, 99%, 41% in 

term of end-to-end latency, end-to-end delay, packet throughput, and energy efficiency 
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respectively.  However, no significant mean variance is observed between MOSFP and 

the other algorithms i.e. NSGA-II and OMOPSO for all the objective functions. This 

indicates that MOSFP outperforms NSGA-II and OMOPSO with a small mean variance 

between them in the range of 3% to 9%.  

This subsection highlights another important aspect of the analysis i.e. the 

consistency of the method to perform between runs. An algorithm with a small standard 

deviation of the objective function will be considered as a more stable algorithm. From 

the experiments, SPEA2 has resulted in a more consistent performance for three 

objective functions between ten time runs among the algorithms. The standard 

deviations of SPEA2 are approximately 7%, 23%, and 3% much smaller compared to 

others for end-to-end delay, packet throughput, energy efficiency. In end-to-end latency, 

MOSFP has shown a more consistent efficiency and performance when its standard 

deviations are 3%, 4%, and 8% much smaller than NSGA-II, OMOPSO, and SPEA2.  

Table 6.7: Comparison between SPEA2, MOSFP, OMOPSO and NSGA-II for four 
objective functions. The highlighted background with bold font represents the best 

average for the respective objective function        
 

 

 

 

 

 

 
 

 

 

Objective 
 Functions Algorithms Mean Std.  

Dev. 
Std.  

Error 

95% Confidence Interval 
for Mean Min Max Lower 

Bound 
Upper 
Bound 

Energy  
Efficiency 
  

SPEA2 0.285 0.181 0.013 0.260 0.310 0.096 0.602 
MOSFP 0.401 0.185 0.013 0.375 0.427 0.096 0.602 
OMOPSO 0.392 0.188 0.013 0.366 0.418 0.096 0.602 
NSGA-II 0.387 0.186 0.013 0.361 0.413 0.096 0.602 

Packet 
 Throughput 
  

SPEA2 0.398 0.828 0.059 0.282 0.513 0.010 3.161 
MOSFP 0.791 1.074 0.076 0.642 0.941 0.010 3.154 
OMOPSO 0.776 1.079 0.076 0.626 0.926 0.010 3.154 
NSGA-II 0.725 1.054 0.075 0.578 0.872 0.010 3.158 

End-to-End  
Delay 

SPEA2 1.105 0.422 0.030 1.047 1.164 0.240 1.493 
MOSFP 0.840 0.454 0.032 0.777 0.903 0.240 1.492 
OMOPSO 0.858 0.459 0.032 0.794 0.922 0.240 1.492 
NSGA-II 0.874 0.453 0.032 0.811 0.937 0.240 1.493 

End-to-End  
Latency 
  

SPEA2 6.597 4.927 0.348 5.910 7.284 0.279 15.579 
MOSFP 3.880 4.539 0.321 3.247 4.513 0.279 15.533 
OMOPSO 4.137 4.741 0.335 3.476 4.798 0.279 15.535 
NSGA-II 4.185 4.673 0.330 3.534 4.837 0.279 15.601 
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Table 6.8: Analysis of one-way ANOVA (Tukey's test) between SPEA2, MOSFP, 
OMOPSO and NSGA-II for four objective functions 

 
Overall, our algorithm (MOSFP) obtained the best average of all the objective 

functions while OMOPSO in the second followed by NSGA-II and SPEA2 respectively. 

In term of performance consistency, results of SPEA2 have shown a more consistent 

efficiency and performance in end-to-end latency.   

6.5.2 Analysis of Pareto-Optimal Set of the Four Algorithms 

As introduced in Chapter 1, the MOOPs are a set of conflict objective functions that 

consist of maximization and minimization objective functions (Dreżewski, 2017). The 

concept of Pareto optimality is emerged in 1906 by Vilfredo Pareto as an idea to 

manage the trade-offs between these objective functions (Engelbrecht, 2006). This 

concept mainly based on the Pareto front set that is used to balance the objective 

functions. Two concepts are defined based on Pareto front:  

 
a) The Marginal concept of optimality: this concept aims to define the optimal value of 

a set of conflicting objective functions based on the intersection point. The 

intersection point between a set of  maximization and minimization objective 

functions is considered as the optimal value (Bortolotti, 1999). An example of the 

intersection between two objective functions is illustrated in Figure (6.8) (Massiani, 

2013). 

Objective  
Functions 

Algorithm 
(I) 

Algorithm 
(J) 

Mean 
Difference  

(I-J) 

Std.  
Error p-value 

95% Confidence Interval 
Lower  
Bound 

Upper  
Bound 

Energy 
Efficiency 
  

MOSFP SPEA2 0.116 0.018 <0.001* 0.068 0.163 

 
OMOPSO 0.009 0.018 0.965 -0.039 0.056 

  NSGA-II 0.013 0.018 0.888 -0.034 0.061 
Packet 
Throughput 
  

MOSFP SPEA2 0.394 0.101 <0.001* 0.133 0.655 

 
OMOPSO 0.015 0.101 0.999 -0.246 0.276 

  NSGA-II 0.066 0.101 0.916 -0.195 0.327 
End-to-End 
Delay 

MOSFP SPEA2 -0.265 0.045 <0.001* -0.380 -0.150 

 
OMOPSO -0.018 0.045 0.977 -0.133 0.097 

 
NSGA-II -0.034 0.045 0.872 -0.149 0.081 

End-to-End 
Latency 
  

MOSFP SPEA2 -2.718 0.472 <0.001* -3.933 -1.502 

 
OMOPSO -0.257 0.472 0.948 -1.473 0.958 

  NSGA-II -0.306 0.472 0.917 -1.521 0.910 
*The mean difference is significant at the 0.05 level. 
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Figure 6.8: The optimum value based on the intersection between two objective 

functions (Massiani, 2013) 

b) The knee point: this point is on the curve of Pareto front and the most preferred 

solution. This point can be defined by determining the greatest reflex angle that 

bends of the front from its lift side to its right side or vice-versa. Figure (6.9) 

illustrates the knee point concept (Deb, 2011). Point B is the knee point, which 

makes the greatest reflex angle between the A point on the left side of the Pareto 

front curve and the C point on the right side of the Pareto front curve. 

 
Figure 6.9: The knee point concept (Deb, 2011) 

 

Samples of optimization of the four objective functions are depicted in Figure 

(6.10) to (6.13). This sample represents the results of minimizing both end-to-end 

latency and end-to-end delay and also maximizing packet throughput and energy 

efficiency using four algorithms. These algorithms are MOSFP, SPEA2, NSGA-II, and 

OMOPSO. From the results, the value of end-to-end delay decreases slightly and the 

value of end-to-end latency decreases sharply until the value of packet payload size 

reaches 45 bytes. Then, both of them stabilize under 2 when the packet payload size is 

beyond 45 bytes.  The energy efficiency increases slightly until the value of packet 

payload size reaches 45 bytes and stabilizes above the 0.5 when the packet payload size 
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increases more than 45 bytes. The packet throughput increases slightly until the value of 

packet payload size reaches 45 bytes and increases dramatically until the value of 

packet payload size reaches 114 bytes. In these figures, the optimum points are 

illustrated by different colors (i.e. yellow, blue, red and green), which are the 

intersection points of all the objective functions. These points are created when the 

packet payload size equal to 45 bytes. 

 
Figure 6.10: Maximizing both energy efficiency and network throughput and also 

minimizing both end-to-end delay and end-to-end latency based packet payload size that 
is achieved by MOSFP algorithms 

 
Figure 6.11: Maximizing both energy efficiency and network throughput and also 

minimizing both end-to-end delay and end-to-end latency based packet payload size that 
is achieved by SPEA2 algorithms 
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Figure 6.12: Maximizing both energy efficiency and network throughput and also 

minimizing both end-to-end delay and end-to-end latency based packet payload size that 
is achieved by NSGA-II algorithms 

 
Figure 6.13: Maximizing both energy efficiency and network throughput and also 

minimizing both end-to-end delay and end-to-end latency based packet payload size that 
is achieved by OMOPSO algorithms 

 

The Pareto fronts obtained from all the MOOAs at the end of 250 generations are 

depicted in Figure (6.14). The end-to-end delay, end-to-end latency, network throughput 

and energy efficiency are denoted by f1,  f2,  f3, and f4  respectively. Both OMOPSO and 

MOSFP generate 19 non-dominated solutions related to Pareto front while both SPEA2 

and NSGA-II generate 18 non-dominated solutions for the same objective functions. 

This demonstrates that MOSFP has a good performance, which obtained 19 values 

compared to NSGA-II and SPEA2.  
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Figure 6.14: Pareto optimal front for end-to-end delay and end-to-end latency (f1 
and f2) Vs. network throughput (f3) Vs. energy efficiency (f4) based on the solutions of 

all the algorithms 

Additionally, MOSFP algorithm has the best distribution and spread of solutions related 

to the true Pareto front. This followed by the solution of OMOPSO, NSGA-II, and 

SPEA2 respectively as presented in Figure (6.14). Based on Figure (6.14), the solution 
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spread of both NSGA-II and SPEA2 is weak, which both of them shrink the solutions in 

one area of the Pareto Front. As illustrated in Figure (6.14), when the network 

throughput increases, it required more packet payload size. This leads to more latency 

and delay. The black point on the Pareto front curve represents the knee point. This 

point represents the optimal point that manages the trade-offs between the objective 

functions. As explained previously, the optimal point is created when the packet 

payload size equal to 45 bytes.  

6.6 Chapter Discussion 

Network modelling is a multi-step procedure to simulate the network challenges 

and problems in a form of mathematical formulas (objective functions). The network 

planner and researchers use these models to predict the QoS of the network before the 

implementation phase. By determining the optimal values of these models, the 

efficiency and stability of communication link between sender and receiver will be 

guaranteed.  

From the prior works in the literature review, most researchers focused on studying 

issues related to wireless networks in different topology sizes. Some of them proposed 

new optimization algorithms and test them based on various network models, while the 

others study different techniques to increase the network lifetime such as selection 

technique and task allocation technique. The previous works studied coverage and its 

impact on the network lifetime. They noted that network lifetime increases when the 

probability of node coverage increased, also if the task execution time of network nodes 

decreases, the network lifetime will be increased. However, optimizing network end-to-

end delay and end-to-end latency are not studied in previous works. Optimizing these 

metrics are very important especially for critical network applications such as smart grid 

network, electrocardiogram and heart pulse monitoring network, and disaster 

monitoring network. These applications consider the network delay at the top of 
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priorities. Network delay is affected by parameters such as packet size, which consists 

of the packet header, packet payload size, and packet footer.   

Complex computational algorithms have been used to solve and find the optimal 

value of different kind of real-life problems. However, some of these algorithms such as 

OMOPSO, NSGA-II, and SPEA2 found it challenging to solve different kinds of 

objective functions. Examples of these functions are complex objective functions such 

as, Zitzler-Deb-Thiele 3 (ZDT3) and functions that contain more than two objective 

functions, such as Walking-Fish-Group 5 and 8 (WFG5 and WFG8). MOSFP has a 

higher efficiency and the ability to provide an optimal solution for these types of 

functions as presented in Chapter 5. This is because MOSFP has a higher convergence 

and spread of the results than OMOPSO, NSGA-II, and SPEA2 while solving these 

problems. Smart grid is chosen as a case study to demonstrate the ability of our 

algorithm in solving real-life problems. Also, the smart grid has problems that can be 

represented in objective functions similar as objective functions that MOSFP has a 

higher efficiency and the ability to provide an optimal solution for them. Examples of 

these objective functions are end-to-end delay and end-to-end latency, which the latency 

is affected by the results of end-to-end delay. 

 Our proposed algorithm (denoted by MOSFP) along with three well-known 

optimization algorithms such as OMOPSO, NSGA-II, and SPEA2 have been used to 

optimize a set of network models related to smart grid problems. These models are 

network end-to-end delay, end-to-end latency, network throughput, and energy 

efficiency. Packet payload size plays a significant role in determining the results of 

these models. Packet payload size affects QoS of WSN especially in a dense network. If 

the network delay increases, the probability of dropped packets will be increased. 

Hence, retransmitting the dropped packets will consume more energy and time. 
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The statistical analysis of Tukey's test (one-way ANOVA) between the algorithms 

is conducted. The statistical analysis demonstrates that our algorithm (MOSFP) 

significantly outperformed SPEA2 algorithm in optimizing the objective functions 

while no significant mean difference is noted between MOSFP and both NSGA-II and 

OMOPSO. However, MOSFP outperformed SPEA2, NSGA-II, and OMOPSO by 51%, 

6%, and 3% respectively. In addition, MOSFP obtained the best average value of energy 

efficiency objective function compared to other algorithms. Energy efficiency is very 

important to increase the lifetime of the network. In the test of analyzing the Pareto 

front, the results showed that MOSFP outperformed other algorithms. MOSFP has a 

good distribution, approximation, and spread of the true Pareto front of the proposed 

objective functions. This is very clear with the Pareto front that is generated by MOSFP 

(see Figure (6.14)), which obtained on good results with a good spread and distribution 

of the solutions rather than, SPEA2 and NSGA-II. The results obtained from four 

optimization algorithms and the knee points of all the Pareto front samples show that if 

the packet payload size increase, the network delay, and latency will be increased and 

both energy efficiency and network throughput will be decreased. Our findings show 

that 45 bytes are the optimal value of packet payload size that satisfies the trade-offs 

between all the objective functions. This is based on the knee point and the intersection 

point of all the objective functions. 

6.7 Chapter Summary 

1. This chapter study problems and challenges in smart grid especially in HAN.  

2. HANs contains sensors embedded in home appliances. These sensors operate via 

short-range communications using batteries. 

3. The misuse of these sensors will lead to rapid death of sensor nodes and reduce 

the lifetime of the network.  

Univ
ers

ity
 of

 M
ala

ya



141 

4. Theoretical analysis has been used in this chapter to mitigate the problem, which 

three well-known algorithms along with our algorithm (MOSFP) have been used 

to optimize four objective functions related to QoS of any WSN. These models 

are end-to-end latency, end-to-end delay, energy efficiency, and network 

throughput. 

5. The parameter of packet payload size is used to minimize both end-to-end 

latency, end-to-end delay, and to maximize both energy efficiency, and network 

throughput. 

6.  The statistical analysis using Tukey's test (one-way ANOVA) summarizes that 

our method (MOSFP) has a significant mean difference with SPEA2. MOSFP 

outperformed SPEA2 in optimizing the objective functions while no significant 

mean difference is observed between MOSFP and both OMOPSO and NSGA-II. 

However, the overall performance of MOSFP outperformed SPEA2, NSGA-II, 

and OMOPSO by 51%, 6% and 3% respectively. 

7. In the test of analyzing the Pareto front, the results showed that MOSFP 

outperformed other algorithms, which obtained on 19 non-dominated solutions 

with a good spread and distribution of these solutions rather than, OMOPSO, 

SPEA2, and NSGA-II. 

8. Overall, the intersection point and the knee point of all the Pareto-optimal sets for 

all the algorithms showed that the optimal value of packet payload size that 

manages the trade-offs between objective functions is equal to 45 bytes. 
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CHAPTER 7: CONCLUSIONS  

We conclude this thesis by revisiting the objectives outlined in Chapter 1. Then, the 

work done to achieve the objectives are summarized. The contributions, limitations and 

future work for this work are also highlighted.  This chapter is organized into three 

sections. Section 7.1 revisits of the objectives of this work. Section 7.2 highlights the 

contribution of this work and finally Section 7.3 provides future direction for this work.  

7.1 Revisiting the Research objectives  

Problems of optimization algorithms have been addressed and investigated in this 

thesis. Five research objectives were outlined in Section (1.4). We revisit these 

objectives and highlight how the workflow of the research met the objectives.  

The first objective was to review the most used single objective optimization 

algorithms and their multi objective optimization versions in IEEE Xplore and ISI Web 

of Science databases. A thematic taxonomy along with limitations of prior single 

objective optimization algorithms such as Particle Swarm Optimization (PSO), 

Accelerated Particle Swarm Optimization (APSO), Genetic Algorithm (GA), and 

Parallel Genetic Algorithm (PGA) have been devised to achieve the objective of 

proposing a new Single Objective Optimization Algorithm (SOOA). Sperm Swarm 

Optimization (SSO) algorithm has been proposed to achieve the second objective. SSO 

addresses the convergence issue in previous SOOAs. To test its capability, the proposed 

SSO was applied to optimize a set of benchmark functions such as Sphere, Rosenbrock, 

Rastrigin, 2n Minima, EGGCrate, and Sum Squares functions to achieve the third 

objective. The results obtained from SSO were compared with the results of PSO, 

APSO, GA, and PGA. Two metrics were proposed for further comparison namely, 

quality of results and convergence metrics. The quality of results of SOOA can be 

determined by comparing between the obtained result of SOOA and the well-known 
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optimal result of an optimization problem (Bianchi, 2009). Convergence is the ability of 

the algorithm to converge toward optimal result with a determined number of 

generations ((Ping, 2013), (Pant, 2008)).  The results indicate that SSO able to be used 

as alternative methods. The proposed SSO algorithm outperformed PSO, APSO, GA, 

and PGA in providing the best average in solving Sphere, Rosenbrock, 2n Minima, and 

Sum Squares functions. 

The fourth objective was to extend the SSO algorithm to Multi-Objective 

Optimization Algorithm (MOOA). The proposed algorithm, named as Multi-Objective 

Optimization Algorithm Based on Sperm Fertilization Procedure (MOSFP) has been 

tested on WFG and ZDT benchmark test suites. Its results were compared with the 

results of three well-known optimization algorithms namely, Non-dominated Sorting 

Genetic Algorithm (NSGA-II), Optimized Multi-Objective Particle Swarm 

Optimization (OMOPSO), and Strength Pareto Evolutionary Algorithm 2 (SPEA2). To 

achieve this, three standard metrics were utilized, i.e. Epsilon, Inverted Generational 

Distance and Spread. For each algorithm, the maximum generation for each benchmark 

function is set to 5000. The test for each objective is repeated 100 times to ensure the 

quality of the results. The proposed MOSFP outperformed both SPEA2 and NSGA-II 

algorithms in solving all benchmark function suites. MOSFP outperformed OMOPSO 

in solving the Walking-Fish-Group 5 (WFG5) problems and achieved better solution 

sets than OMOPSO for the true Pareto front of both Walking-Fish-Group 8 (WFG8) and 

Zitzler-Deb-Thiele 3 (ZDT3). The high-quality performance and efficiency of MOSFP 

were reflected on the metrics of IGD and ∈  of WFG5, and ∈  of both WFG8 and 

ZDT3. This indicates that the MOSFP has a better convergence than OMOPSO to 

discover the search space domain. 

Univ
ers

ity
 of

 M
ala

ya



144 

The final objective was to optimize a set of WSN network problems. A set of 

mathematical objective functions have been defined to represent WSN problems. The 

proposed algorithm was used to minimize both network end-to-end delay and end-to-

end latency and also to maximize both network throughput, and energy efficiency. 

Quantitative and qualitative tests were conducted and the results of the proposed 

algorithm were compared with the results of other three well-known algorithms such as 

NSGA-II, SPEA2, and OMOPSO. Overall, in the quantitative test, MOSFP obtained the 

best average value of optimizing the aforementioned objective functions compared to 

the other three algorithms. Furthermore, the conducted Tukey's test (one-way ANOVA) 

signified that our MOSFP has a significant mean difference with SPEA2, which 

outperformed SPEA2 in optimizing the proposed objective functions while no 

significant mean difference is observed between MOSFP and both OMOPSO and 

NSGA-II. However, the overall performance of MOSFP outperformed SPEA2, NSGA-

II, and OMOPSO by 51%, 6% and 3% respectively. In addition, the qualitative test of 

analyzing the Pareto front showed that MOSFP outperformed the other algorithms, 

which obtained on 19 non-dominated solutions with a good spread and distribution of 

these solutions rather than OMOPSO, SPEA2, and NSGA-II.  

7.2 Contribution of this Work 

The contributions of this research to the body of knowledge are summarized in the 

following points:   

• Sperm Swarm Optimization (SSO) Algorithm: SSO is a biological nature-

inspired algorithm proposed to solve single objective optimization problems. 

The algorithm is based on the fertilization procedure of female reproductive 

system. The SSO replicates the sperm movement of going forward in groups 

from a low temperature zone called Cervix toward the high temperature zone 
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called Fallopian tubes. A comparison between SSO and other well-known 

algorithms is summarized in Table 7.1. 

• Multi-Objective Optimization Algorithm Based on Sperm Fertilization 

Procedure (MOSFP): MOSFP is proposed as an extended version of SSO to 

solve the Multi-Objective Optimization Problems (MOOPs). MOSFP  

operates based on dominance, crowding factor, archive method, and mutation 

operations to provide an optimal solution for MOOPs. The comparison 

between MOSFP and other well-known algorithms is summarized in Table 

7.1. 

Table 7.1: Comparisons between metaheuristic methods  
Comparison 

Criteria 
GA, NSGA-II, and 

SPEA2 
PSO and OMOPSO Proposed SSO and 

MOSFP 
Type of procedure Discrete procedures Continuous procedures Continuous procedures 
Type of a metaphor Darwinian’s theory of 

evolution applied to 
biology, which simulates 
the construction of 
chromosome and its 
evolution. 

Social interaction, which 
simulates the movement of birds 
flock while searching for food. 

Natural fertilization 
procedure, which 
simulates the motility of 
sperm swarm through the 
fertilization procedure. 

Solutions need 
ranking and 
selection 

Solutions will be ranked 
through the evaluations. 
Selection operator will 
filter out the 
population. Roulette wheel 
selection is an example of 
selection operator in GA. 

Solutions will not be ranked 
through the evaluations. There is 
no selection operation. 

Solutions will not be 
ranked through the 
evaluations. There is no 
selection operation. 

Use crossover 
operation 

Use different types of 
crossover operations such 
as Simulated Binary 
Crossover (SBX) 

Do not use crossover operations Do not use crossover 
operations 

Use mutation 
operation  

Use different types of 
mutation such as 
polynomial mutation. 

OMOPSO uses different types of 
mutations such as uniform 
mutation and non-uniform 
mutation. 

MOSFP divides the 
swarm into three equal 
parts, after that, performs 
uniform mutation on the 
first part and non-uniform 
mutation on the second 
part, and also it does not 
apply any mutation on the 
third part of the swarm. 

Influence of 
population size or 
swarm size on 
solution time 

Exponential  Linear Linear  

Population affected 
by best solution  

Deal with each individual 
independently. 

Use the solution of swarm leader 
(best solution) to add it for other 
individual solutions. 

Use the best solution (the 
value of winner) as a 
reference value for other 
members in the swarm to 
adjust their velocities 

Average fitness 
value cannot get 
worse 

Average fitness will not be 
worse because the 
individual will be ranked 
from the best to the worse. 

Average fitness will not be worse 
because the velocity of the leader 
of the swarm (best solution) will 
be added to all other velocities in 

Average fitness will not 
be worse because all 
members in the swarm 
will use the velocity of a 
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The best individuals will 
be reserved for next step 
while the worst will be 
eliminated. 

the swarm. winner (optimal solution) 
as a reference value.   

Convergence  Less than PSO, OMOPSO, 
SSO, and MOSFP. 

More than GA, NSGA-II, and 
SPEA2. 

More than GA, PSO, 
NSGA-II, OMOPSO, and 
SPEA2. 

Ability to find good 
solution and 
approximation 
related to the Pareto 
front 

NSGA-II finds good 
solution and approximation 
related to the Pareto front 
more than SPEA2. 

OMOPSO finds good solution 
and approximation related to the 
Pareto front more than SPEA2 
and NSGA-II 

MOSFP finds good 
solution and 
approximation related to 
the Pareto front more than 
OMOPSO, SPEA2 and 
NSGA-II 

 

• Optimize WSN problems: Problems in WSN have been mathematically modeled 

to evaluate the QoS of WSN. These models are network end-to-end delay, end-to-

end latency, network throughput, and energy efficiency. The models were optimized 

using our proposed MOSFP algorithm with other three well-known algorithms such 

as NSGA-II, SPEA2, and OMOPSO. The experimental results indicate that the 

optimal packet payload size that manages and balances the trade-offs between these 

objective functions is equal to 45 bytes. Based on that, the real implementation of 

sensor nodes in smart grid can be configured to packetize this amount of data 

packets to achieve optimal network QoS of power consumption, network delay and 

network latency.  

7.3 Future Work 

A huge amount of efforts and time go into the stage of study. However, a single 

Ph.D. is honestly never enough to cover all the issues and aspects of any type of 

research topics. In the following, we highlight the possible future work and directions to 

extend this research. 

• First, the objective functions employed in this work may have their 

limitations. Other variables that exist during real implementation may affect 

the outcome of the studies. Therefore, the value of the payload size resulting 
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from this experiment should be tested in the real environment in the future to 

ensure the reliability of the proposed algorithm.  

• Second, the convergence of the algorithm is one of the main aspects that 

attracts researchers to improve the existing optimization algorithms or to 

propose a new algorithm based on new idea as we done in this work. 

Therefore, in future, we will explore the hybridization between our 

algorithms (SSO) with another optimization algorithm such as (GA). Also, 

we will use it to optimize problems related to data aggregation ((Mahdi, 

2016 a); (Mahdi, 2016b)) in WSN. Hopefully, this will further increase the 

algorithm convergence.  

• Third, we will extend the scope of this research by parallelizing the MOSFP 

algorithm with another algorithm such as NSGA-II to address the issue of 

synchronization and a synchronization optimization process.  

• Finally, MOSFP will be tested in other important applications such as 

industrial applications. These applications face problems and require 

solutions in less efforts at short time. The future works can be summarized in 

the following figure.   

Part#1: To hybridize between SSO and GA, which may 
help to increase the algorithm convergence

Part#2: To investigate the concept of parallel 
processing between SSO and MOSFP and the 

evolutionary algorithms such as GA and NSGA-II

Part#3: To use the proposed algorithms in Part#2 in 
optimizing some problems related to industrial 

applications.  

Figure 7.1: Objectives of future works 
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