CHAPTER TWO

REVIEW OF RELATED LITERATURE

2.0
Introduction

To set this study in its proper framework, it is necessary to examine fundamental concepts related to the study of language choice, use and attitude. This is to enable a better understanding of the approaches used in the study of language choice and use. It is also essential to review research directly relevant to the development of the sociolinguistic and social psychological approaches in language choice emphasising studies conducted in multilingual settings. 

This study is sociolinguistic in nature. In sociolinguistics, sociolinguists attempt to explain why people speak differently in different social contexts. They also attempt to identify the social functions of language and the way language is used to convey social meaning. Sociolinguistics, therefore, in a broad sense, can be defined as the study of the relationship between language and society. This study, being a sociolinguistic inquiry examines language choice and use within the speech community of legal professionals. 

2.1 
Fundamental Concepts

Before reviewing the literature and the approaches to the study of language choice and use, it is necessary to define some concepts often involved in studies of this nature. 

2.1.1 Speech Community

In the literature of sociolinguistics, the term ‘speech community’ is a recurrent one. For ‘functional’ sociolinguistics, the speech community is the basis of analysis. Fishman (1971:28) defines the speech community as “one all of whose members share at least a single speech variety and the norms for its appropriate use”. Hymes (1972:54) definition is very similar, “a speech community is defined as a community sharing rules for the conduct and interpretation of speech, and rules for the interpretation of at least one linguistic variety”. For Gumperz (1972:16), a speech community is regarded as a situation where “speakers who share knowledge of the communicative constraints and options governing a significant number of social situations, can be said to be members of the same speech community”.

All of these definitions centre on a common point: a shared knowledge of the norms of language use by a group of speakers. Among other researchers who have used the term speech community to mean more or less the same thing, it is worth mentioning Holmes (2001), Milroy (1980), Romaine (1989), and Saville-Troike (1982). Fasold (1984:44) introduces the term ‘diglossic community’ to refer to “a social unit which shares the same High (H) and Low (L) varieties” (also refer to Section 2.1.3). While his definition takes into account varieties (or codes) of unequal status, it needs to be broadened to refer also to the sharing of the appropriate rules of use of the H and L varieties by that social unit. 

For purposes of this study, the speech community being investigated are legal professionals in the Klang Valley. This community constitutes a single speech community or social group in the sense that all members have mastery of the same two languages, i.e. BM and English, and, in addition are perceived to know the rules of their alternate use.

2.1.2 Bilingualism 

Since the legal professionals studied have mastery of both BM and English, the notion of bilingualism is an important one to define. The popular view of bilingualism stems from the definitions proposed by Haugen (1956) and by Weinreich (1968). The former defines bilingualism as ‘the knowledge of two languages’, and the latter as ‘the practice of alternately using two languages’. Within these definitions, the problem is that bilinguals differ widely both in their knowledge and their use of the two languages. Beaten Beardsmore (1982), who recognises this problem establishes a minimalist standpoint which defines the onset of bilingualism, different degrees and types of bilingual ability, and a maximalist standpoint which equates bilingualism with “equal native-like mastery of two or more languages”. So defined, the concept of bilingualism remains a relative one. As noted by Fantini (1986), “it constitutes a continuum rather than an absolute phenomenon and persons may have varying degrees of skills or abilities in the two languages involved”. 

In addition to the disagreement that still exists with regards to what constitutes a bilingual, the issue of the conditions under which the two languages, BM and English, are used within the legal domain is yet to be adequately addressed and is therefore relevant as an area of study.

2.1.3  Diglossia

The term ‘diglossia’ is used to explain the relationship between two or more varieties of the same language which are used in a community in different functions. The two varieties are characterized as H(igh) and L(ow). 

Examples of Diglossia 

Greece (pre-1975) : 
Katharevousa (H) 

Dhimotiki (L)

Switzerland
: 
High German (H) 

Swiss German (L)

Haiti
: 
French (H) 


Haitian Creole (L)

Egypt
: 
Classical Arabic (H) 

Colloquial Arabic (L)

Ferguson (1959) studied language choice as it is made in response to the functions of languages. He termed this ‘diglossia’. The formal variety of a language is termed H (high), and the vernacular or popular variety of the language is termed L (low). Later, Ferguson (1964) called H  the ‘superposed’ variety, meaning that “the variety in question is not the primary, ‘native’ variety for the speakers in question but may be learned in addition to this”. It is assumed that language users make their language choices based on their cultural knowledge of the respective functions of H and L in their speech community.  

Ferguson also states that the L variety is most often used for informal interactions such as with family and friends, and the more grammatically complex H variety is for formal use such as with speakers of other dialects or on public occasions. He goes on to say that the use of H for religious and literary functions leads to relations showing prestige. From this, we can see the distinction Ferguson made between the H and L varieties. He differentiates the H variety as the standardised one, compared to the L variety which is usually not a written language. Then, Fasold (1984), drawing upon language typologies developed by Ferguson (1966) and Stewart (1968), was able to identify eight functions of languages: official, nationalistic, group, educational, wider communication, international communication, school subject, and religious.

However, it is important to note that Ferguson’s concept of diglossia can only be applied within the framework he specified. His belief is that in bilingual speech communities, the prestige and vernacular varieties of a language exist alongside each other, such as in Morocco where the traditional and international Classic Arabic is spoken alongside Moroccan Arabic. He does not deal with analogous situations, where two distinct (related or unrelated) languages are used side by side throughout a speech community, each with its clearly defined role, such as Spanish and Guaraní in Paraguay. Thus, Ferguson’s notion of diglossia is not fully applicable in multilingual communities (like that found in Malaysia) in its original form, where there is usually a more complex language situation. 

Ferguson’s concept of diglossia also has its drawbacks though this concept has been extended by Fishman (1967) to include linguistic situations where the varieties might be of totally independent languages and where both varieties are of linguistically comparable complexities. However, Fishman’s explanation still fails to capture a linguistic situation where the L variety is not necessarily the one learned at home as a first language (L1) or used for daily purposes. 

Sure (1991) in a study on language attitudes among Kenyan students, found that a language could be both the H and L. This would depend on the situation. On the higher end of the continuum of formality, English was considered the H for formal use, and Kiswahili the L for non-official use. Fasold (1984) calls this phenomenon double overlapping diglossia. Giles and Coupland (1991) also state that in many multilingual communities a simple dichotomy into H and L varieties is insufficient.

As a result, in order to describe the speech community in Malaysia, the notions of ‘polyglossia’ (Platt, 1980) and ‘triglossia’ (Asmah, 1992) have been used. According to Platt, the Malaysian Chinese have a speech repertoire that includes six varieties for use in particular sub-domains. Asmah Omar (ibid.), on the other hand, views the functional differentiation of languages into H (BM), M (English) and L (ethnic languages). Although English is generally a prestige language in Malaysia, sub-varieties ranging from the educated Malaysian English variety to the basilectal Malaysian English have developed to fulfil high and low functions respectively. This study does not aim to examine sociolectal variations in language choice (see Morais, 1998; Nair-Venugopal, 1997).  

2.1.4
Domains of Language Use

People often make language choice decisions based on norms governing appropriate language choice in various domains. A domain is an abstraction which summarizes a sphere of activity for specific participants in specific times, settings and role relationships. The term was popularised by Fishman (1971). Fishman identified five types of domains. They are the family, friendship, religion, employment and education.

Further, the notion of domain is defined as:

A socio-cultural construct abstracted from topics of communication, relationships between communicators, and locales of communication, in accord with the institutions of a society and the spheres of activity of a speech community, in such a way that individual behaviour and social patterns can be distinguished from each other and yet are related to each other. The domain is a higher order summarisation which is arrived at from a detailed study of the face-to-face interactions in which language choice is embedded. 

 (Fishman, 1972:442)

The concept of domain is useful for explaining language choice in situations governed entirely by sociolinguistic norms of communicative appropriateness. Fishman suggests five general situational domains: the family, the neighbourhood, religion, education, and employment. He adds that in bilingual Mexican Americans, Spanish might be used in the context of the family, neighbourhood or religion but English would be used at work or in the classroom. According to Fishman (1972), Spanish and English, fulfil separate social functions in their different domains. 

In the Malaysian multilingual setting, Platt and Weber (1980) were able to categorise nine domains of language use. They examined language choice in face-to-face interactions. The domains identified were the family, friendship, transaction, employment, education, media, government, law, and religion. 

Fishman (1972) also states that the associations of languages with particular domains will make members of a speech community have certain views concerning their languages. This would also result in languages being shown to reflect values and relationships within the speech community (ibid:451). Social meanings associated with the use of languages in their social context are reflected this way. Fishman also believes that linguistic structures, such as, grammatical structures and vocabulary represent situational differentiation of language choice. However, this is not a concern of this present study.

Fishman restricts the application of his notion of domains to speech communities where mastery of a linguistic repertoire is not a limitation. Fishman’s domain analysis deals:

…primarily with ‘within-group (or intra-group) multilingualism’ rather than ‘between-group (or inter-group) multilingualism’, i.e., it focuses upon those multilingual settings in which a single population makes use of two (or more) ‘languages’ or varieties of the ‘same language’ for internal communicative purposes. As a result of this limitation, mastery or control of mother tongue and other tongue (or, more generally, of the various languages or varieties constituting the speech community’s linguistic repertoire) may be ruled out as a crucial variable since the members of many speech networks could communicate with each other quite easily in any of their available codes or sub-codes.

(Fishman, 1972:437)

Since Fishman rules out limitation in language proficiency as a variable, his notion of domains seems to be limited in its applicability in a multilingual setting where language repertoire is a factor in language choice. Nevertheless, the social psychological framework can account for language choices due to personal factors, as discussed in Section 2.2.2.

2.1.5
 Dialects

A dialect is a subordinate variety of a language.  It is a variety of a language that is used by one group of persons and has features of vocabulary, grammar, or pronunciation distinguishing it from other varieties of the same language that are used by other groups. The two main types of dialects are the geographic dialect, spoken by people of the same area or locality, and the social dialect, used by people of the same social class, educational level, or occupational group. Dialects are historically related to a super-ordinate language, but may differ from it on three linguistic levels (phonology, syntax and lexicon). Dialects are also regionally or socially bounded. 

2.2
Approaches in the Study of Language Choice

The process of language choice takes place when the linguistic repertoire shared by the speaker and the interlocutor contains more than one language or code. The decisions of which language or code to use are made after considering the complexities of the speech events. The study of language choice, based on the consideration of these processes, can be methodically classified into two different approaches, the sociolinguistic and the social psychological.

Giles and Coupland (1991) distinguish these two approaches, that is, the sociolinguistic and the social psychological as the ‘language reflects context’ and the ‘language determines context’ approaches respectively. From this, it is clear that the locus of control in language choice is significantly different in each approach. Situational factors influence language choice in the sociolinguistic perspective and in the social psychological perspective; the interlocutor’s motivations often determine language choice. 

2.2.1   The Sociolinguistic Approach

From the sociolinguistic approach, research following the lead of Labov (1966) has focused on one main problem: understanding the association between specific linguistic features, for example, phonological variants, lexical patterns, grammatical contrasts and the social characteristics of the different social groups whose speech contain these features, as well as the contexts in which they occur.

2.2.1.1  Variationists

Labovian sociolinguists are known as ‘variationists’. Their goal is to describe the correlation between linguistic variables in a broad sense, and the social characteristics of the speakers. The Labovian method is based on the principle that in every linguistic community there exist sociolinguistic variables and these variables are units of analysis. A sociolinguistic variable is a linguistic element (phonological, syntactic, or lexical) which co-varies not only with other linguistic elements but also with a number of independent (non-linguistic) variables such as social class, age, sex, ethnic group, as well as with contextual style.

Research inspired by Labov has focussed on the problem of linguistic variation and change. The researcher selects the linguistic features which are subject to variation, selects a particular population, stratifies it according to a set of social parameters, and finally tries to identify the contexts of the occurrence of these variables across a range of speech styles.

The Labovian model deals primarily with the description of linguistic features and their distribution, and characteristics of stratified social groups. It does not address the problems of the norms governing the choice of one variant over another by the same speaker in the same social situation and stylistic context, nor does it address the question of the social consequences of knowing these norms. As Gumperz (1972:209) states, 

Even after the material has been recorded, it is sometimes impossible to evaluate its social significance in the absence of ethnographic knowledge about social norms governing linguistic choice in the situation recorded. 

Gumperz argues that the variants or ‘alternants’ of a linguistic feature employed are only significant only because speakers share a common set of values about the social meanings of these alternants. Without the knowledge of these values, one could not understand the social implications of linguistic behaviour. 

2.2.1.2
 Social Constraints

Romaine (1999) has expressed reservations about the exclusive study of phonological variables and Labov’s quantitative approach. First, she criticised this type of sociolinguistics because it has placed “too much emphasis on analytical innovations and devices for dealing with linguistic constraints on variation” (ibid: 5). She suggested a refinement in the concept of linguistic variable, which entails those social constraints on linguistic variables, be considered on an equal footing with linguistic ones. Further, she argues that by not taking into account social constraints, one runs the risk of presenting a “lopsided view of a speech community as a whole” (ibid.). Therefore, she proposed the integration of social factors into linguistic description. 

Romaine (1989) also states that “a viable theory of language must present a coherent account of how particular uses, functions and kinds of language develop within particular speech communities”. This is an attempt to develop a more coherent and integrated accounts of the manner in which communities of speakers use language in a socially meaningful way. It is the belief among some sociolinguists that one cannot fully understand the function and the use of variation in speech communities solely through ‘formalism’ (variant, structure), and the use of ‘over quantifying sociolinguistic data’. It is therefore recommended that a qualitative approach be used as well.

It is believed that “these two approaches, quantitative and qualitative, go hand in hand and represent two different perspectives of the same sociolinguistic phenomenon” (Romaine, 1982). Therefore, sociolinguistic phenomena should be looked at from several different vantage points: individuals, social networks, social groups, and speech communities.

2.2.1.3
 Situational Demands

From the sociolinguistic perspective, interlocutors make their respective language choice decisions to meet the demands of the situation (Giles and Coupland, 1991:3). Earlier, following this perspective, rules of language choice were examined from the viewpoint of situations (Fishman, 1972) or functions (Ferguson, 1964). Sankoff (1972) extends on these two viewpoints by taking into account the norms which govern language choice for various functions and situations (see Section 2.4). 

Fishman’s (1972) and Ferguson’s (1964) studies, which respectively are based on the concepts of domains and diglossia, follow the sociolinguistic perspective and are considered deterministic because they emphasise the social norms rather than the speaker’s perception about the interaction. Such norms, however, can lead to the necessity of considering practically an unlimited number of situations. 

Fishman’s concept of domain radically simplifies the possible situations. In a domain, it is possible to find congruous components of situations: the speech participants, the setting, and the topic, which altogether will determine the language choice. Similarly, Ferguson’s concept of diglossia simplifies the socially-sanctioned functions of the existing varieties: some are H(high) and the others are L(low). Some speech events will automatically require the H code, while some others will require the L code.

These deterministic approaches may have some limitations. Though the complexities of factors of language choice have been simplified by the concept of domain presented by Fishman, identifying domains of use would still be relevant in determining domains of language choice. However, it has to be noted that the street and home are obviously different domains for people in Britain and Germany but not necessarily so in the Caribbean (Appel and Muysken, 1987). 

2.2.1.4
 Person-Oriented

Appel and Muysken (1987) investigate language choice more microscopically. Their approach is considered person-oriented because the emphasis is on the speaker, who goes through a series of decision-making processes in determining the right code in a certain speech event. The decision process structure is binary in nature and the hierarchical structure varies from culture to culture. For example, the one among Paraguayans is not the same as the one among Papuans. 

Basically, Appel and Muysken (ibid.:29) proposed a functional specialisation approach to the study of language choice. They examined language choice of bilingual speakers in terms of language functions. The above researchers draw upon Mulhäusler’s (1981) differentiation of language use into six functions. This formed the basis for integrating the domain and functional perspectives on language choice.

Based on Mulhäuser’s (1981) inventory of language uses (which is not very different from the one presented by Hymes (1968), Appel and Muysken (1987:30) argue that “different languages may fulfil different functions in the lives of bilingual speakers”. Thus the choice for a certain language indicates the primary function of the language used at that moment. Appel and Muysken (ibid.) believe that this functional model has the potential to relate the deterministic with the interaction-centred approaches. Such a relation can be seen in the Figure 2.1.

Figure 2.1 A Functional Specialisation Model of Language Choice

(Appel and Muysken 1987:31)

As can be seen in Figure 1, this model relates the deterministic approaches, where language choice is taken into consideration and analysed from the viewpoint of ‘overall social norms’ (Appel and Muysken, 1987:27), to the interaction-centred approach, where the choice is determined by individual functional specialisation and one’s perception of the on-going speech event. In the model, Appel and Muysken (ibid.) do not explicitly show where the person-oriented approaches are. It seems that they are lumped together with the interaction-centred approaches, which also employ a microscopic perspective. These two different approaches are not identical. The former places more emphasis on the speech participants, whereas the latter focuses attention on the interaction itself.

The assumption made in the functional specialisation model is that bilingual speakers know the social norms regarding the functional separation of languages (first component). Relying on their cultural knowledge, they make binary language choices based on the different functions of the languages (second component). The choice of language depends on their definition of the social event (third component). The concept of social event is based on Blom and Gumperz (1972), who argue that social meanings of languages are the result of negotiations between the speaker and hearer. It is also the case that meanings are established and reinterpreted in the course of each conversation. The social event is the lowest level in Blom and Gumperz’s interpretive process, the other two includes setting and social situation.

The functional specialisation model according to Appel and Muysken (1987) has integrative potential. They believe that language choice is not only determined by social norms, but also by the bilingual speakers’ definition of social events. Blom and Gumperz use the example of buying stamps (social situation) at the post office (setting). Here the social event can be defined as official or informal (where the postal officer may be a friend), in which case H and L varieties are used respectively. 

Other studies using the functional specialisation model, for example Vedder, Kook and Muysken (1996) do not directly address the issue of whether this model can effectively incorporate the deterministic and interaction-centred approaches. Findings of these studies are presented mostly in terms of functions of languages as a result of their associations with various domains of language use. Appel and Muysken (1987:31), have also stated that this model is “an abstract representation of the way in which language choices is made” so the specific relevance of this model to language choice remains to be worked out. 

2.2.1.5
 Ethnography of Communication

Critiquing the above approach to language choice, Sankoff (1972) indicates that the opposite bottom-up interpretation, from language use to the on-going social interaction, does not always work either. It cannot accommodate a linguistic situation where more than  one code is acceptable and unmarked like those found in her research in Papua New Guinea, where two languages (Buang and New-Melanesian) are used interchangeably in public.

Several suggestions have been put forward to account for the justification of the choice of a certain language or variety in a speech event from the sociolinguistic perspective. Fishman (1972) attempted to place addressee, topic, and setting together under one concept, that is, the domain. Hymes (1967; 1972) on the other hand, identified components of a situation that are likely to influence language variation.  

Hymes (1967) elaborately presents situational components of interpersonal communication, which he puts together under the acronym SPEAKING.  These components are:

(i)
Setting and scene, which refer to the general physical make-up of the speech event, such as the time, location and atmosphere;

(ii)
Participants, which consist of the speaker, the addressee(s) and the hearer(s) in the speech event;

(iii)
Ends, which refer to the speaker’s and the addressee’s goals in participating in the speech event as well as the real outcome of such participation, which might turn out different from the targeted goals;

(iv)
Act sequence, which consists of how and what is said in the speech event;

(v)
Key, which represents the manner and mood of the communication in progress;

(vi)
Instrumentalities, which include the channels of communication (spoken or written) and the speaker’s language variety, which will surely influence the listener’s and/or hearer’s variety in case they have to produce their own utterance;

(vii)
Norms, which include the standard procedure of the interaction in the speech event (e.g. is interruption permitted or not?); and

(viii)
Genres, which stand for the linguistic forms of that particular speech event (e.g. a sermon requires a linguistic genre different from what a lecture does).

From the above components, only (i) and (ii) are referred in the study.

While communicative purposes or functions are already included in the third component (Ends), they can also be classified in a more elaborate way. Hymes (1972) categorises communicative functions as follows:

(i)
expressive (when conveying a strong feeling)

(ii)
directive (when asking that something is done, to include connative, pragmatic rhetorical, and persuasive functions)

(iii)
poetic (when focussing on the form of the message)

(iv)
contact (when checking the transfer of the message)

(v)
metalinguistic (when concerned with the code underlying the communication, such as in making language corrections)

(vi)
referential (when focussing on the  topic or point of reference)

(vii)
 contextual (when relying on the speech context for the interpretation)

Hymes has repeatedly emphasised that what language is cannot be separated from how and why it is used, and that considerations of use are often prerequisite to recognising and understanding variation in linguistic forms. 

If for Labov the sociolinguistic variable is the unit of analysis, for Hymes the speech community is the unit of study. Linguists interested in doing ethnography of speaking aim to understand how language lives in the minds and on the tongues of its users. Research based on Hymes’s ethnography of communication approach sets as its objective the understanding and the description of the communicative functions of language. 

2.2.2
The Social Psychological Approach

The social psychological approach stresses that ‘language determines context’ (Giles and Coupland, 1991:20). The sociolinguistic approach views language choice as being determined by the situation. The social psychological approach, on the other hand, views language choice as being shaped by the interlocutor’s moods, motives, feelings and attitude.

Social psychologists began language research when they felt that there seemed to be an over-emphasis on how social norms dictate language behaviour. Giles (1973b) and his colleagues’ pioneering work on interpersonal accommodation in language variation has laid the foundation for the current social psychological approach to language choice specifically in multilingual communities. Lafontaine (1986:46) has argued that if one does not take into consideration the social characteristics of the respondents, the validity and reliability of evaluations made by the study can be questionable.

If we are going to understand why individuals acquire, use and react to language and its variety in the way they do, we require a greater understanding of the dynamics of attitudes, motivations, identities and intentions, that is, social-psychological phenomena. 

(Giles, 1975:2)

At the community level, language serves many functions. It creates, reinforces boundaries, and unifies its speakers as members of a single speech community. Language can also exclude outsiders from intra-group communication. Some languages also serve a social identification function within a particular society by providing linguistic indicators that can be used to enforce social stratification. Linguistic codes and features are often used by people, consciously and unconsciously, to identify themselves as belonging to a social group, and perhaps mark and maintain social categories and divisions.

When two people decide to communicate with each other, they will try to find a means which will enable them to understand each other’s message. For this purpose, they will choose a language that their respective repertoires have in common. The model of this communication can be represented in Figure 2.2.

Figure 2.2 A Model of Bilingual Communication (Bell, 1976:62)

Language choice is crucial in communication because it carries not only the cognitive information (the factual content or the proposition of the utterance, (Bell, 1976:72)) but also the indexical information (the psychological make-up and social status of the speaker). When somebody decides to choose a certain language or language variety while talking with the interlocutor, consideration about, for example, their mutual status relations, must be made first. One decides to use the ‘high’ speech-level or the ‘low’ level only after knowing what the relation with the interlocutor is. If the latter is a well-acquainted friend of the same age, the ‘low’ level is chosen because it shows solidarity and friendship. If one is talking to a superior, the ‘high’ level is chosen. The same applies when the interlocutor is a stranger. 

In a more concise manner, Bell (1976) presents his categorisation of language functions performed in a speech event as follows:

(i)
cognitive function, where language is used to express ideas, concepts and thoughts

(ii)
evaluative function, where language is used to convey attitudes and values

(iii)
affective function, where language is used to transmit emotions and feelings

In relation to the earlier specification of situational components, one’s communicative end in talking to another might be for channelling information like when one is gossiping. However, a remark on someone else’s behaviour is often meant for expressing an attitude or a value judgement toward the behaviour. A complaint about one’s difficult or painful life need not always be interpreted as information but rather as an expression of an unhappy feeling whose information value is probably zero. 

Bell’s audience design model shows how sociolinguistic studies on language choice move towards the incorporation of the social psychological emphasis on the role of the interlocutors in determining language choice. Bell’s model shows that it is necessary to “account for bilingual or bi-dialectal code choices” (Bell, 1984:145). Therefore, it would be possible to extend Bell’s model to account for multilingual language choices. 

2.2.2.1
  Accommodation

Brown and Fraser (1979) claim that the purpose of an interaction has greater determining power than participant characteristics. Bell (1984), on the other hand, asserts that speakers accommodate primarily to their addressee. In his audience design model, the importance of non-audience factors like topic and setting is minimised, as they are viewed as deriving their effect on language choice and variation by association with addressee types (ibid.:197) argues that “at all levels of language variability, people are responding primarily to other people. Speakers are designing their style for their audience”. Furthermore, in Bell’s audience design model, the speaker is the main player, and the “primary participant at the moment of speech” (ibid.:195). Bell proposes that speakers draw upon their knowledge of inter-speaker speech variation in order to vary their style:

A sociolinguistic variable which is differentiated by certain speaker characteristics (e.g., by class or gender or age) tends to be differentiated in speech to addressees with those same characteristics. That is, if an old person uses a given linguistic variable differently than a young person, then individuals will use that variable differently when speaking to an old person than to a young person. 

(Bell, 1984:167)

Bell goes further to describe how style shifts respond to participants’ social characteristics. He explains how speakers can use style to redefine an existing situation. In the revised Audience Design model, Bell draws upon the Accommodation Theory to account for the causes of style shifting, by interpreting “audience as at least the three roles of addressee, auditor, and over hearer, and accommodation as any style shift which occurs in response to these persons” (ibid.:162).

Bell distinguishes and ranks audience roles according to whether or not the persons are known, ratified, or addressed by the speaker. By proposing that style can also be initiative, instead of only responsive, Bell is moving away from the sociolinguists’ passive view of style, which focuses on identifying linguistic variation and factors which might cause it. In terms of the reasons for language choice in multilingual settings, Bell’s findings are relevant in pointing out that the audience factors have greater influence on language choice than non-audience factors such as topic and setting. 

Ladegaard (1995) commends Bell for adding an explanatory dimension to the study of sociolinguistic variation. According to Ladegaard, Bell has combined “the careful work of sociolinguistics with the broader insights of psychological theory” (ibid.:91). This integration is needed if we are to gain a deeper understanding of the complexity of style shifting (Milroy, 1987:183). However, based on his analysis of the use of standard and non-standard speech in dialogues, Ladegaard (1995) concludes that the relationship between speaker, addressee and auditor(s) is not as straightforward and static as suggested by Bell’s audience design. Ladegaard proposes that the power relations between interlocutors in speech situations should be taken note of. In the context of the present study, Ladegaard’s results are significant in illustrating that power relations are often seen as a reason for language choice. 

2.2.2.2  
Ethnicity

Ethnicity is an important aspect in the study of language choice and use especially in multilingual speech communities where different ethnic groups live together. Although there are other social categorical groupings (e.g., age, occupation, geographical origin) which make interlocutors psychologically distinct from one another, ethnic group membership is an important basis for social comparisons especially in multilingual communities.

Ethnic identity is a particularly salient social identity in multiethnic communities where there is inter-group tension. For example, the highly volatile inter-group conflict in Israel means that “social behaviour will generally be more dependent on ethnic group identification and less on personal characteristics” (Kraemer and Birenbaum, 1993:440). Malaysia has been described as one of the countries with clear in-group and out-group divisions (Clammer, 1982). Ethnic differences are accentuated by the official practice of categorising people along ethnic lines. The all-important indigenous/non-indigenous (Bumiputra/Non-Bumiputra) dichotomy is perpetuated in the life of every Malaysian (Muzaffar, 1983). Language choice and use may be influenced by this dichotomy as well. 

2.3
Approach used in this Study

It would not be accurate to study language choice and use from one perspective only. As described and discussed earlier, each approach has its limitations. The sociolinguistic and the socio psychological approaches seem to complement each other. Therefore, integrating both perspectives in the study of language choice and use would result in a more comprehensive understanding of the phenomenon. This study is an attempt to examine language choice and use using an integrative approach. It combines the sociolinguistic and social psychological approaches. 

2.3.1  Socio-Structural Factors

Giles and Hewstone (1982), and McKirnan and Hamayan (1984b) state that we should pay attention to how interlocutors subjectively define the dimensions of the situation they are in, including its goal structure and the salience of their own identities at that time. Realising this, the interview technique has been used in this study to gain access to the interlocutors’ conceptualisation of situational norms and the salience of roles and identities for them. This made it possible to investigate the determinants of language choice from the perspective of the participant and not that of the researcher and in this way demonstrate that socio-structural factors have a bearing on language behaviour.

The ethnolinguistic vitality construct, includes socio-structural factors, namely group numbers, power and status (Genesee and Bourhis, 1988). Socio-structural factors may also influence patterns of language use between speakers of contrastive ethnolinguistic groups (Bourhis, 1979; Bourhis and Genesee, 1980). These factors influence interlocutors’ self-perception of their social and personal identity, which in turn influences whether they would use their in-group language for cross-cultural communication. “Bilingual and multilingual communication cannot be assumed to occur in a socio-structural vacuum” (Sachdev and Bourhis, 1990:299).

Several scholars were instrumental in stating the importance of situational and socio-structural factors. Herman (1961:494) claims that the influence of socio-structural factors is often conceived as ‘background situational forces’. He asserts that it is often the case that groups in the wider social milieu that are not directly involved in the immediate situation may influence behaviour. In Herman’s study on a case history of immigrants in Israel, background situational forces compete with personal language needs and immediate situational forces in influencing language choice. Following the lead of Herman, Genesee and Bourhis (1982) also attempted to differentiate between socio-structural factors (background situational forces) and situational factors (immediate situational forces). 

A socio-structural norm is differentiated from situational norm. A situational norm applies to an immediate situation. A socio-structural norm, on the other hand, is defined as a wider societal norm resulting from the influence of ethnolinguistic vitality (socio-structural factors). 

2.3.2
Ethnolinguistic Vitality 

Ethnolinguistic vitality has a part to play on the social psychology of interethnic relations and cross-cultural communication. This is often termed socio-structural factors. The vitality of an ethnolinguistic group is ‘that which makes a group likely to behave as a distinctive and active collective entity in inter-group situations’, and can be assessed from available sociological and demographic information on three structural factors (Giles, Bourhis and Taylor, 1977:308), namely, demographic, status and institutional support.  

Demographic variables refer to the numerical dominance and the distribution of the ethnic groups. Status variables refer to the ethnic group’s socio-historical prestige, social and economic status, as well as the status of the languages used by speakers locally and internationally. Institutional support refers to the extent to which an ethnic group is formally and informally represented in educational, political, religious, economic, cultural and mass media institutions. With the divisions stated above, speech communities can be said to have high, medium or low ethnolinguistic vitality. 

Giles (1977) define the language contact situation using the concept of ‘vitality’. This concept encompasses group members’ perceptions of group boundaries, group vitality, and ethnic self-identification. The degree of support for the use of a language within the group, is said to be dependent on how the group as a whole is viewed and how the chances for survival of the language are predicted by its members, or conversely, how immediate the threat of loss of the language seems to affect the group and how the group members react to that. 

This belief builds on two theoretical constructs. Firstly, the perception of the group members’ social identity as borrowed from Tajfel (1973:63), a “self-concept which derives from his membership in a social group (or groups) together with the values and emotional significance attached to that membership”. Secondly, the notion of speech accommodation, according to which, people will adapt their language patterns to the group they wish to be identified with (Giles and Powesland, 1975). 

According to Tollefson (2002), vitality of a group cannot be viewed independently, but has to be part of the historical relationship between the majority and minority group. In Tollefson’s view, it is not necessarily the way the group views itself internally which determines its language maintenance efforts, but rather the historical dependencies between the minority and majority group.

Allard and Landry’s (1992) work combines societal and individual factors affecting language attitudes. They posit a relationship between the individual network of linguistic contacts (which is a link between the larger society and the individual) and the competence in L1/L2, on the one hand, and the beliefs, attitudes, and values, on the other. This approach suggests that the phenomenological experience of the individual has to be taken into account more strongly than it, perhaps, has been so far. It is this experience which will shape present and future actions with regard to language use. Language attitude and competencies, and the cognitive-affective disposition toward ethnolinguistic aspects will have an impact upon language use and behavior. 

In her study on the vernacular in three different areas of Belfast, Ireland, Milroy (1987) isolates the factor of social network as one which correlates with language use. Milroy’s study shows how social networks can exert pressures on its individuals. She points to the interdependencies between the group demands and the linguistic behavior of its group members. In contrast to Allard and Landry (1992), Milroy (1987) also stresses the fact that the pressures are of a non-institutional kind, that is, it is not necessarily the larger society which exerts the pressure, but independently, the smaller-scale unit of the social network.

2.3.3    Language Attitudes

Researchers are not certain as to exactly how language attitudes can determine language choice. However, it has generally been seen that language choice and attitudes are related. Sure (1991) found that despite the government declaration of Kiswahili and English as official languages, English is still considered the H language for formal use, and Kiswahili the L language for non-official use in his study of language attitudes among Kenyan students. Findings from this study indicate that the impact of public policy decisions (language planning) does not seem to have changed the people’s perception towards the functions of Kiswahili. Even though we cannot claim a causal link, the association between language attitudes and language choice is too strong to ignore.

Social psychology is primarily concerned with the study of attitudes. This goal is stated in Giles and Coupland (1991:77):

If we are going to understand why individuals acquire, use and react to language and its variety in the way they do, we require a greater understanding of the dynamics of attitudes, motivations, identities and intentions, that is, social-psychological phenomena.

From a social psychological perspective, emphasis has been traditionally placed upon the individual and his display of attitudes toward different languages or different varieties of the same language. The study of languages attitudes is concerned with “the distinctive social meanings of contrasting language varieties” (Ryan, 1980:193). Language attitudes are “evaluative judgements about others’ speech language patterns” (Fitch and Hopper, 1983:115). 

Micro-sociolinguistic (situational) factors are those “traditionally described by sociolinguists who study speech behaviour using a taxonomic approach. These include the topic, setting and purpose of conversation as well as characteristics of the interlocutors” (Bourhis, 1979:119).  Bourhis describes the influence of situational factors as that found in two types of code-switching strategies. Speakers use metaphorical switching, interspersing the conversation with the out-group languages, in order to express a particular thought or feeling more vividly (Blom and Gumperz, 1972). On the other hand, speakers use situational switching to comply with social norms in particular situations and settings (Fishman, 1972). 

Macro-sociolinguistic factors refer to socio-structural factors which may affect an individual’s speech strategies in ethnic interaction. In his description of this, Bourhis includes the description of the inter-group relation situation in terms of diglossia and bilingualism (Fishman, 1967), ethnic cleavage, linguistic territories, language planning, and language legislation (Rubin and Jernudd, 1975).  Bourhis also states that this may also refer to the description of individual speakers as group members in terms of their sex, socioeconomic status, regional origin, and the ‘vitality’ of the ethnolinguistic group to which they belong (Giles, Bourhis and Taylor, 1977). It can be seen then that the influence of macro-sociolinguistic factors on code-switching is mediated by social psychological factors.

Social psychological factors consist of ‘speakers’ moods, motives, feelings, beliefs, and loyalties in ethnic interaction, as well as their perception of the inter-group relation situation and their awareness of existing sociolinguistic norms. By linking micro-sociolinguistic factors with social psychological factors, Bourhis (1979) shows how speakers encode code-switching strategies based on their cultural knowledge of social norms. Then by linking macro-sociolinguistic factors with social psychological factors, Bourhis shows how speakers encode code-switching strategies based on their ethnolinguistic identity and vitality, which are linked at a macro-collective level to ethnic relations and diglossia respectively. Since both micro- and macro-sociolinguistic factors are mediated by social psychological factors, Bourhis claims the speaker’s motivations for code-switching are the deciding factor.

2.4   Studies of Language Choice 

This section focuses on discussions of related research in the area of language choice. Theoretical and methodological issues are discussed in terms of past research conducted in Western, Asian and in the Malaysian settings.

2.4.1   Western Setting

Ethnographers of speaking are concerned with capturing the social significance of meaning attached to the use of a particular linguistic feature or code. Blom and Gumperz (1972) did a study of code switching in Norway. They were interested in discovering the specific situation under which speakers shifted from one linguistic code to another. To accomplish this, they found it necessary to focus their attention on the relationship between the use of the two codes and the local social system. The major contribution of their study was to describe the intimate manner in which the choice of code is linked to an integrated system of local values and is used to convey social meaning.

Blom and Gumperz (ibid.) reports language use among inhabitants of a small town in Norway. At the time of the study, the town of Hemnesberget had a population of 1,300, consisting mostly of craftsmen, merchant middlemen and service personnel, such as government officials. The town is quite separate from other parts of the country though not isolated. Some people commuted to a nearby bigger town for work, but most of the inhabitants spent their time and worked locally. Due to their intensive interactions, people knew each other and developed a kind of team spirit and solidarity.

The language varieties under investigation were not independent languages but dialects of the same language. The local dialect of Hemnesberget is called Ranamal, which is one of the dialects in Northern Norway. This dialect enjoys great respect among its speakers, a common phenomenon throughout Norway, where distinct local characteristics are always respected. Being able to speak Ranamal is part of the membership identity of Hemnesberget community. The language of education is not Ranamal but the standard Bokmal (or officially called Riksmal), and people master this standard dialect too. Being varieties of the same language, these two dialects do not show significant linguistic differences. The local people alternate between these two dialects to suit their communicative needs. Non-members of the local community, however, consider the local dialect as a sign of lack of education and lack of sophistication. The local people also reject this perception and those who do not want to speak the local dialect are seen as creating a social distance. They appear to be seen as showing disloyalty to and contempt for local values and the community. If local people speak the standard dialect to fellow members, they will be considered conceited.   

From the above study, we may conclude that a language variety, either a dialect or an independent language, is loaded with value judgment. The choice of a certain language or variety brings certain consequences though different groups within the same community might perceive these consequences differently. For local members of Hemnesberget, the adoption of the local dialect in a certain speech event is a symbol of solidarity and intimacy. For non-members, such adoption reflects the speaker’s lack of education and sophistication.

It is the consensus among ethnographers of communication that community interactional patterns cannot be understood without a long period of observation to establish the general values and norms of the community. The crucial role of observation in the study of language use has been shown in some depth by researchers who have followed the Hymes model such as Milroy (1980) and Saville-Troike (1982). These researchers as noted by Baugh (1983) recognise the vital role of ‘ethno-sensitive fieldwork’. Ethno-sensitive fieldwork takes into account the values and cultural orientations of the informants.

Hymes’s argument has a strong linguistic bias with rules of speaking expressed as formal statements and speech acts. However, this is not relevant to the focus of the present study. For purposes of this study, his argument is significant in showing that setting and purposes of interaction are stronger determinants of language choice than the participants themselves, who are merely seen as static individuals. 

Hymes regards the setting and purpose as distinctive situational components. Brown and Fraser (1979) group these together as ‘scene’, and describe how scenes may be arranged along the bipolar dimension of formal versus informal. Even though Brown and Fraser have presented an extension of Hymes’s taxonomy to account for speech variation, there are major differences between them. To Hymes, scenes are settings imbued with cultural import and associated activities. Brown and Fraser feel that purpose is the most important situational component. They state that the “purpose is the motor which sets the chassis of setting and participants going” (ibid.:34). They also say that purpose determines the type of activity happening in a physical setting, as well as the subject matter and topic of the interaction. They cite the example of how different the speech pattern for sermons and the conversation of builders repairing the sound system in a church are. There are differences even when both take place in the same physical setting. 

Brown and Fraser’s taxonomy also looks at participants. Brown and Fraser distinguish between speech as a marker of various characteristics of the individual speakers, and as a marker of relationships between participants.  Personal characteristics of speakers are not the focus of Brown and Fraser’s taxonomy. Instead, they emphasise how social relationships can be described in terms of social or cultural roles (social-institutional level, for instances, staff-client role, in-group – out-group) or in terms of personally negotiated relations dependent on personal and interpersonal attitudes (individual/ interpersonal level, such as, liking). 

However, Brown and Fraser caution that certain features which are generally attributed to participants, such as social distance, social status and social roles, are in fact not always stable attributes of individuals, or of relationships between individuals. They say that these features shift depending on the purpose of the interaction. An example would be when a doctor consulting a lawyer on a legal question may express deference in formulating his query, whereas the lawyer when consulting the doctor about his heart condition would be the one to express deference. Therefore, it is quite obvious that the purpose of interaction determines the social roles. This is in contrast to the social psychological approach where ‘a person’s social identity determines the kinds of social roles he will take up, the kinds of activities he will indulge in and the kinds of settings he will frequent’ (Brown and Fraser, 1979:56).

In the framework used by Brown and Fraser (1979), the scene is also considered in attributing social distance (personal liking), as shown by this example: Two Australian strangers meeting on the streets of Melbourne would consider each other to be socially distant, but they would be likely to consider one another socially close as compared with the even stranger strangers around them if they met at a hotel in Kuala Lumpur. Therefore, the situational components should never be considered in isolation. The method of choosing a preferred strategy to resolve the ambiguities resulting from the confounding of situational components is also discussed in the work of Gumperz (1976, 1977, 1978) on conversational inferences, or seeking the actor’s eye-view of the situation.  

Brown and Fraser (1979) also stress the value of looking both at the individuals who interact in the situation and at the structure of the society which encloses the interaction. They assert that “for any society we are studying, we need an understanding of socio-structural considerations which help determine the features of a situation” (ibid: 58). Sociolinguists therefore are conscious of the importance of socio-structural factors and how they may influence perceptions of the situation. 

Rubin (1968) and Sankoff (1972) use the person-oriented approach in sociolinguistics to show how speakers take note of norms on situational determinants of language behavior to make binary language choices at different hierarchical levels.  This is shown with the use of the decision tree model. Rubin (1968:526) uses a decision tree in her analysis of language choice in Paraguay. She discusses bilingual usage in Paraguay. Unlike in many other Latin American countries, the population in Paraguay uses Guarani, a local Indian language, extensively. The population that uses the language Guarani are made up of both the indigenous and migrant descendants. Guarani and Spanish are used side by side. 

Rubin (ibid.) also studied the bilingual usage in Itapuami, which is a rural area, and Luque, which is urban. In her analysis, she concludes that the most important variable that determines language choice among the population is the location. When an interaction takes place in the countryside, it is conducted in Guarani. She also mentions, however, that an external pressure can alternate this tendency. Students, when speaking to their teachers even though the speech event takes place in a rural area, use Spanish. This is a result of teachers’ insistence on always using Spanish even in the rural areas. In general, the community discourages the use of Spanish in rural areas and anybody who uses it in this environment is considered to be showing off or ‘putting on the dog’ (Rubin, 1968:521). Even between the same friends, language choice in an urban area is different from what takes place in a rural area.

Next to the location of the speech event, the formality level of the interaction is the second variable to be considered in language choice. Rubin concludes that this variable is a continuum. There is no clear-cut boundary between the formal interaction and the informal one.  Predictably, Spanish occupies the upper end of the continuum, which is the formal occasion. The actual choice, however, might be influenced by other variables or might be free from such influence.

The degree of intimacy among speech participants is the third variable. Interestingly, this variable is applicable only in urban areas because “rural and formal discourse is fairly clearly defined” (Rubin, 1968:523). Between intimate friends, Guarani is the choice, while between mere acquaintances Spanish is preferred. Guarani is also a bearer of solidarity and identity symbols and tends to be used among Paraguayans overseas. In Paraguay; however, they might make greater use of Spanish. Another variable that is applicable only in an informal urban speech event is the degree of seriousness of the discourse. Guarani is the language of humour, while Spanish is associated with seriousness.

Other than social setting, factors which might influence language choice include the following: school pressure (which requires the choice of Spanish despite its possible incongruence with other variables, as mentioned earlier), estimate of the linguistic proficiency of the interlocutor (or, in other words, linguistic accommodation), the trend towards bilingualism (alternate use of both languages is preferable, or bilingualism is preferred to monolingualism), first language acquisition (L1 is preferred over L2), and the gender of both the speaker and the interlocutor (Guarani among men, Spanish by men to intimate women, and Spanish by women to both male and female friends). Basically, Rubin found out that speakers take note of norms on situational determinants of language behaviour to make binary language choices at different hierarchical levels.

However, Fasold (1990) states that Rubin’s binary decision tree is unable to account for language choice in multilingual communities. This is because in multilingual communities, the choice may involve more than two languages. Sankoff (1980:36) also researched language choice using the decision tree model. However, Sankoff noted that the decision tree model had its limitations in accounting for occurrences of code-switching. Sankoff then combined the deterministic tree model with a more interpretive model, along the lines developed by Gumperz and Hernández-Chavez (1972). In this study, Sankoff (1980) attempted to account for the choice made among three languages spoken in New Guinea: Buang, the language of the tribe, Tok Pisin, the lingua franca, and Yabem, a language introduced by missionaries. This was an ethnographic study in which observations were made of communication situations, both informal and formal, as well as normative statements about language use. 

Eventually Sankoff’s decision tree model resulted in an analysis of the sociolinguistic rules governing appropriate language choice for various conditions. Primary importance was given to interlocutors, especially whether they were in-group or out-group members. Situation-defining variables were considered as having to do with setting and topic, followed by variables involving tone and channel. 

An extensive report about language choice among Puerto Rican migrants in New Jersey is presented by Hoffman (1971) as part of the study done by Fishman et. al. (1971). The subjects were mostly below the age of twenty-five, of limited formal education and low occupational status. Half were born in the United States and had grown up with enough exposure to English. This study investigated how the subjects communicated in different domains of life: home, neighbourhood, school, church, and working place. According to this study, language choice also depends on the participants and the topic. The choice between English and Spanish could not be determined only by the setting. Whereas parents, particularly mothers, spoke Spanish with the children and among themselves, English was sometimes used in discussing schoolwork. Grandparents were always addressed in Spanish by their grandchildren who used both English and Spanish in speaking to their parents. However, among themselves, children spoke English. Spanish was chosen for marked purposes, such as to joke or to tease, or to exclude a non-Spanish speaker.

Variation of language choice was observed between different age groups. Young people preferred to have more English at church, while the elders preferred to attend Spanish services. Within the younger age group, English was also preferred.

Gal (1979) elaborately describes the process of language shift in a Hungarian-speaking enclave in Austria, where she extensively discusses the pattern of language choice among the inhabitants of Hungarian-descent. Oberwart (Felsoor) used to be a part of Hungary and has been settled by Hungarians since about 1000A.D. and Hungarian has been spoken there ever since. Surrounded by Croatian and German speaking communities, most Oberwart peasants were bilinguals. The population of the enclave became more heterogeneous when wealthier German-speaking migrants moved into the area. As a result, German was the language of the local elite, while the peasants spoke both German and Hungarian. Hungarian was the minority language because it was confined to the Hungarian peasants. Not only was German the elite language, but it also became the national language when the area was made part of Austria. 

Another study of language choice was conducted by Heye (1989).  Pomerade is a town in the state of Catarina, Brazil. At the time of the study, its population was 23,000, consisting overwhelmingly of descendants of German migrants’. Most subjects’ mother tongue was German and they began learning Portuguese only at school. Almost half of the respondents stated that they spoke both German and Portuguese equally well. Approximately a third claimed that their German was better, while the majority claimed that their Portuguese was better. 

Since Portuguese is the national and official language of the country and also the medium of instruction at school, the respondents reported that their reading and writing skills were better in Portuguese than in German. Both languages were used equally in most daily activities: at work and for shopping. German was the language at church while Portuguese was used in clubs and sports. With their neighbours, the local people communicated in German, while with strangers and government officials they used Portuguese. This functional distribution seems to fit what we expect to find in a migrant community in a Portuguese-speaking country. No age-group tendency of language use is reported, but we might justifiably expect that in the future, the roles of German will be assumed by Portuguese, particularly because, unlike Spanish in the United States, there is no substantial number of German speakers in Brazil and, practically, there is no neighbouring German-speaking country. The process, though, might be slowed down as long as German is still used in church and the local people still go to church.

A more complicated pattern of language choice was studied by Barber (1983) among the Yaqui Indian community. The languages under study were Yaqui, an American Indian dialect, Spanish (because there are a large number of Mexican Americans in the region), and English. Though Yaqui is definitely the home language, interestingly Spanish is spoken within the family circle. What is intriguing here is the adoption of another ‘minority’ language to be used at home rather than English.  English is used only at school and at work but never at home. It is therefore clear that the ‘force’ of a certain language does not always depend on the national majority. A significant local majority is enough to boost the force of the local language. This fact certainly makes language planning more complicated.

2.4.2
Asian Setting

Closer in Asia, Pandit (1979) describes language choice among students in a prestigious women’s college in New Delhi. The students, though linguistically heterogeneous, were socially homogenous: they belonged to upper middle class or middle class families. In the nineteenth century, Punjabi used to be the language in the domestic domain. However, since the introduction of Hindi as a medium of instruction in Delhi, the role of Punjabi as mother tongue has been decreasing. English, not Hindi, has been gaining more ground even at the domestic domain, except when speaking to servants. 

In the neighbourhood, Hindu students use English, Hindi or a mixed language. On the other hand, Sikh students use mainly English or a mixed language. Hindi is still used in the school domain, and Punjabi is practically never used except perhaps when mixed with other languages. Punjabi Hindus seem to have shifted from using Punjabi so that they will not be identified with the Sikhs. In addition, Punjabi used to be the language of the peasants and craftsmen (the have-nots).  In India, Punjabi is no longer identified with the have-nots but with Sikhism. In Pakistan, Punjabi is an expression of Punjabi Muslims as opposed to other Pakistanis. A similar phenomenon can be observed in Malaysia. Malay in Malaysia is identified with Islam, while in Rote, an Eastern Indonesian isle, one’s proficiency in Malay is associated with the speaker being Christian (Fox, 1980).

Pascasio et. al. (1979) reported the language use among 150 first-year undergraduates in three colleges in Manila, the Philippines. The result of the study is not radically different from the studies conducted in India, where English is also the official language of the country: Filipino is the dominant language at home, English is dominant at school, and both are equally used for social gatherings. Pascasio et. al. (ibid.) observed that the interlocutor in the speech event also influences language choice. English is more likely to be used when speaking to out-group members, such as professors and older people. In this study, the speech situation, a common component in language choice, does not have much effect on language choice. It seems that the interlocutors override the role of the speech situation.

Another study among Indians was conducted by Parasher (1980). The subjects were 350 educated bilinguals in Hyderabad and Secunderabad. In the family domain, where interactions are less formal, the mother tongue is always the dominant language followed by English. However, English is the most dominant language followed by the mother tongue in the domains of friendship, neighbourhood, transactions, education, government and employment. A slight difference is found when the mode is not spoken but written language. The mother tongue is still the most dominant in the family domain, but English is more likely to be used in writing to one’s children, brothers, sisters, or cousins. Thus, increasingly English has infiltrated the home domain. The likelihood of using English is even greater when the topic is about education, science or technology. Outside the family one may speak to somebody who might not share the same mother tongue and this explains why English is used.

Sridhar (1996) discusses the role of English and other Indian languages in South Indian urban areas. The subjects were students and employees in government and private services in Kartanaka. The study clearly shows the complementary distribution of the language used in the speech community. The languages under study were English, Hindi / Urdu, the state language and respondents’ mother tongue. Interesting findings in the study are, among others, that the state language and Hindi / Urdu (the national language of India) are reported to have very little value in terms of job prospects and that not all respondents are proficient in Hindi / Urdu. English, on the other hand, commands high respect in terms of job prospects.

Similar to Parasher’s findings, English is dominant in students’ oral communication in domains related to education, politics and technology. It is also the most preferred language in public places and most likely to be used when students are visiting another state. The mother tongue is dominant in the home and neighbourhood domains. This seems to be the domain where the interlocutors feel close to each other. The national language is always the least preferred choice. Though it is used by a substantially larger percentage of students when they are visiting another state, the percentage is still below that of the mother tongue and English. Among employees, English is dominant in speaking to colleagues and superiors. When customers do not speak the employees’ mother tongue, the preferred choice is also English, followed by Hindi / Urdu. The mother tongue is dominant in talking to friends, subordinates and customers. Though higher than the percentages among students, the percentages of the use of Hindi / Urdu by employees are always the lowest except in talking to customers who have different mother tongues.

2.4.3
Malaysian Setting

Research on language choice and use in the work environment has been conducted in Malaysia (Ahmad Mohd. Yusof et al., 1992; Anie Atan, 1998; Baskaran, 1995; David, 2003; Mead, 2000; Morais, 1990, 1998; Nair-Venugopal, 1997; Nik Safiah and Faiza, 1994; Ting, 2001). Mention of some of these studies has been made in Chapter 1 to show how the present study would be helpful in extending the empirical base of research on language choice and use in Malaysia. A review of the studies and their findings shows that linguistic skills, ethnicity and hierarchical status have influenced language choice. 

Anie Atan’s  (1998) study was of an ethnographic nature. It focussed on language choice in  two  multinational  electronics  manufacturing  plants  in West Malaysia. She used observation, interview, text analysis and the survey techniques. The findings of her study indicated that code switching was a feature of interactions in the organisation and that language choice varied with the profession of the speakers. 

Morais (1990) investigated the role of code switching in the management of conflict in a Swedish multinational company in West Malaysia. She audio taped naturally occurring language use in the organisation. Findings of her study showed that there was frequent alternation between Malay and English at the middle hierarchical level to facilitate communication. The study also noted that Malay was used by the Malays at all levels in the hierarchy to signal identification within the group. The non-Malays, on the other hand, use Malay as “a deliberate gesture of goodwill and accommodation in recognition of its status as the national language and the native language of the majority group” (ibid: 10). Morais’s study also showed that both Malay and non-Malay managers and supervisory staff resorted to using Malay with the middle and lower-level staff. This seemed to be a strategy employed to close the status gap between administrative and factory personnel. However, when spoken to, the Malay subordinates seemed to prefer to reply in English rather in Malay despite their limited proficiency in the English language. Results of Morais’s study indicate that Malay was used for ‘equalising’ differences in status and for establishing solidarity. Code switching, on the other hand, seemed to be motivated by concerns regarding communicative efficiency. 

Morais’s (1998) study affirmed her earlier findings. The later study showed that hierarchical status was indeed a determinant of language choice. Among top level employees, English was mainly used. Middle-level employees alternated between Malay and English. Finally, Malay was the dominant language among lower level employees.  Morais’s later study also showed that language choice varied with the type of verbal interaction that took place. English was favoured for conversation at all levels with different varieties of English being used in these interactions. Whenever staff from the three hierarchical levels was present together at a meeting, there was considerable evidence of code switching between Malay and English. At interviews, when recruiting lower level staff, the main medium of communication was colloquial Malay. The study concluded that the choice of varieties of English and Malay reflected the interlocutor’s membership of different socioeconomic and ethnic networks. 

Nair-Venugopal (1997) investigated social meanings which underlie code and style choice of discourse in two business organisations in West Malaysia. Her study investigated style shifting with regards to the use of English. The study showed that English was the normative code in the organisational settings examined. Malay was only used for formal purposes. The results of the study also indicated that code-switching is a common feature of language use at seminars and presentations.

Following the key determinants of language choice examined by Bourhis (1989; 1991; 1994), Nair-Venogopal’s results showed that ethnicity, linguistic skills, and the work environment were salient factors for bilinguals in the settings investigated. The influence of socio-structural factors on language choice was treated as a background variable in her study. Therefore, there seems to be a need to examine how language choice in multilingual organisational settings might be influenced by socio-structural factors, in addition to normative and interpersonal factors.

Ting (2001), when studying the phenomenon of language choice in a two organisations in Sarawak, suggests that language choices are influenced less by situational norms than by interpersonal motivations. She adds that language choice is likely to be influenced by socio-structural factors in relation to the interlocutor’s personal or social characteristics. In her view, further research is needed in the perception of participants as to the reasons for specific language choices in different social situations. It is with this in mind that this present study aims to investigate the influence of socio-structural factors on the language choice and use of legal professionals. 

A number of studies have been conducted where the focus has been on language and the courtroom. Nik Safiah and Faiza Tamby Chik (1994) investigated the implementation of BM, the national language, in the courts. Findings of the studies highlighted certain constraints faced by legal professionals and the courts in implementing BM. Some of the constraints cited were the lack of legal precedents to be referred to in BM and the medium of instruction for legal training having been in English.

Mead (1985) reported on a study conducted on the Universiti Malaya Spoken English Project (UMSEP). The monograph uses authentic courtroom data from the magistrate’s court. The data was able to show the amount of BM and English being used in the courts at that time.  Baskaran (1995:168), also using authentic data from the courts, examines ‘unwritten rules which are totally context dependent and case oriented’. David (2003) studied code switching in the Malaysian courtroom. She hypothesised that code switching was commonly used as a strategy and her study aimed to examine the functions of the instances of these switches by key personnel in the case. Her findings suggest that switches are often a result of situational, metaphorical and pragmatic factors.      

2.5
Factors Influencing Language Choice

With different emphasis, Hymes’s SPEAKING components have been categorised in different terms. Preston (1989) lists the following factors in language or variety choice: (i) setting (the time, place and the length of the speech event and the number of participants), (ii) content (topic), (iii) relations (between participants), (iv) functions of the language (purpose and outcome of the speech event), (v) tenor (the tone and mood of the interaction), and (vi) participation. 

Ervin-Tripp (1987) suggests four main factors which influence the change of variety or code: (i) setting (time, place and situation), (ii) participants of the interaction, (iii) topic of the interaction, and (iv) function of the interaction. She understands function as ‘effect on the sender of his actions’ (Ervin-Tripp, 1968:196), which is not always explicit. However, this latent function can be discovered from the sender’s reaction to various outcomes of his speech act.

Grosjean (1982) also elaborately discusses factors influencing language choice. Language proficiency, language preference, socio-economic status, age, sex, occupation, education, ethnic background and relationship are influential in deciding the choice of host language in a certain speech event. The second factor is situation, which consists of the location or the setting, the degree of formality and intimacy and the presence of monolinguals. The third factor is the content of the discourse, which includes topic and style of vocabulary. The last one is the function of the interaction (to raise status, to create social distance, to exclude someone and to command). He also suggests that language choice is rarely determined by a single factor. From culture to culture, the weighting of the factors also varies. In one culture, the participant’s age might be important; while in another the topic is more important.

As discussed earlier, Fishman (1965) after observing the predictability of language choice in recurring situations, invented the term ‘domain’, which is “a clustering of characteristic situations or settings around a prototypical theme that structures the speaker’s perceptions of these situations” (Appel and Muysken, 1987). The components of a domain in most situations are congruous with one another. If the domain is the home, it is to be expected that the participants will be parents and children, and the language chosen is normally the mother tongue. If the domain is the school, the participants will be teachers and students, the topic will be schoolwork, and the language chosen will be the language used as the medium of instruction.

Herman (1968) argues that other than the demands of the particular conversation there are other determining factors for the choice of language. He states that language choice is determined by an overlapping situation where personal needs, background norms and immediate situations play a role. Based on these considerations, Herman (ibid.) hypothesises conditions under which each of the three factors will be dominant. He believes that background norms will have the most impact when the language is used in a public setting and when it is being spoken signifies group identification or conformity. Such identification or conformity takes place when there is a different level of prestige between the languages in the speaker’s repertoire and when there is only limited tolerance to a certain language. Thus, during World War II, the use of Japanese and German languages was not encouraged by the America public (Heath, 1997). If one were looking for a job in a multinational organisation in Kuala Lumpur, for example, one would probably not use the northern dialect of BM or even the Kelantanese dialect during the interview. Group identification or norm conformity is always sought when the speaker is a marginal person. Strong loyalty to a language will also bring about group identification. e.g.  Malaysians abroad often use BM when speaking to each other as sign to signal solidarity.

Personal needs are understood by Herman (1968) as personal variables, such as one’s attitude toward a particular language and one’s aspiration in language use. These variables will have a stronger impact than other factors whenever the speech takes place in a private setting or the speaker feels insecure, or frustrated, or under high tension. The immediate situation of a speech event will be the most influential when the speaker does not bother with any group identification and when the speech event is more task-oriented, and the relationship between the participants is already well established. 

Code choice has also been analysed as a negotiation process as presented by Scotton (1983). She argues that code choice is the result of interactive negotiation between the speech participants. Participants in multilingual communities with sufficient communicative competence are able to identify which codes are unmarked. The markedness of each code is designated by the community’s norms. The choice of a certain code is associated with the set of rights and obligations interactively negotiated between the interlocutors. 

From the set of rights and obligations (RO), the implicature of a particular speech event can be figured out. The choice of a certain code within a certain speech community reveals the speaker’s intention to maintain the set of rights and obligations sanctioned by the speech community. If another code is chosen, it implies that the speaker intends to alter the RO set. Any speech event is started with a negotiation of the set of rights and obligations. Between new acquaintances, such a negotiation will establish the RO set between them. Among old friends, the negotiation will affirm the existing set or readjust it whenever necessary. It is also possible that one speaker intentionally alters the established RO set, which will produce a marked choice. 

Code choices might be conventionalised or non-conventionalised. The conventionalised choice is the one that is identified by the consensus of the speech community as the unmarked.  The unmarked code chosen for interaction between a lawyer and client in Malaysia is English. If a lawyer were to choose BM, this choice is non-conventionalised and, thus, marked; and it implies that the RO set normally present between a lawyer and a client will change. The unmarkedness of a certain code in a particular RO set can be identified empirically. If a code is used chosen in most similar speech events, it is the unmarked code choice for that type of speech event.

For effective communication, it is necessary that speech participants obey the following negotiation maxims: make the unmarked code choice when you wish to establish or affirm the unmarked RO set associated with a conventionalised exchange:

(i)
show deference in your code choice to those from whom you desire something

(ii)
make an otherwise marked choice whenever the linguistic ability of whether S (speaker) or A (addressee) makes the unmarked choice for the unmarked RO set in a conventionalised exchange infelicitous

(iii)
make an exploratory choice as a candidate for an unmarked choice in a non-conventionalised exchange

(iv)
optionally make more than one exploratory choice as metaphors for multiple RO sets, thereby implicating multiple identities for oneself

(Scotton, 1983:120-126)

The idea of unmarked code choice assumes that among the speech community the RO sets are agreed upon. However, it is possible that such sets are not very clear or not accepted by every member of the speech community. In such a case, the markedness or unmarkedness of code choice is not readily identified.

Based on the speech components and their familiarity within the domain configuration, or, in Scotton’s terms, the result of the interactive negotiation, speech participants must be able to select the appropriate language out of their linguistic repertoires for communicating their ideas. There are occasions where participants have ample time to decide which language in their linguistic repertoire to use. However, it is also possible that such decisions may need to be done in a split second. Thus, a proficient language user should be able to not only select which language to use but also to decide it quickly when the situation requires.

From the viewpoint of this negotiation model, the present research is crucial in that it attempts to identify the unmarked code choice for the specified RO sets represented in the questionnaire. As mentioned by Scotton, the unmarked code choice for a certain RO set can be identified empirically by finding out the code most frequently chosen in similar speech events. 

2.6
Summary

The foregoing review indicates that the factors influencing language choice are: the functions of languages (Ferguson, 1959), the domains of language use (Fishman, 1972), the purpose of the interaction (Brown and Fraser, 1979), and both the purpose and setting of the interaction (Hymes, 1972). The sociolinguistic approach has considered language switching largely in terms of normative demands related to the topic, setting and purpose of the conversation as well as various characteristics of the interlocutors (Saville-Troike, 1982). 

There is also a contention that participant characteristics have greater potency in determining language choice, for example, Rubin (1968) and Sankoff (1980) show the active role played by speakers in weighing up the salience of various situational factors. In addition, Bell (1984) also argues that speakers make a language choice to accommodate their audience, rather than to non-audience factors such as topic and setting. Ladegaard (1995) points out that the role and power relations of the audience have to be taken into consideration. These normative, self-presentational and negotiative influences on shifts in codes are normally what sociolinguists would study.

Giles (1973b) states that sociolinguistics can be enhanced by using current social psychological knowledge. Giles and his colleagues were aware of other forms of speech modifications in interpersonal situations (normative and divergent language variations).  They began to study this phenomenon with an understanding of accommodation. The Interpersonal Speech Accommodation Theory, presented by Giles (1973b) argues that language choice is determined not only by the situational factors but also by the interpersonal relation between the speaker and the interlocutor. Through the strategy of accommodation a speaker tries to win the speaker’s favour by reducing dissimilarities. The adoption of the shared code is the realisation of this strategy. In practice, accommodation is not only a process of convergence, where the shared behaviours are performed, but it can also be that of divergence, where the speaker tries to distance himself or herself from the interlocutor by maximising their behavioural differences (Appel and Muysken, 1987).

Appel and Muysken (1987) also suggested that language proficiency would emerge as an important determinant of language choice in multilingual communities. It would be important to note how interlocutors decide between their language proficiency and accommodation tendencies in their language choices. With this, it would seem that the importance of socio-structural factors was recognised. 

The above review of literature has shown a need to adopt a combined sociolinguistic and social psychological perspective in the investigation of the language choice and use. This is especially true for studies conducted in multilingual settings. The emergence of socio-structural factors as an important determinant of language choice is seen.  In addition, earlier work examining the theoretical basis of how situational norms, interpersonal motivations and socio-structural factors interact to influence language choice has been conducted in Western settings. Thus, there is a need for more empirical studies in other cultural settings, such as Malaysia to enhance the explanatory power of these theoretical frameworks.  

