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ANOMALOUS TRANSPORT OF MICROALGAE Chlorella vulgaris IN 

MICROFLUIDIC CHANNEL                                                                                   

ABSTRACT 

Transport phenomena occur in diverse natural and man-made processes, ranging from the 

diffusion of charge carriers in conductors, semiconductors, ion channels in biological 

systems, movement of the dust particles or microorganisms in media and data transport 

in communication networks. Normal diffusion is characterized by linear scaling of the 

mean square displacement (MSD) with respect to time and can be modelled using 

Brownian motion. Anomalous diffusion refers to deviation from this linear scaling law to 

follow MSD ~ tα, with scaling exponent α used to classify the transport dynamics, namely 

sub-diffusion when 0 < α <1 and super-diffusion when 1< α <2. This study examined the 

transport behavior of microalgae Chlorella vulgaris as particles through a microfluidic 

channel under different flow rate. The flow is controlled through a pressure driven system 

and the motion of the microalgae is observed using high-speed CCD video camera with 

suitable optical magnification. The particle trajectories were reconstructed from the 

recorded sequential images and the basic statistics and the MSDs were calculated. A 

numerical simulation of the particles transport in a microfluidic channel was carried using 

COMSOL Multiphysics software. For simplicity, the microalgae particles were treated as 

spherical naturally buoyant. In both microfluidic experiment and numerical simulation, 

scaling behavior of MSD, probability density function (PDF), and velocity 

autocorrelation (VCAF) of the particle were analyzed by resolving the displacement in 

the streamwise (flow) and perpendicular (wall-normal) directions. Regional variations of 

the flow characteristics at the near-walls and center regions of the channel were also 

investigated. The scaled Brownian motion (SBM) model with power-law MSD scaling 

and time-dependent diffusion coefficient was used to describe the MSD scaling 

behaviors. The results showed the presence of anisotropic anomalous transport in all the 
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three flow regions with mixed sub-diffusive, normal and super-diffusive behavior in both 

longitudinal and transverse directions. Both experimental and numerical finding agreed 

on the transient scaling behaviors in the MSDs, but with different scaling exponent MSD. 

These findings are considered useful for optimizing the mixing process, the dispersion of 

the microalgae, and the flow implementation in the photobioreactor.  

Keywords: Brownian motion, anomalous transport, scaled Brownian motion, 
microfluidic, Chlorella vulgaris 
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GERAKAN ANOMALI MIKRO-ALGA Chlorella vulgaris DALAM SALURAN 

MIKRO-BENDALIR                                                                                                                    

ABSTRAK 

Fenomena angkutan berlaku di dalam pelbagai sistem semulajadi dan buatan manusia. 

Sebagai contoh, penyerapan dan lonjatan pembawa zarah di dalam konduktor dan semi-

konduktor, serangan virus dalam sel, dan pergerakan organisma bersaiz mikro dan 

angkutan data dalam sistem komunikasi. Resapan normal boleh dicirikan berdasarkan 

sifat pengskalaan sesaran purata kuasa dua (SPKD) yang boleh dimodel mengunakan 

gerakan Brown. Resapan anomali ialah penyimpangan daripada sifat penskalaan linear di 

mana SPKD ~ 𝑡𝛼 , dengan eksponen pengskalaan 𝛼  digunakan untuk mengkelaskan 

dinamik angkutan, yakni sub-resapan apabila 0 < 𝛼 <1 dan super-resapan apabila 1< 

𝛼 <2. Kajian ini melibatkan pengamatan kelakuan gerakan mikro-alga Chlorella vulgaris 

sebagai zarah melalui saluran mikro-bendalir pada kadar aliran yang berbeza.  Aliran 

bendalir dikawal oleh sistem pemacu tekanan. Gerakan mikro-alga diperhatikan 

menggunakan kamera video CCD dengan pembesaran optik yang sesuai. Trajecktori 

zarah dijana berdasarkan siri imej yang telah direkod dan statistik asas dan SPKD telah 

dikira. Simulasi berangka gerakan zarah mikro-alga di dalam saluran mikro-bendalir 

dilakukan dengan perisian COMSOL Multiphysics. Zarah mikro-alga diandaikan bersifat 

sfera terapung. Bagi kedua-dua eksperimen saluran mikro-bendalir dan simulasi 

berangka, sifat penskalaan SPKD, taburan kebarangkalian, dan fungsi korelasi halaju 

zarah telah dikaji untuk komponen arah gerakan zarah selari, sejanjang dengan arah 

aliran. Perubahan dalam ciri-ciri angkutan di kawasan berhampiran dinding dan kawasan  

tengah saliran juga telah dikaji. Model gerakan Brown berskala dengan ciri SPKD dan 

pekali resapan bergantung kepada masa telah digunakan untuk menggambarkan kelakuan 

penskalaan SPKD yang dicerapi. Hasil dapatan menunjukkan kewujudan angkutan 

anomali yang tidak sekata di ketiga-tiga kawasan aliran dengan campuran ciri sub-
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resapan, resapan normal dan super-resapan dalam komponen gerakan selari dan sejanjang 

dengan arah aliran. Selain itu, hasil kajian daripada ekperimen dan simulasi bersetuju 

dengan kemunculan kelakuan penskalaan transien dalam SPKD, tetapi dengan eksponen 

resapan yang bebeza. Kajian ini dianggap berguna untuk mengoptimumkan proses 

campuran, penyebaran mikro-alga, dan operasi aliran dalam fotobioreaktor. 

 
Kata Kunci: gerakan Brown, gerakan anomali, gerakan Brown berskala, mikro-bendalir, 

Chlorella vulgaris. 
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CHAPTER 1: INTRODUCTION 

 
1.1  Introduction 

Transport phenomena occurred in variety of systems. From the volatility movement in 

stock market (Mandelbrot, 2010), the hopping of the electron across semiconductors 

(Schubert et al., 2013), motion of the protein carrier across complex cytoplasmic skeleton 

(Fujiwara et al., 2016), diffusion of water in white matter of brain (Novikov et al., 2014), 

and swimming of microorganisms (Koch & Subramanian, 2011). These examples of 

phenomena belong to the transport process called diffusion. The irregular motion of the 

pollen grain in fluid was observed by Robert Brown (1829) where he concluded that this 

type of motion is also possessed by inorganic matter. Einstein (1905) and von 

Smoluchowski (1906) independently, suggested the mechanisms behind this random 

motion or Brownian motion whereby the particles are thought to experience irregular 

motion due to collisions with surrounding fluid’s molecules. Normal diffusion process is 

characterized by the mean and the variance or known as mean square displacement 

(MSD) (Mazo, 2002). Normal diffusion exhibits the linear dependence of MSD with time 

and the positions of the diffusing particles satisfying the Gaussian probability distribution. 

In fact, the deviation of the MSD from the linear scaling law give rise to the anomalous 

diffusion, where the particle dispersion can be either faster (super-diffusion or ballistic) 

or slower (sub-diffusion) than normal diffusion (Burada, et al., 2009).  

 Microalgae are known to display non-linear dynamic nature such as the swarming 

algae is able to perform long jumps as it migrates towards nutrient or very small jump as 

it is trapped by the environment (Kurtuldu et al., 2011). This dynamic motion exhibited 

by the microalgae (Figure 1.1) provide the exciting platform to probe on how nature adopt 

efficient survival mechanisms in harsh environments. For instance, the motile algae 
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(swimmer) derived its own intrinsic energy via help of adenosine triphosphate (ATP) 

conversion or with “swim organ” such as cilia or flagella, which then respond to the 

stimulus (Ntefidou et al., 2003; Rusconi & Stocker, 2015). Interestingly, even without 

any “swim organ”, the non-motile (non-swimmer) microalgae take the advantage of their 

buoyancy to help them navigate across the environment for search of nutrients, sunlight 

and oxygen (Rusconi & Stocker, 2015; Walsby, 1976). 

 

 

 

 

 

 

 

 

The use of microfluidic chip as a lab-on-chip device to study diverse flows and 

geometry effects on the transport of the particles are becoming increasingly popular 

(Meijering et al., 2012; Tasadduq et al., 2015; Yukimoto et al., 2013). Microfluidic chip 

allows the researchers to effectively control the micro-scale environment such as flow 

behavior (Kleßinger et al., 2013), fluid phases transition (Bardin et al., 2011), flow control 

(Beebe et al., 2000), mixing process (Lee et al., 2011), particles separation (Sajeesh & 

Sen, 2014), and particle focusing (Xuan et al., 2010). Combining with the high resolution 

and frame video microscopy and particle technique gives insight on the understanding of 

Figure 1.1: The different type of the differential survival mechanism of the 
microalgae (Rusconi & Stocker, 2015). 
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mechanics of microorganism in optimizing their motion. In this case, the microfluidic 

channel provides the confinement and flow environment to the system. 

1.2 Complexity in transport processes 

 
The micro-transport of algae can be further understood in term of “life at low Reynold 

numbers”, where viscosity of fluid dominated the transport process. High viscous 

environment can cause the algae to be trapped, causing its motion to be restricted 

(Bechinger et al., 2016). The presence of wall and surrounding geometry also can enhance 

the restriction on the algae motion (Yeo & Maxey, 2010). If the external driving force is 

present in the systems (e.g. moving fluid), the particle may no longer be able to freely 

diffuse (in open domain) or get trapped (in confined space) as the drift will force the 

particle to be transported along or against the streamlines (Burada et al., 2009). Since the 

applied flow is slower that swimmer velocity, the swimmer will manage to swim against 

the flow and vice versa (Apaza & Sandoval, 2016; Volpe et al., 2014). For the non-

swimmer, due to its finite size particle property, it cannot move fixedly according to the 

streamline as when it gets close to the wall, it will bounce back to the streamlines and the 

presence of shear gradient forces the particle to balance their position to minimize the 

shear effect (Rusconi & Stocker, 2015).  

1.3 Motivations of study 

 
Inspired by the extensive research on phycology of microalgae at the Institute of Ocean 

and Earth Sciences (IOES), University of Malaya, there came an opportunity to study 

some physical aspects of these microorganisms. This led us to focus on a non-motile 

spherical freshwater unicellular alga, Chlorella vulgaris (C. vulgaris). Interestingly, they 

are widely studied for their usage as a source of biomass in biofuels production (Al-

lwayzy et al., 2014; Sharma et al., 2012). The algae suspension is a complex fluid 

composed of water, polymeric substances and dissolved salts, algae cell and insoluble 
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solids (Bolhouse, 2010). The presence of the polymeric substances such as extracellular 

polymeric substances (EPS) has shown to make algae suspension (Souliès et al., 2013) to 

behave as non-Newtonian fluid. Moreover, the presence of viscoelastic algae cells and 

cell debris also leads to non-Newtonian behavior (Leupold et al., 2013). In 

photobioreactor designs, algae dispersion is assumed to be tracer regardless of their 

motility (Rubio et al., 2004). The studies have shown that distribution of the cell 

dispersion will vary based on the response to the flow and nutrient (Bees & Croze, 2014; 

Croze et al., 2013). Hence, the algae suspension should be considered as active 

suspension, instead of treating it as the passive tracer. For the non-motile algae Chlorella, 

it can act as active suspension since its collective suspension modified the surrounding 

flow velocity (Rusconi & Stocker, 2015). Thus, there is a need for detailed understanding 

on the complexities of bio-particles transport under shear flow, particularly in confined 

geometries for optimal design, operation and efficiency of algae photobioreactor 

conversions.  

1.4 Objectives 

 
The objectives of this work can be summarized as the following: 

i. to investigate the transport behavior of the microalgae in the microfluidic 

channel based on particle tracking experiment, trajectory analysis, and 

numerical simulation; 

ii. to study the spatial variation of the transport behavior in different parts of 

the channel; 

iii. to study the effects of flow rates on the mean square displacement 

temporal scaling for different regions of the channel; and 

iv. to model the temporal regimes in the mean square displacement plots 

using generalized diffusion processes. 
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1.3  Thesis outline 

 
Following a brief introduction to the research topic in Chapter 1, we recall the basic 

concepts related to normal diffusion and anomalous diffusion and the relevant diffusion 

models in Chapter 2. Here, we introduce some basics of fluid mechanics of the 

microfluidic system and emphasize on the algae used in this system. In Chapter 3, we 

present the methodology involved in this work, namely cell characterization, flow 

experiments and numerical experiment based on computational fluid dynamics. The 

image processing techniques and particles tracking/location identification algorithms are 

described here. Chapter 4 forms the core component of this thesis, where all the results 

obtained from the wet laboratory as well as numerical experiments are analyzed and 

discussed. These include the microalgae particle properties, particle trajectories and their 

mean square displacement characteristics, probability density functions for both the 

laboratory experiment and computational fluid dynamics. The study is concluded in 

Chapter 5 with brief remarks on stochastic modelling and anomalous diffusion together 

with prospects for further investigation.  

Univ
ers

ity
 of

 M
ala

ya



6 

CHAPTER 2: BACKGROUND AND LITERATURE REVIEWS 

In this chapter, we present the basic concepts related to diffusion processes and the 

generalization to the broader classes of anomalous diffusion processes. There has been 

growing interest to model complex transport phenomena and we introduce a number of 

well-known stochastic processes that are capable of explaining the experimentally 

observed characteristics, which may be attributed to various causes originating from 

medium and particle properties and also external forces such as drift field. Algae 

phycology Chlorella vulgaris (C. vulgaris) is introduced in slight details to assist readers 

to appreciate this exciting organism. As these particles will be subjected to narrow 

channel flow experiment, a brief discussion on the relevant fluid dynamics of microfluidic 

systems is given to set the stage for the following chapter.  

2.1  Normal Diffusion 

 
When a drop of dye is added into the glass of water, the dye spreads out such that its 

concentration slowly decreased until it reached constant concentration everywhere in 

space. This phenomenon is known as diffusion and its described via Fick’s second law 

given by (Mazo, 2002): 

 
which relates the rate of diffusing species to diffuse at time t to the probability of diffusing 

species exist at space r at time t, and D is a diffusion constant. Equation (2.1) can be 

easily solved to give the probability of finding the particles at position r at time t as: 

∂
∂t

P(r,t)=D 
∂2

∂r2 P(r,t), (2.1) 

P(r,t)=
1

√4πD
e- r2  

4Dt . (2.2) 
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This probability density distribution function (PDF) is the standard Gaussian or normal 

distribution profile as shown in Figure 2.1. 

 

 

 

 

 

 

 

   As particles set in motion at time t = 0 with initial position r = 0, the particles will spread 

across space, which is indicated by the increase of the width of particle’s position density 

function. This spread is also known as the standard deviation of the distribution. The 

spread of the particle in space is described by the mean square displacement (MSD) which 

is 

〈r2(t)〉= ∫ r2P(r,t)dt∝ t , (2.3) 

where  〈… 〉 referred to ensemble average and scales linearly with time t. The MSD is also 

referred to the variance of the distribution. Additionally, the empirical diffusion 

coefficient D can be obtained from Einstein diffusion relationship,  D= lim
t→∞

r2 (t)/4t . 

(Mazo, 2002). 

A concrete model to describe the diffusion process is random walk model, where each 

independent diffusing particle undergoes random walk of finite step to produce net 

Figure 2.1: The probability of finding the particles at different positions r at 
dimensionless time t = 1, 20, 30.  
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displacement, which is a random variable. The particle has the independent increments 

of position r at two consequent intervals. This random path is called Brownian motion 

and the MSD is defined as: 

〈 r2(τ) 〉= 〈 [ r(t) − r(t − τ) ]2 〉 ∝ t (2.4) 

which has the same form as MSD in Equation (2.3). 

A dynamical approach to treat the Brownian motion is to consider a stochastic 

differential equation, known as the Langevin equation, analogous to deterministic 

Newton’s second law of motion but with added random noise term (Mazo, 2002). For the 

sake of the clarity, we consider the one-dimensional position (x) case only. The particle 

immersed in the fluid characterized by its position x(t) and velocity v(t) undergoes motion 

due to frictional drag forces −𝛾𝐯(𝑡) from the fluid and other deterministic forces F and 

affected by the random forces due to thermal noise 𝜉(𝑡) as shown below:  

dx(t)
dt

= v(t), (2.5) 

dv(t)
dt

= F −
γ
m

v(t)+
1
m

 ξ(t), (2.6) 

where the friction coefficient 𝛾 = 6𝜋𝜂𝑎 is given by Stokes law. Equation (2.6) reduces 

to the Newton’s equation under absence of thermal forces. Thermal force 𝜉(𝑡) is defined 

as the random forces due to elastic collisions between the suspended particle with the 

surrounding fluid’s particle. Since the impact of this force on the suspended particle varies 

extremely fast within the observed time, the characteristics of this forces are stochastically 

represented by standard Gaussian white noise such that the mean  〈𝜉(𝑡)〉 = 0 and the delta 

correlation 

〈ξ(t1)ξ(t2)〉 = δ(t2 − t1).     (2.7) 
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 The delta function is represented by Dirac delta function. It gives the information on 

the zero correlation between the collision occurring within the short time interval of 𝑑𝑡1 

and 𝑑𝑡2. Within this short time interval, numerous collisions cause the memory of the 

forces to be lost at different time. A random process 𝑋 = {𝑋(𝑡): 0 ≤ 𝑡 ≤ ∞} is called 

Brownian motion if it satisfies the following properties (Mazo, 2002): 

(i) X(t) and its increments {X( 𝑡1)- X(𝑡2)} has Gaussian distribution with zero 

mean; 

(ii) correlation function C(𝑡1 ,𝑡2) = <X(𝑡1).X(𝑡2)> = ½(|𝑡1|+|𝑡2|-|𝑡1-𝑡2|);and 

(iii) variance 〈(𝑋)2〉~𝑡.  

The white noise 𝜉(𝑡) is said to be the generalized derivative of the Brownian motion 

𝑋(𝑡) and these two Gaussian stochastic processes are very important in the field of 

stochastic processes and the modelling of fluctuation phenomena (Mandelbrot, 2010). 

The sample paths of Gaussian white noise and Brownian motion are depicted in Figure 

2.2. White noise is uncorrelated process, hence often used as model of extremely noisy 

phenomena without any memory or correlation between two consecutive time. Taking 

cumulative sum of the white noise would give the irregular path of the Brownian motion 

(Figure 2.2(b)) but with short-time correlation known as Markovian behavior, where the 

future is independent of the past given the present. Sample paths of Brownian motion 

exhibits the non-stationarity with irregularity of the path exists in all scales and 

differentiable nowhere. In fact, its path is statistically self-similar, namely the statistical 

distribution or the properties are invariant upon time scaling. This is referred to as fractal 

curves.  
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2.2  Anomalous diffusion 

As mentioned earlier, Brownian motion and normal diffusion process have many 

properties that are easy to verify, either from theoretical analysis and also from 

experiment (Mazo, 2002). It is a Gaussian process characterized by the first two moments, 

namely mean and variance. Moreover, the linear scaling of MSD with time is rather 

unique and unambiguous. Nevertheless, there are many cases where departure from the 

normal diffusion behavior are observed. Any deviation from this standard linear behavior 

is referred to as anomalous diffusion (Metzler et al., 2014; Vlahos et al., 2008). A 

particular form of non-linear behavior of MSD is written as:  

〈r2(t)〉= ∫ r2P(r,t)dr = 2Kα tα, (2.8) 

Figure 2.2: Sample path of: (a) white noise and (b) Brownian motion. 
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such that P(r, t) is the probability of finding the particle at location r in time t, and Kα is 

the generalized diffusion coefficient with physical dimensions cm2s−𝛼 . Based on this 

characteristic, it is possible to classify two main classes of processes based on scaling 

exponent 𝛼 (Burada et al., 2009). For 0 < α < 1, the process is called sub-diffusion and 

1< α < 2 refers to super-diffusive behavior. Normal diffusion corresponds to α = 1. When 

α = 2, the transport is said to be ballistic as a signature of deterministic Newtonian 

dynamic. Moreover, when α > 2, the process exhibits hyper-diffusive behavior (Siegle et 

al., 2010). Additionally, there exist other classes of the anomalous diffusion known as 

transient anomalous diffusion, where the system exhibits different scaling behavior 

depending on the transition time (Alves et al., 2016; Spiechowicz, et al., 2016): 

〈(∆r)2〉= {
tα, for t≪ tcr

t,    for t ≫ tcr
. (2.9) 

  

The notable phenomena that demonstrate the multi-scaling behavior depending on the 

transition time is single file diffusion (SFD) which will be discussed in next Section 2.4.4.  

2.3 Stochastic models for anomalous diffusion 

 
In this section, we introduce a number of stochastic models that can be used to describe 

anomalous diffusion. Before applying the model to the random process, one must perform 

the inspection on the distribution of the process to justify the suitable mathematical model 

that will fit the mechanisms of the process. One of the simple tests is the evaluation of the 

PDF by the system. Based on the PDF, one can then decide to use Gaussian anomalous 

diffusion models or non-Gaussian anomalous diffusion models as shown in Figure 2.3. 
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2.3.1  Gaussian models for anomalous diffusion 

 
In Gaussian anomalous diffusion, the random process exhibits the anomalous behavior 

in the MSD, yet retains the Gaussian property of its PDF. As such one can use the widely 

popular fractional Brownian motion (FBM) (Mandelbrot, 2010; Qian, 2003) or the scaled 

Brownian motion (SBM)  (Bodrova et al., 2016; Bodrova et al., 2015; Jeon et al., 2014), 

which is not widely known beyond the community of stochastic processes researchers 

until recent. The application of the latter for this study would be considered as a 

significant contribution in the modeling of anomalous transport. 

 

Figure 2.3: Trajectories of phenomena of (a) Gaussian normal diffusion modelled 
by random walk, (b) swarming bacteria migrate modelled by anomalous diffusion 
non-Gaussian model Levy’s flight (Ariel et al., 2015), and (c) diffusion of single DNA 
molecule modelled by anomalous diffusion Gaussian model of Fractional Brownian 
motion (Serag et al., 2014). 
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2.3.1.1 Fractional Brownian Motion (FBM) 

 
Fractional Brownian Motion (FBM) is one of the Gaussian functions with strong 

interdependence between distant samples path. Because of these properties, FBM is used 

to model the cycles in economic time series (Bender et al., 2011; Mandelbrot, 2010), the 

fluctuations of 1/f noises in solids (Kaulakys & Alaburda, 2009), cumulated water flows 

in hydrology (Molz et al., 1997), and data transfer in network traffic (Willinger et al., 

1995). In addition, FBM is commonly used to model the motion of the particle in the 

viscoelastic environment (Jeon et al., 2014; Reverey et al., 2015). The widely accepted 

stochastic representation of the FBM was introduced by Mandelbrot and van Ness 

(Mandelbrot & van Ness, 1968) as given by  

BH(t)≔
1

Γ (H+ 1
2)

(∫ [(t-s)H-1/2
0

-∞
-(-s)H-12]dB(s)+ ∫ (t-s)H-12dB(s)

t

0
) (2.10) 

where 𝛤 is the gamma function i.e.  Γ(α)≔ ∫ xα-1∞
0 exp (-x) dx and 0 < H < 1 is called 

Hurst parameter. Hurst parameter is the measure of self-similarity. The normalized 

fractional Brownian motion BH = {BH(t):0 ≤ t ≤ ∞}  is characterized by the following 

properties: 

(i) 𝐵𝐻(𝑡) has stationary increments; 

(ii) 𝐵𝐻(0) = 0 and 𝐸[𝐵𝐻(𝑡)] = 0 for 𝑡 ≥ 0; 

(iii)𝐸[𝐵2
𝐻(𝑡)] = 𝑡2𝐻  for 𝑡 ≥ 0; and 

(iv) 𝐵𝐻(𝑡) has Gaussian distribution for 𝑡 ≥ 0. 

In addition, fractional Brownian motion is the only Gaussian process with stationary 

increments that is self-similar. FBM is also a non-stationary process. For the continuous 

sample path, the covariance function of the FBM is given by: 

C(s,t) = E[BH(s)BH(t)] =
1
2

{t2H+s2H − (t-s)2H}. (2.11) 
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For 0 < 𝑠 ≤ 𝑡 the incremental process 𝑊𝐻 = {𝑊𝐻𝑘
: 𝑘 = 0,1, … . } of FBM is given by 

WH=BH(k+1)-BH(k), (2.12) 

and it is called as Fractional Gaussian Noise (FGN) corresponding to the white noise 

counterpart of Brownian motion. The differentiation the FBM produces the 

corresponding FGN, while the integration of FGN gives rise the corresponding FGN. It 

should be noted FGN is the stationary process. The FGN correlation function is given by 

(Qian, 2003): 

C(s,t)=
1
2

[(t-s-1)2H-2(t-s)2H+(t-s+1)2H]. (2.13) 

Via the stationary property of FGN, the correlation at lag time τ reduces to: 

C(τ)=
1
2

[(τ+1)2H-2(τ)2H+(τ-1)2H], (2.14) 

and for the large τ, Equation (2.14) can be approximated as: 

C(τ)=H [(2H-1)𝜏2H-2]. (2.15) 

Similar with FBM, FGN is a fractal stationary process characterized by the Hurt Exponent 

H. While FBM contains the information on displacement of diffusing particles, FGN can 

be used to model the velocity or derivative process using the correlation properties. In 

this case, H value determines the memory or the long-range dependency of the FGN 

process (Koutsoyiannis, 2002; Riley et al., 2012; Shevchenko, 2015). If 0 < H < 0.5, the 

process has the short time memory (anti-persistent) with negative correlation as the 

positive increment is followed by negative increment. For 0.5 < H < 1, the process has 

long time memory (persistent) with positive correlation where the positive increment is 

often followed by positive increment. As H = 0.5, the process reduces to white noise with 

zero correlation (uncorrelated). 
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2.3.1.2 Scaled Brownian motion (SBM)  

 
Scaled Brownian motion (SBM) occurred in variety of the systems, for example the 

diffusion of water in the brain (Novikov et al., 2014), and the motion of particle across 

porous environment (Sen, 2004). It is a Gaussian stochastic process and is derived by 

rescaling Brownian motion 𝐵(𝑡) via the non-liner time transformation (Lim & Muniandy, 

2002):  

t →t*= tα,  0 <α<2 (2.16) 

Then, the SBM 𝐵𝑠(𝑡) ≡ 𝐵(𝑡∗)  is Gaussian process with zero mean. The correlation 

function is given by:  

〈B(t*)B(s*)〉= t*∧ s*= tα∧ sα=〈Bs(t)Bs(s)〉, (2.17) 

where ∧ denotes the minimum. The SBM can then be represented in Langevin equation 

form with the time dependent diffusion coefficient D(t) as (Jeon et al., 2014):  

dBs

dt
= √2D(t) ξ(τ), (2.18) 

where D(t) takes the general form of  

D(t)=D0+(1+
1
τ0

)α-1, (2.19) 

 
 with 𝐷0 = 𝐷(0), the initial diffusion coefficient with physical dimension of cm2s−𝛼 . 

This general form avoids the singularity at t = 0 and 𝜏0 represents a characteristic time 

for the mobility variation. In SBM, scaling exponent 𝛼 of the MSD takes the range of 

0 < 𝛼 < 2 so that the process describes sub-diffusion with 0 < 𝛼 < 1, Brownian motion 

with 𝛼 = 1, super-diffusion with 1 < 𝛼 < 2, and ballistic with 𝛼 = 2. SBM retains the 

basic properties of the Brownian motion such as it has Gaussian Markov process for t  >  0, 

thus should be favourable for modeling Gaussian fractal signals. 
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2.4 Non-Gaussian anomalous diffusion 

 
The central assumption of the Brownian motion lies in the implication of Central Limit 

Theorem (CLT) on the distribution of the particle’s displacement (Mazo, 2002; Metzler 

et al., 2014). From the probability theory, if the steps taken by the particle when it 

undergoes the random walk are independent, then the distribution of particle’s 

displacements follow the Gaussian distribution at sufficiently long time. In other words, 

CLT guarantees the strong convergence of any identically and independent distributed 

random variable (iid) into Gaussian distribution, regardless of the initial distribution of 

those iid. The direct consequence of the CLT is shown in ensembles averaged over a set 

of initial states (ergodic behavior) in the definition of the MSD (Metzler et al., 2014). 

This leads to the ergodic breaking phenomena (Jeon et al., 2014; Metzler et al., 2014). 

The violation of the CLT leads to another class of anomalous diffusion called non-

Gaussian anomalous diffusion. 

Two examples of non-Gaussian anomalous diffusion models are continuous-time 

random walk (CTRW) and Levy’s flight.  

2.4.1  Continuous-Time Random Walk Model 

 
As the result of the violation of CLT, the particle in CTWR no longer has constant 

jump length. CTRW model has been successfully used to describe the motion of charge 

carrier in amorphous semiconductor (Scher & Lax, 1973), the trajectories of insulin’s 

granule across a potassium channel (Tabei et al., 2013), and the motion of carrier proteins 

in plasma membrane of a live cell (Campagnola et al., 2015). These phenomena reflect 

the particles or walkers encounter traps or obstacles as they walk along their path which 

cause the walkers to “wait” for a waiting period before they are free to move or jump 

(Berry & Soula, 2014). This successive jump does not take place at equal time step and 

the random process is a non-stationary process with dependent increment. The particle is 
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assumed to have the power-law waiting time distribution described by (Metzler et al., 

2014): 

P(τ)~
τ0

x

τ1+x , (2.20) 

before it can jump such that the typical waiting time 𝜏 diverges as limit 𝜏 → ∞ and 0 <

𝛼 < 1. The fundamental time scale of the random process is expressed as scaling factor 

𝜏0. Due to extreme waiting time of the individual particle, this leads to disparity between 

the MSD and time averaged MSD(TAMSD) 𝛿2(𝜏) (Sokolov, 2012) namely 

〈x2(τ)〉 ≠ lim
t→∞

δ2(τ)̅̅ ̅̅ ̅̅ , (2.21) 

which implies weak ergodicity breaking as mentioned previously in Section 2.3. 

 
2.4.2 Levy Flight 

 
In Levy flight, the particle undergoes the independent increment of path taking a jump 

with length lj at the j-th step, such that the jump length is derived from the power law 

probability density function   

with 1 < 𝜇 ≪ 3 (Viswanathan et al., 2008). When µ = 1, the path exhibits the ballistic 

(deterministic) behavior and µ = 3 leads to the Brownian motion. When µ < 3, the path 

follows the anomalous diffusive behavior where its second moment diverges (〈𝑙2(𝑡)〉 →

∞ ) . For 𝜇 < 2 , the first moment is divergent (〈𝑥(𝑡)〉 → ∞) . These divergences of 

moments are due to heavy tail characteristics of the distributions where the particle may 

experience extremely long jumps. The summation of the iid with divergence variance 

lead to generalized central limit theorem, where the limit of this distribution is 

characterized by  𝛼 -stable Levy distribution (Viswanathan et al., 2008). In fact, the 

particle undergoing Levy’s walk leads to super-diffusive behavior of the MSD defined 

as:  

P(l)~ l-μ, (2.22) 
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which scales super-linearly with time. The foraging hypothesis on the Levy’s flight states 

that the biological organism’s movement will adapt to the Levy’s flight to optimize their 

random search translation for the food, nutrients, territory and etc. (Viswanathan et al., 

1999). 

2.5 Factors affecting the transport processes 

 
Transport phenomena exhibit diverse characteristics depending on the media 

complexity, type of particle, flow, and geometry of the confinement. The interaction of 

the particles with all these factors give rise to complex and non-linear dynamics. In the 

following, we list a few key contributions, but the list is not exhaustive. 

2.5.1 Types of media 

 
In open spatial domain, a particle suspended in water is free to explore the space with 

the MSD of the particle characterized by linear dependence following the Einstein’s 

diffusion law (Mazo, 2002). However, if the water is replaced with complex media for 

example polymer, the motion of the particle will be restricted. For instance, the 

viscoelastic media such as polymer produces anomalous diffusion such that tracers are 

trapped due to the polymer entanglement (Godec et al., 2014; Mutch et al., 2013). In 

addition, the liquid-glass transition mechanism (Gimel & Nicolai, 2011) can induce the 

anomalous behavior, where the existence of the transient anomalous regime at a short 

time is followed by the normal diffusion at the long time (Godec et al., 2014). Complex 

media such as cytoplasm (Guigas et al., 2007; Reverey et al., 2015; Weiss et al., 2004) 

cause the passive tracers to exhibit anomalous diffusion. The complex cytoskeletal 

elements such as microtubule and actin filaments that make-up cytoplasm provide the 

obstructions on the diffusing particle (Sokolov, 2012). The degree of the obstruction can 

〈x2〉 ~ t2H, (2.23) 
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alter the translational diffusion region for instance, the particle exhibits a short time sub-

diffusive motion and transit to the normal diffusion at the longer time ( Havlin & Ben-

Avraham 1987; Weiss et al., 2004). Another example is the existence of the transient 

anomalous sub-diffusive motion of tracers in the living motile Amoeba at short time 

interval due to caging of viscoelastic thermal bath before transition to the super-diffusive 

behavior at later time because of advective flow of the moving cell (Rogers et al., 2008). 

Heterogeneity in the fluid can affect the transport of the particle. For example, differences 

of fluid’s constituent particles (Figure 2.4) can lead to restriction of the particles motion 

due to the molecular crowding effect (Banks & Fradin, 2005; Weiss et al., 2004).  

 

 

 

 

 

 

 

 

2.5.2  Types of particles 

Micro-spherical hard particles immersed in the fluid undergoes random motion and its 

MSD often found to scale linearly with time (Mazo, 2002). Unlike the hard-particle, the 

soft particle tends to show deviation from linear scaling law of the MSD, mainly due to 

complex interaction of particle elasticity, shape factor, and surface interaction, fluid 

Figure 2.4: (a) Disordered medium, (b) crowded environment (Condamin et al., 
2008). Univ
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hydrodynamic forces (Lin et al., 2009), and the confinement geometries (Chebbi, 2015;  

Chen, 2014; Ghosh et al., 2015; Nutku & Aydıner, 2015). This complex interaction 

induces rich non-linear dynamics on the system. The soft particle such as a single 

mesenchymal-like cell is able to change its shape due to sub-cellular activities. During 

the cell locomotion, the relative motion of the cell with respect to its nucleus displayed 

different anomalous regimes, depending on the cell’s protrusion and detachment 

activities. The mixture of detachment and protrusion activities caused the cell to display 

the diffusive behavior while the nucleus dispersed sub-diffusively (Lan et al., 2016). 

Another example is the shear thinning behavior of blood flow through the micro veins 

where the decrease of blood viscosity with respect to increasing shear rate depends on the 

diameter of blood vessel relative to cell size and shear rate (Chen, 2014).  

The soft-core nature of the particle opens up possibilities of the inelastic collisions, 

particles deformation, and non-uniform mass distribution subjected to external forces i.e. 

shear force (Tam & Hyman, 1973). A deformable particle produces asymmetric 

hydrodynamic field and unbalanced fluid stress at the particle’s surface causing the net 

migration of the particles to be away from the wall (Chen, 2014). Besides, the difference 

of the particle’s surface velocity with the flow’s velocity induces cross stream lateral 

migration, where the particle can migrate in the perpendicular direction of the streamlines 

(Ho & Leal, 1974). Additionally, the particle can undergoes deformation due to fluid’s 

shear and hydrodynamic perturbation (Chen, 2014; Hur et al., 2011).  

Without any influences of any external forces, motion of the passive micro-particle is 

driven by the thermal fluctuation of the medium (Mazo, 2002). In contrast, active particle 

is able to propel by acquiring the energy from the environment and help it to move in 

certain swimming direction (Ao et al., 2014). Active particle is also known as self-

propelled particle or micro-swimmer or nano-swimmer, and they are plenty in nature and 
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artificial systems. An example of artificial swimmer is Janus particle, where its motion is 

triggered by the surrounding chemical reaction (Bechinger et al., 2016). An experimental 

together with simulation study by Zheng et al. (2013) reveals the non-Gaussian 

anomalous diffusion exhibited by Pt-silica Janus particles. They found that the particles 

showed Brownian motion dynamics at early time, switched on to super-diffusion at the 

intermediate time and then recovered the diffusive dynamics at longer time.  

For the natural swimmer such as motile microalgae performed the directed motion 

based on its stimulus reaction on the environment such as gravitaxis (bias towards gravity) 

and phototaxis (bias towards the light). Gravitaxis is bias experienced by the motile 

organisms due to the gravitational field (Hagen et al., 2014). Negative gravitaxis is motion 

experienced by the motile organisms to opposed the gravitational field, which are 

observed in Paramecium (Roberts, 2010) and Chlamydomonas (Roberts, 2006), which 

used the swimming organ such as flagella or cilia to navigate in the flow to avoid the 

sedimentation. Another example is the Euglena gracilis which used the combination of 

the phototaxis (respond to light) and gravitaxis to retain the vertical alignment in water, 

enabling them to adjust their position to optimize the surface for sunlight irradiation 

(Ntefidou et al., 2003). This system has been shown to exhibit non-Gaussian anomalous 

diffusion (Leptos et al., 2009) with the diffusive behavior in the horizontal direction while 

ballistic behavior in the vertical direction (Schuech & Menden-Deuer, 2014). It should be 

noted that the gravitaxis also occurred in non-motile organism where the inhomogeneous 

mass density within organisms (bottom heaviness) cause the organisms to align with sea 

buoyancy (Roberts, 2006, 2010). 

2.5.3 Types of flow 

Classical problem of transport of tracer under influence of the Poiseuille velocity flow 

profile was done by Taylors (1953). The study observed that the particles distribution 

Univ
ers

ity
 of

 M
ala

ya



22 

approached symmetrical Gaussian distribution at the limit of large time and the particle 

diffused axially with larger effective diffusion coefficient than normal diffusion. Non-

Gaussian particle distribution at the short time regime was also noticed in this work. 

Taylor’s results were improved by Aris (1956) where he approximated the value of 

effective diffusion coefficient as Deff = 1/(192D)+D. Early observation of the anomalous 

diffusion in fluid dynamic problems was noted by Lighthill (1966), who observed that 

particles spread dispersively before the Taylor regime. Latini and Bernoff (2001) revisited 

the problem with the conclusion that the tracer dispersion exhibited transient anomalous 

diffusion with the diffusive regime at short time, the anomalous super-diffusive regime 

at the intermediate time, and Taylor's regime at a long time. In addition, they suggested 

that the transient anomalous diffusion at the time before Taylor’s regime is a feature of 

the shear dispersion in laminar flow (Latini & Bernoff, 2001). 

Shear flow also affects the dynamics of the transport process. For instance, the 

formation of the structural inhomogeneity or ordering at higher shear rate can cause the 

anisotropy in diffusion coefficient that creates the out-of-equilibrium structure (Cheng et 

al., 2012; Zausch et al., 2008). For instance, Cheng et.al (2012) reported the concentrated 

hard sphere particles suspension in simple shear flow arranged themselves in a string-like 

structure in vorticity direction as result of the anisotropic particle diffusion. Under the 

shear flow, the MSD of passive Brownian spherical particles along the streamwise 

direction exhibit anomalous scaling proportional to the cubic power of time (Katayama 

& Terauti, 1996; van de Ven, 1977). Recent numerical study on the behavior of Brownian 

self-driven particles at low Reynolds number in Poiseuille flow showed that the MSD 

along the flow direction in short time follows quartic time scaling behavior, whereas at 

longer time, it is always quadratic in time (Apaza & Sandoval, 2016). 
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2.5.4 Geometrical confinement 

  Particles are free to explore the bigger spatial space in open geometry. Particles’ 

random motion in such cases shows MSD that scales linearly with time. When geometric 

spatial confinement is introduced in the form of a narrow channel as shown in Figure 2.5, 

then the transport process exhibits rich non-linear dynamics. For example, the presence 

of confining wall causes the MSD of the particles to become smaller because the particles 

transported near to the wall experience particle-wall interaction. A study on the non-

colloidal suspensions under shear flow and bounded by two parallel walls using 

microfluidic chip was carried out by Yeo and Maxey (2010). They observed the diffusion 

of particles in tangential direction in vicinity of the wall behave super-diffusively as the 

particles undergo intermittent jumps, while the particles located at the center of the 

channel diffused sub-diffusively due to confinement by the walls.  In addition, the surface 

roughness (Fehr & Lowen, 1995; Scheidler et al., 2000) also affect the local behavior of 

the particle such that the smooth wall will induce smaller MSD of particles (Eral et al., 

2009).  

Under very extreme confinement geometry i.e. very narrow channel, the particles 

undergo strong sub-diffusive dynamics such that the particles are lined-up in sequence, 

and incapable for mutual passage (Figure 2.5(c)). This phenomenon is called single file 

diffusion (SFD) and the particle’s sequences remain unchanged over time (Burada et al., 

2009). By using optical video microscopy imaging and particle tracking technique to track 

the motion of paramagnetic colloidal spheres inside the micro-trenches, Wei et al., (2000) 

reported this system exhibited the SFD dynamic in which MSD scales as t1/2 over the 

period of two decades and the PDF of the particles displacements is Gaussian.  
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2.6  Algae phycology 

C.vulgaris is the unicellular and non-motile (no flagellum)  green algae that grows 

abundantly in the fresh water, brackish water and in terrestrial habitat (Sharma, 2007). It 

has spherical, ellipsoidal, or granular shape and with an average diameter of 2 μm~ 20μm 

(Sharma, 2007). The algae’s cell wall (Figure 2.6) is made up from cellulose/chitin-like 

glycan, which gives them a quite rigid membrane structure (Kapaun & Reisser, 1995) and 

therefore can sustain relatively high hydrodynamic stresses without any cellular damage. 

C.vulgaris is a neutrally buoyant cell where its effective density is similar to the 

suspending water (Reynolds, 1984). Thus, it freely floats on the water surface by 

undergoes vertical migration  towards the region with  abundant of light (Viner & Kemp, 

1983). 

 

Figure 2.5: Transport of particles in narrow channels under condition of (a) without 
applied flow, (b) with applied laminar flow, and (c) with extreme confinement. Image 
retrieved from  (Burada et al., 2009). 
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Due to its ability to produce high lipid content, C.vulgaris is widely studied for its 

usage as a source of biomass in biofuels production (Al-lwayzy et al., 2014; Sharma et 

al., 2012). The algae suspension is a complex fluid composed of water, polymeric 

substances and dissolved salts, algae cell and insoluble solids (Bolhouse, 2010). The 

presence of the polymeric substances such as extracellular polymeric substances (EPS) 

has shown to make algae suspension (Souliès et al., 2013) to behave as a non-Newtonian 

fluid. Moreover, the presence of viscoelastic algae cells and cell debris also leads to non-

Newtonian behavior (Leupold et al., 2013). 

2.6.1  Algae as complex fluid 

Algae suspensions are composed of water, polymeric substances and dissolved salt 

making it to behave as a complex fluid. Extracellular polymeric substances (EPS) is 

produced by the microorganisms in the medium as the result of its microbial metabolism 

(Mayer et al., 1999). EPS is composed of carbohydrates, protein, extracellular DNA, lipid, 

surfactants, and humid substances. In fact, the EPS also consist of a viscous biofilm 

matrix (Marvasi et al., 2010; More et al., 2014). The presence of EPS can cause the 

Figure 2.6: Structure of Chlorella vulgaris (Sharma, 2007). 
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suspension to exhibit non-Newtonian fluid behaviors (Clementi et al., 1998). In addition, 

cell debris and viscoelastic algae cell also can contribute non-Newtonian behaviors of the 

suspensions (Chen et al.,1997). 

2.6.2 Viscosity of algae suspension 

The effective viscosity of the dilute suspension of the non-interacting hard sphere 

particle suspended in the Newtonian fluid can be approximated by using Einstein’s 

classical viscosity model (Genovese, 2012; Mendoza et al., 2009):  

ηr=
ηs

ηsw 
=1+2.5ϕ, (2.24) 

 
where 𝜂𝑟  is relative viscosity, 𝜂𝑠  is suspension viscosity, 𝜂𝑠𝑚  is suspending medium 

viscosity, and 𝜙 is particle volume fraction. This equation is valid for 𝜙 < 0.01, so that 

flow around the particle does not disturb the velocity field of any particles (Genovese, 

2012; Mendoza & Santamaría-Holek, 2009). 

At high particles concentration or high-volume fraction, the hydrodynamic interaction 

between the particles is more significant. The two-particle hydrodynamic interaction is 

considered in viscosity model developed by Batchelor and given by:  

ηr=1 + 2.5ϕ + 6.2ϕ2, (2.25) 

 valid for 𝜙 < 0.1 (Batchelor, 1977). In high particle volume fraction, the concentration 

of the particles can be related to the viscosity through the empirical formulation by 

Krieger and Dougherty: 

where 𝜙𝑚𝑎𝑥  is the maximum packing fraction (Krieger & Dougherty, 1959). This 

equation will reduce to the Einstein model at low particle volume fraction. In addition, at 

ηr= (1-
ϕ

ϕmax  
)

-2.5ϕmax

, 

 

(2.26) 

Univ
ers

ity
 of

 M
ala

ya



27 

maximum packing fraction such that 𝜂𝑟 → ∞, Quemada (1977) proposed the viscosity 

model as:  

ηr= (1-
ϕ

ϕmax
)

-2

. (2.27) 

 
A systematical study on the rheological properties relationship with the volume 

fraction of the C. vulgaris suspensions was done by Souli`es et al. (2013) through the in-

situ microscopic flow of suspension under influence of shear. It was found that the 

viscosity suspension at low volume fractions behaves like a Newtonian fluid, while at 

higher volume fraction the suspension viscosity is described by Quemada model as in 

Equation (2.27). They also found that at the intermediate volume fraction, C. vulgaris 

exhibits the shear thinning behavior due to cell aggregation (Souliès et al., 2013).  

2.6.3 DLVO theory of the algae suspension 

The stability of the algae suspension depends on the interaction between the 

electrostatic Debye repulsion potential with the van der Waals attraction potential 

(Mazza, 2016; More et al., 2014; Ndikubwimana et al., 2015). This interaction is 

approximated using Derjaguin, Landau, Verwey, and Overbeek (DLVO) theory which 

states two charges particles separated by distance s interact with total interaction energy 

given by summation of repulsive electrostatic Debye repulsion potential energy  𝑈𝑐 and 

attractive van der Waals attraction potential energy 𝑈𝑣𝑑𝑊 as (Mazza, 2016): 

2.7 Governing equation in microfluidics  

Inside the microchannel with cross section area A, fluid flows with speed 𝑣𝑎𝑣𝑔  at flow 

rate of: 

UDLVO(s)=UvdW(s)+Uc(s) . (2.28) 

Qflow=Avavg. (2.29) 
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The flow of fluid is characterized by the usage of the dimensionless hydrodynamic 

number such as Reynolds number and Mach number. Reynold number (Re) is defined as 

the ratio of the inertia forces to viscous forces: 

Re=
ρuavgL

η
, (2.30) 

where the 𝜌 is the fluid density, L is the hydrodynamic length and 𝑢𝑎𝑣𝑔 is the average 

fluid velocity. For low Reynold number Re < 1, the viscous forces will dominate the flow, 

producing laminar flow. While for high Reynold number Re > 4000 (Bruus, 2015), the 

flow becomes turbulent due to the fluid’s inertia. In the case of very viscous flow with 

very small Re, the creeping flow or extreme laminar flow will develop. Additionally, 

Mach (Ma) number is defined as the ratio of fluid velocity U to the speed of sound in the 

fluid:  

Ma=
U
c

, (2.31) 

which is used to measure the flow compressibility. When the flow is compressible, the 

density of the fluid changes during the flow. 

When the fluid is pumped inside the microchannel, the continuity equation or 

conservation of mass equation of the fluid flow holds and is given by (Bruus, 2015): 

∂ρ
∂t

+∇.(ρu)=0. (2.32) 

In incompressible flow, the fluid flow across the channel will maintain their volume and 

density over time. Hence the velocity u reduces to: 

The momentum of the fluid flow is expressed by Navier-Stokes equation:  

(
∂u
∂t

+u.∇u) = -∇p+ ∇.(μ∇u+(∇u)T)-
2
3

μ(∇.u)I+F. (2.34) 

∇. (𝜌𝐮) = 0. (2.33) 
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The left-hand side term of Equation (2.34) represents the mass and acceleration of the 

fluid when it moves along the flow in form of inertial forces. While at the right-hand side 

of this equation represents all the possible forces that act on the fluid such as pressure 

forces, viscous forces, and external forces. Under incompressible laminar flow, Equation 

(2.34) reduces to more simplified version: 

0 = -∇p+∇.(μ(∇u)+(∇u)T. (2.35) 

Solving Equation (2.35) required the imposition of the boundaries conditions. The 

common boundary condition used is the imposition of the zero-flow velocity at stationary 

boundaries known as non-slip boundary conditions which give solution of the Poiseuille 

velocity flow profile (Bruus, 2015).  

The behavior of the fluid can be classified into (a) Newtonian fluid, and (b) Non-

Newtonian fluid. These fluid behaviors can be explained in term of the rheology 

properties of fluid i.e. how fluid react on the applied force or changes in fluid 

characteristics due to the applied forces. In a Newtonian fluid, the viscosity coefficient is 

constant thus fluid responses on the applied forces is predictable. For example, the 

Newtonian fluid has constant viscosity when applied forces act on it i.e. the viscosity 

remains constant as the velocity gradient changes. On the other hand, for the non-

Newtonian fluid the viscosity coefficient is not constant as it produced unexpected 

response on the applied forces. For instance, the viscosity of non-Newtonian fluid 

decreased with increasing velocity gradient as observed in high volume fraction of the 

C.vulgaris suspension (Souliès et al., 2013). On the contrary, the flow of red blood cell 

shows the increase of viscosity as velocity gradient increased as a result of shear 

thickening effect (Schmid-schonbein et al., 1969). 

The flow of fluid across the channel is analogous to the Ohm’s law in electrical circuit 

design (Bruus, 2015; Stone, 2007). The volumetric flow rate Q is analogous to the current 
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density, the pressure drops across channel length L acts as the potential drop in circuit 

and hydrodynamic resistance 𝑅𝐻 acts to dissipate the fluid’s energy similarly as electrical 

circuit’s resistance. The Ohm’s Law version of the fluid circuit is called Darcy’s Law. 

The hydrodynamic resistance 𝑅𝐻 in the circular shape channel can be approximated as:  

RH=
∆p
Q

, (2.36) 

which relates the pressure drop to the volumetric flow rate in other similar form: 

RH=
cμL
a4 , (2.37) 

where 𝑐 =
8

𝜋
 (Stone, 2007). This dependence of 𝑅𝐻 on the fourth power of radius means 

10 % change in radius produces approximately a 40 % change in flow for a given pressure 

drop. In rectangular shape channels of width w and height h, with h < w, 𝑅𝐻  can be 

approximated as:  

RH=
crμL
h3w

, (2.38) 

where 𝑐𝑟 = 12.In laminar pipe flows, the average flow velocity is given by:  

uavg=
a2∆p
μL

. (2.39) 

Then the volumetric flow rate can be approximated by: 

Q ≈ uavga2 ≈
a4∆p
μL

. (2.40) 

 Clearly, the volumetric flow rate has fourth power dependence on the radius of the 

channel. In rectangular shape, a microfluidic channel with ℎ ≪ 𝑤 under the steady 

pressure-driven laminar flow, the velocity profile developed in the channel is parabolic 

(Stone, 2007) :  

𝑢(𝑦) =
∆𝑝

2𝜇𝐿
[(

ℎ

2
)

2

− 𝑦2]. (2.41) 
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The volumetric flow rate of fluid across the channel with width w can be approximated 

as:  

Q =w ∫ u (y)dy=
wh3∆p
12μL

h

0
, (2.42) 

with an average velocity 𝑣𝑎𝑣𝑔 of:  

uavg=
h2∆p
2μL

. (2.43) 
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CHAPTER 3: METHODOLOGY 

In this chapter, the basic properties and characteristics of the C. vulgaris and its growth 

media are described. The techniques used to study the particle dynamics in open and 

closed domains will be given followed by descriptions of the key transport properties to 

be estimated from the experimental and numerical simulation.  

3.1 Cell characterization 

A series of experiments and measurements are conducted to study the basic properties 

and characteristics of the particle and its growth medium. The Bold’s basal medium 

(BBM) is prepared by diluting the minerals and salts with distilled water until it reached 

pH of 6.5. Then, the microalgae C. vulgaris culture is grown in the BBM and maintained 

under controlled-environment incubator at temperature of 28 °C as shown in Figure 3.1. 

The cool white fluorescent lamps (Philips, TLD 18W/ 54-765) is used to illuminate the 

culture by providing it 42 μmolm−2s−2
 PAR on a 12-hour light: 12-hour dark cycle. All 

the characterization and experimental measurements are then carried-out at a temperature 

of 25 ℃ unless it is mentioned otherwise. 

                               

Figure 3.1: (a) Algae cultures grown in incubator, and (b) C. vulgaris culture with 
stain 001. 
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3.1.1 Cell count 

Number of cell or algae will be counted using the hemocytometer. Hemocytometer is 

a type of microscopic slide with counting grids located at the middle of the slide. Since 

the average diameter of C. vulgaris is 10 μm, in this study the number of cells are counted 

using the center square counting region.  

A hemocytometer is cleaned by wiping it with ethanol soaked tissue to remove dust 

contaminant. It is left exposed to dry any excess ethanol on its surface. The cell samples 

are prepared by diluting the 1 mL of original culture with 9 mL of BBM media. The cover 

slide is first placed in the middle of the hemocytometer before 10 mL of the cell sample 

is injected to both side of the haemocytometer by using a pipette. Then, the 

haemocytometer is fixed on the microscope stage where 40 times magnification is used 

to observed and to  manually count the cell in the counting grid. It is important to ensure 

the suspension is suffeciently dilute to avoid cell overlapping and to achieve uniform 

distribution of cell in the grid. To avoid counting the cell twice, only the cells on the lines 

of the large squares are counted.  

From the obtained cell count data, the cell density nc is calculated from nc = ( Cpss × 

Df  ) / Vss where Cpss is average cell per small square, Df is dilution factor, and Vss is the 

volume of the small square (mL). Each hemocytometer has a specific value of   Vss ~ 

0.0001 mL. The dilution factor is obtained from Df   = ( Vs + Vl ) / Vs where Vl is the 

volume of diluting liquid and Vs is the volume of sample which gives the Df of 1. Finally, 

total number of cell Nc is calculated using Nc =  nc × V.    

3.1.2  Chlorophyll content 

Chlorophyll-a (Chl-a) concentration is measured via spectrophotometric method 

(Strickland & Parson, 1968). To start, a 20 mL of algal culture is collected on a glass-
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fiber filter paper (Whatman GF/C, 0.45 μm). The filter is folded and is mashed into tiny 

pieces by using tiny glass rod. The sample is soaked with 10 mL of analytical grade 100 

% acetone as shown in Figure 3.2(a). The test tubes with sample are then covered with 

aluminum (Al) foil (Figure 3.2(b))) and stored in the refrigerator ( 4 ℃ ) with dark 

condition for storage time of 24 hours. Finally, the samples are centrifuged (3000 rpm, 

10 minutes, 4 ℃) as depicted in Figure 3.2(c,d) and absorption of the supernatant is 

measured at 630 nm (𝑂𝐷630𝑛𝑚), 645 nm (𝑂𝐷645𝑛𝑚) and 665 nm(𝑂𝐷665𝑛𝑚). The Chl-a 

concentration is calculated from Chl-a = (𝐶𝑎 × 𝑉𝑎)/𝑉𝑐  where Ca 

=11.6 𝑂𝐷665𝑛𝑚 −  1.31𝑂𝐷645𝑛𝑚 − 0.14 𝑂𝐷630𝑛𝑚 ,  𝑉𝑎  is volume of acetone used for 

extraction and 𝑉𝑐 is volume of culture.  

 

 

 

 

 

 

 

 

 

Figure 3.2: Step of the sample preparation for the Chlorophyll and Carotenoid 
measurements: (a) Algae culture collected by the glass-fiber filter paper and 
suspended into acetone, (b) freezing the sample, (c) and (d) centrifuged the cell.  
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3.1.3 Carotenoid content 

Carotenoid content of microalgae is measured with the similar method applied for the 

measurement of Chl-a, but with different supernatant absorption wavelength at 452 nm 

(IO452 nm). The absorbance of the pigment is extracted by employing colorimetric 

method from Vonshak and Borowitzka (1991). Then, Carotenoid content is calculated as 

Ca = 𝑂𝐷645𝑛𝑚 3.86𝑉𝑎/𝑉𝑏𝐶 where 𝑂𝐷645𝑛𝑚  is absorbance at 452 nm, 𝑉𝑎 is volume of 

acetone used for extraction and 𝑉𝑏 is volume of algal culture filtered (mL). Both 

supernatant absorption on Chl-a concentration and Ca content are measured using 

Shimadzu UV-vis spectrometer. 

3.1.4  Viscosity measurement 

The force F required for moving two parallel fluid layers with area A separated by 

distance 𝑑𝐱 with velocity dv is: 

F =
dx

Adv
 (3.1) 

This force is defined in term of dynamic viscosity 𝜂 by rewriting Equation (3.1) as: 

η=
F

A dv
dx

 (3.2) 

By Stokes law definition, a sphere suspended in the fluid will experiences force with a 

magnitude given by the product of constant velocity v, dynamic viscosity 𝜂, radius of the 

sphere a and some constant: 

𝐅𝑠𝑡𝑜𝑘𝑒𝑠 = 6𝜋𝜂𝑎𝐯 (3.3) 

For a sphere falling under the influence of gravitational field, the force acting on the 

particle is equal to the product of the effective mass m’ and gravity constant g. In this 

case, the effective mass can be expressed in term of the difference in density of the particle 

𝜌1 and fluid density 𝜌2 as: 
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     Fg=m'g= 
4
3

πg(ρ1-ρ2) (3.4) 

In the limit law of expanded media, the term of particle’s radius with respect to the radius 

of gravity tube can be neglected. Thus, the relationship of the dynamic viscosity is 

established by solving and approximating Equation (3.3) and Equation (3.4) by 

corrections (Ladenberg Correction)  such that (Hensley & Papavassiliou, 2014): 

η =
2a2(ρ1-ρ2)

v
. 

(3.5) 

In the case of commercial falling ball viscometer with calibrated sphere, the constant 

in Equation (3.5) takes a form of spherical constant K. Then the dynamic viscosity is 

approximated as: 

η= Kt (ρ1-ρ2) (3.6) 

where t is the time taken for the sphere to fall for a measured distance s = 100 mm. Then, 

the density of the fluid 𝜌2  at temperature T can be measured using pycnometer via 

relationship of: 

ρ2=
m
V

 (3.7) 

where m is the fluid/liquid’s mass and V is the pycnometer volume. 

Viscosity of the BBM is measured by conducting falling ball viscometer (Figure 3.3) 

at room temperature 25 °𝐶 with five repetitions. The ball/sphere used is made up from 

borosilicate glass. The viscometer is connected to the pump connection unit of the 

thermostat where the bath is filled with water until it covered fraction three quarters above 

the sensor. The gravity tube is filled up with BBM solution and a ball is placed inside it. 

The viscometer is allowed to achieve a room temperature before determining falling times 

(5 repetitions). Then, arithmetic mean is taken. Finally, the viscosity of the BBM is 

obtained by inserting value of arithmetic mean of the ball into Equation (3.6) with 

spherical constant K = 0.00893. 
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The density of BBM is measured using pycnometer and is calculated using relationship  

𝜌2 = 𝑚/𝑉 , where m is mass of the liquid, and V is the volume of pycnometer. First the 

mass of dry and clean pycnometer is measured, and then the BBM is filled in and allowed 

to equilibrate in thermostatic water bath for 15 minutes before the measurement is taken 

again. Then, the mass of the liquid is simply the absolute difference of the mass of empty 

and dried pycnometer and mass of filled pycnometer.  

3.1.5 Size distribution 

A set of images of microalgae comprising of 29734 cells are obtained by using video 

camera mounted on an optical microscope with 10 times magnification. This set of images 

are pre-processed and analyzed by image processing software Image J (Schneider et al.,  

2012). Due to uneven illumination on some portion of the images, the area of analysis is 

restricted only to the area of images that has even illumination. Evenly illuminated images 

are necessary to reduce the complication in thresholding the images (See Appendix A for 

details procedures). 

Figure 3.3: Falling ball viscometer setup. At the left-hand side is the unit pump 
connected to the thermostat and at the right-hand sight is gravitational tube filled 
with BBM. 
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3.1.6  Zeta potential measurement 

The stability of the colloidal system i.e. whether the cells will aggregate or 

disaggregate depend on the magnitude of Zeta potential (Cieśla et al.,2011). Zeta potential 

is the measure of surface charges of the cell where high potential corresponding to strong 

electrical repulsion between the algal cells can lead to highly stable suspension. 

Meanwhile, lower Zeta potential means the particles will attract each other due to the van 

der Waals forces and flocculate (Vandamme et al., 2013). Zeta potential of cells is 

measured via a zeta analyzer (Malvern Instruments Ltd) with water as a dispersant and 

fresh algae medium solution, BBM at pH 6 is used as the background fluid. 

3.2  Open domain tracking  

In this section, we describe how the motion of the C. vulgaris cells are tracked without 

applied flow rate and in the open domain. Due to the large size of the C. vulgaris, one 

may classify it as a non-Brownian suspension (Souliès et al., 2013). It is interesting to 

study the transport of the C. vulgaris in the absence of applied pressure and confinement 

to obtain initial insight on the dynamic of the freely moving particles. 

A drop of C. vulgaris suspension is suspended between the glass slides. The glass 

slides are then placed onto the microscope stage where the observation is made using 10 

times objective lens. The motion of the algae is recorded via the video camera mounted 

on the microscope stage with a frame rate of 15 fps for the duration of one minute as 

shown in Figure 3.4. The video is saved in .avi format. 
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3.3 Flow experiments in microfluidics 

3.3.1  Microfluidic set-up 

 The experiment set-up is shown in Figure 3.5 which consists of a pressure controller, 

a reservoir, a flow sensor, a Y-junction microfluidic chip, a high-speed CCD camera and 

a zoom lens. The pressure-driven system is applied to drive fluid into the microchannel 

to achieve stable and pulseless flow. First, the input pressure generated from the air 

compressor is stabilized and regulated by pressure controller. Then, the coupling between 

the pressure controller with the flow sensor produces the feedback loop, which is finally 

used to control the flow rate of the fluid entering the inlet. All the feedback from the 

variation of the pressure and flow rate is monitored on a computer with aids of ESI 

Microfluidic Software (ElveFlow). To avoid contamination within algae suspension algae 

due to its respirational waste product, the tracking of the particle is done in the periods of 

24 hours.   

Figure 3.4: Simplified illustration of simple particle tracking experiment. The 
sample is covered with cover slide and the observation of the cell dynamics is 
recorded by video camera mounted on the top of microscope. 
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3.3.2 Observation setup 

The particle tracking is carried out using bright field microscopy technique. The light 

source is reflected by the mirror placed underneath of the microfluidic stage as shown in 

Figure 3.6. Transmitted light is collected by the objective and coupled to the CCD camera. 

Thus, the specimen image appeared dark against the light background.  

Figure 3.5: Schematic setup of the microfluidic flow experiment. 

Figure 3.6: Observation set up. 
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3.3.3  Experiments 

 First, the channel is initially filled with deionized water, and then the BBM solution at 

a high flow rate of 3000 μL/min to wash away the dirt and unwanted suspensions. Then, 

particle suspension dispersed in BBM is pressurized inside the reservoir before it is 

released into the microfluidic chip by controlling the pressure between inlet and outlets 

via pressure controller (OB1 Elvesflow) to initiate the intended flow rates. In these 

experiments, the choices of flow rates are 0.2 μL/min and 0.3 μL/min due to the stabilities 

of flow produced. The flow is then allowed to stabilize for 10 minutes. The motion of the 

particles is captured at a distance of L = 2.1 cm away from the entrance of the channel 

using a Mikrotron CCD camera. Images are captured at frame rates of 2000 to 3000 fps 

depending on the applied flow rates assisted by illumination by a high-power LED light 

source. The light is focused using the mirror located under the microfluidic stage. In order 

to capture the motion of fast particles with high frame rate, one need bright light source; 

otherwise the quality of the images will be impaired due to less photon hitting the sensor. 

On the other hand, the smaller frame rate may miss out details of particles motion. Hence, 

an optimal frame rate is chosen by compensating the speed of the flow and light 

illumination available in the laboratory, which is in the range of 2000~3000 fps. 

3.3.3.1  Particle tracking 

In this pressure-driven microflow, we assumed the uniform Poiseuille flow profile is 

fully developed inside the microchannel. Then, the velocity of the flow is minimal near 

the wall region and maximum flow velocity occurs near the center of the channel as 

illustrated in Figure 3.7. The particle flow in this system will inherit the velocity from the 

flow profile, and thus the particle is transported at the different rates according to the flow 

regions. 
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Therefore, the particles trajectories are grouped with respect to the region of flow 

profile, namely near wall boundary 𝑁𝐵1, near wall boundary 𝑁𝐵2 and center C. In order 

to roughly estimate the flow regions, the expected equilibrium position for the particle’s 

migration termed as Segré-Silberberg radius (Chen, 2014; Gupta et al.,  2009; Loisel, et 

al.,2015), which is 60 % from the center plane as is used as the reference. For the 

symmetrical rectangular channel of 250 μm × 200 μm (width × height), the equilibrium 

position 𝑟𝑒𝑞 is 75 μm with respect to the hydraulic radius of the channel R. Based on the 

𝑟𝑒𝑞, the estimate length of near wall boundaries regions are given as 50 𝜇𝑚 < 𝑟𝑒𝑞𝑏1
<

0 μm and 175 𝜇𝑚 < 𝑟𝑒𝑞𝑏2
< 250 𝜇𝑚 respectively, whilst the center of channel region as 

50 μm  < 𝑟𝑐 < 175 μm.  Here x-direction corresponds to the longitudinal (streamwise) 

direction and y is the transverse (perpendicular) direction to x. 

Trajectories of individual particles are found using FIJI plugin algorithm (Schindelin 

et al., 2012; Tinevez et al., 2017) that link a particle in one field to the most probable 

closest particle in the next field with distance travelled less than inter particles spacing. 

The relevant particles trajectories are chosen based on imposed criteria on the mean 

velocity, duration of the track, displacement and number of spots to avoid tracking “fake” 

Figure 3.7: Schematic of studied problems. The lighter shaded areas refer to near 
wall boundaries NB1 and NB2 respectively. The darker shaded region represents the 
center region C. 
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particles. In addition, due to the presence of the upper wall in z-direction, some of the 

particles might get stuck and become immobile. These immobile particles are excluded 

from the final analysis. 

3.3.3.2 Time averaged mean square displacement 

In order to obtain large samples of particles and improve the accuracy of tracked 

particles, the stack video images are resampled into five smaller sample stacks. The first 

1000 frames are ignored during the analysis. A quarter of overall data points are used to 

calculate the MSD. The algorithm for the MSD calculation is written in MATLAB 

(Appendix C) and the flow algorithm is listed in the flow chart as depicted in Figure 3.8.  

 

 

Figure 3.8: Flow chart of the MSD calculation algorithm. 
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The time averaged MSD (TAMSD) at lag time τ over a trajectory r(t) of length M is used 

to characterise the particle dynamics: 

〈δ2(τ)̅̅ ̅̅ ̅̅ 〉 =
1
t-τ

∫ [r(t+τ)-r(t)]2dt
M-τ

0
. (3.9) 

Particles trajectories data points are trimmed to a minimum of 100 points for 0.2 μL/min, 

and 50 points for 0.3 μL/min. The minimum number of the data points extracted are 

chosen to avoid the inclusion of the “fake” particles (see Section 3.3.3.1) in the analysis.  

Then, the TAMSD of the individual particle at time t is obtained by averaging MSD at 

each lag time 𝜏. Thus, the scaling exponent can be extracted by applying the linear least 

squares regression on the bi-logarithmic TAMSD curve. The slope of the curve represents 

the scaling exponent. 

3.3.3.3 Velocity autocorrelation function  

The average velocity V for individual particle at particular lag time 𝜏 is defined as:  

V(τ) =
r(t+τ)  - r(t)

τ
. (3.10) 

The velocity autocorrelation function (VACF) is obtained in a similar manner as TAMSD 

by taking ensemble average of the individual particles velocity tracks such as: 

Cv(τ) = 
1
t-τ

∫ [V(t+τ) - V(t)]dt
M-τ

0
 = 〈V(t+τ).V(t)〉. (3.11) 

 

3.3.3.4  Image processing   

Raw images obtained from the microfluidic experiment are hardly visible as shown in 

Figure 3.9(a). Therefore, using image processing technique, the better contrast of particles 

from the background is achieved (Figure 3.9(c)). The images pre-processing is carried-

out using FIJI image-processing software. Steps of pre-processing consist of background  
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subtraction, image enhancement and pseudo-fluoresce transformation as shown in Figure 

3.9(d). 

Dirt on the camera lens is common types of artifact in a digital imaging system as 

spotted in the image shown in Figure 3.9(a). To remove this artifact, the second image 

from the stack images is chosen as the “flat-field” reference. The correction is done by 

applying division arithmetic operation on the images i.e. img1 = img1/img2 producing an 

image as shown in Figure 3.9(b). The white spots are the artifacts left from the particles, 

which appeared in the second images, whereas the black spots are the particles of interest. 

Next, the enhancement of particles spots is achieved using a non-linear filter such as a 

minimum filter to dilate the spots and also to remove the artifacts left from previous image 

corrections. These spots are enhanced by dilating the spots to the size of two pixels. 

After this, the image’s brightness and contrast are adjusted to create dark objects 

against the bright background (Figure 3.9(c)). Then, the logical XOR operation is applied 

onto the image to transform transmitted light contrast images into pseudo-fluorescence 

images, enabling them to be suitable for processing by tracking tools design for 

fluorescence microscopy as shown in Figure 3.9(d). Finally, the particles are tracked 

based on their threshold minimum radius, maximum linking distance and the maximum 

gap between images (Figure 3.9(e)). Maximum linking distance is chosen by measuring 

the average minimum distance of the particles between the frames, which is 15 μm.  Univ
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Figure 3.9: Visualization of images preprocessing: (a) Raw input image, (b) far field 
correction, (c) image enhancement, (d) pseudo-fluorescence image, (e)Particle’s 
detection. 

 

3.3.4 Computational fluid dynamics 

In this section, the usage of computational fluid dynamics CFD via COMSOL Multi- 

physics 4.4a (COMSOL Inc., Palo Alto, USA) software is described which is based on 

the finite element (FEM) method. Two modules are used in the simulations including 

laminar flow, and particle tracing for the fluid flow. The one-way coupling approach is 

used where the continuous phase of the stationary velocity field of fluid is firstly solved 

using the stationary study before the trajectories of dispersed particle in the time-

dependent study is computed.  
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3.3.4.1 Flow fields simulation 

Boundary condition on the wall is applied when the particle interacts with the wall as 

a bounce wall condition. The particles reflect from the wall such that the momentum of 

the particle is conserved. The motion of the incompressible fluid flow in the narrow 

channel under laminar flow with Re < 1, characterized by Naiver-Stokes equation (Stone, 

2007):  

(
∂u
∂t

+u.∇u) =-∇p+ ∇.(μ∇u+(∇u)T)-
2
3

μ(∇.u)I+F, (3.12) 

and continuity equation: 

∂ρ
∂t

+∇.(ρu)  =0, (3.13) 

which reduces to the more simplified equations: 

0 = −∇p + ∇. (𝜇(∇𝐮 + (∇𝐮)𝑇)), 

∇. 𝐮 = 0. 

(3.14) 

The computational domain consists of the main entrance region with a channel width 

of 250 μm and length of 4.2 cm, and Y-junction region with each of junction of length of 

1.2 cm. We divide the region of computational domain into two regions namely: (a) 

entrance region, and (b) Y-junction region. Noted that in this study our interest is the flow 

of the particles in long and narrow channel, thus the Y-junction region can be completely 

neglected. However, to ensure we properly capture the dynamics of the flow in real life 

experiment we carried out the flow simulation in both regions to evaluate the uniformity 

of the flow and velocity field across the microfluidic channel. Some of the assumptions 

made to simulate the flow are:  

(i)  the fluid is a Newtonian fluid, 

(ii)  the non-slip boundary conditions are applied at the wall of the channel, and 

(iii)  the flow is incompressible flow with low Mach number. 
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In the experiment, our observation region is taken as far away from the both inlet and 

outlets which is located at the middle long channel of Y-junction geometry (Figure 

3.10(a)). Thus, the computational region is further reduced into single narrow channel 

geometry as depicted in Figure 3.10(b). This step reduces computational power and time. 

 

 

 

 

 

 

 

 

 

 

 

The two-dimensional computational domain of the microfluidic channel is build using 

the COMSOL geometry build in interface. The finer meshing was applied on the domain 

of element size of 10 μm to achieve high accuracy in both flow and particles trajectories 

results.  The simulation of flow of BBM fluid inside the channel is performed by solving 

the steady state Navier-Stokes equation in Equation 3.14. The average velocity 𝑣𝑎𝑣𝑔 of 

Figure 3.10: Computational simulation domain: (a) Y-junction and (b) single 
junction. 
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the flow is approximated using the value of flow rate used in the laboratory experiment 

through the relationship of: 

vavg=
Q
A

, (3.15) 

where Q is applied flow rate in µL/min used in the experiment and A is area of the channel, 

𝐴 = 𝐷ℎ𝐿 . For the rectangular shape channel fully wetted with fluid, the hydraulic 

diameter 𝐷ℎ is given by 𝐷ℎ =
2ℎ𝑤

ℎ+𝑤
 . Imputing the channel’s parameters w = 250 μm , h = 

200 μm and Q = 0.2 µL/min and 0.3 µL/min respectively into Equation (3.15) yields the 

𝑣𝑎𝑣𝑔 of 8.33 × 10−5ms−1 and 1.25 × 10−4 ms−1. These values are used as input flow 

velocity in the flow simulations.  

3.3.4.2  Particles trajectories 

The simulations on the dynamics population of the 25 particles are carried out by 

taking consideration of the properties of microalgae, C. vulgaris and the growth medium 

Basal Bolds Medium (BBM) measured in the previous section. The initial configuration 

of the particle is initialized such that the velocity field obtained from previous solving of 

Navier-Stokes equation is used to define the initial velocity of the particles. The forces 

exerted on a particle travelling in moving fluid are given by the classical Newtonian law 

(Silbert et al., 1997):  

∑ Fi=
i

d
dt

(mpv)= FStokes+FVdW+FEDL+FB. (3.16) 

The force required to move an algal particle through the viscous fluid at specific 

velocity u is given by Stokes drag force, 

FStokes= (
1
τP

) mp(u-v). (3.17) 

The particles suspension viscosity is chosen to exhibit effective viscosity based on the 

Batchelor viscosity model (see Chapter 2; Section 2.5.2) with the volume fraction of 0.08 
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to take account of relatively high particle’s volume fraction, yet the flow still remained 

as Newtonian flow. The constants appeared on forces equations are listed in Table 3.1. 

The particle will interact with other particles via attractive van der Walls force (Equation 

(3.18)) and repulsive Electric Debye layer (Equation (3.19)) force based on DLVO theory. 

As the two algae particles approach each other, the electrical repulsion increases due to 

the interaction of the electrical double layer between the algae, while the attractive van 

der Walls force increased as the distance r between algae becomes smaller. The van der 

Walls force is due to the generation of dipole moments from temporary asymmetry 

distribution of the electron cloud around the atom’s nucleus. Electrical Debye layer force 

is the result of charge accumulation at the surface of the algae due to the ions present in 

the growth medium. The balance between these interaction leads to the stability of the 

algae suspension.  

FVdW =  −
𝐻ℎ𝑎𝑚𝑎𝑝

12𝐫
 (3.18) 

FEDL=2πκ𝑎𝑝εψ
part

2 (
e-κr 

1-e-2κ r -
e-2κ r

1-e-2κ r) (3.19) 

The implementation of Brownian force shown in Equation (3.20) depends on the time 

step for the software to solve the problem and it requires the generation of random 

numbers from a Gaussian distribution with zero mean and unit variance. The Brownian 

force is simulated with tolerance of 10−4. 

FBrownian=ξ (
12πkBμT𝑎𝑝

∆t
) (3.20) 

Equation (3.20) is solved for each particle by the time dependent solver and the time step 

is chosen by the software in this formulation. The time step chosen must be greater than 

particle momentum relaxation time, 𝜏𝑟 ≈
𝑚𝑝

12𝜋𝜇𝑎⁄ .   The simulation performed in 

COMSOL for the whole computation without refining the domain required only single 

Univ
ers

ity
 of

 M
ala

ya



51 

time step, thus we need to use very small step for the solution to converge to the real 

value.  This constraint thus only allowed us to simulate limited number of particles as the 

computational time increased tremendously as time step gets smaller. The simulation is 

carried out until the system reaches a stationary state. All the results are obtained after the 

particles reaches the stationary state. The parameters and constants used in this simulation 

are listed in Table 3.1: 

Table 3.1: Constants and parameters used in the simulations. 

 

 

 

 

 

 

Parameter/constant Symbol Values 

BBM density 𝜌𝑓 1.00 g/ml 

Microalgae density 𝜌𝑝 1050 kg/m3 

Dynamic viscosity of BBS 𝜇𝑓 1.11 mPas 

Inverse of Debye parameter 𝑘−1 3.2 × 108𝑚−1 

Hamaker constant 𝐻ℎ𝑎𝑚 1.51 × 10−20𝐽 
 

Microalgae radius 𝑎𝑝 5𝜇𝑚 

Boltzmann constant 
 

𝑘𝐵 1.38065 × 10−23𝐽𝐾−1 

Absolute temperature 𝑇 298 °K 
 

Microalgae zeta potential 𝜓𝑝𝑎𝑟𝑡 -20.1mV 
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CHAPTER 4: RESULTS  

Following the methodology described in Chapter 3, we present the results of the 

microalgae C. vulgaris cell characterization, microfluidic experiment and also the 

numerical simulation based on computational fluid dynamics modelling. First, the 

particles are characterized via particle count, size distribution, Zeta potential 

measurement, carotenoid, and chlorophyll content. The viscosity of the medium BBM is 

measured through the falling ball experiment. Particle tracking of the cell in both open 

space (without applied flow) and inside microfluidic channel (with applied flow) are 

presented. The numerical simulation of the particle in microchannel served as the test-

platform, even though the particles here are treated in a rather simplistic way.  

4.1 Cell characterization 

From the cell counting, we estimated the cell density to be around 770,000 cells/mL 

which corresponds to 6,930,000 cells in the sample volume of 9 mL. The cells are of 

roughly spherical in shape (Figure 4.1(a)) with a mean radius of r = 3.91 μm and a 

standard deviation of 𝑟𝑠𝑡𝑑= 0.491 μm. Cell size distribution (radii) can be modelled by a 

log-normal distribution (the full line in Figure 4.1(b)) as reported in (Pottier 2005) for 

Chlormadinones Reinhardtian species, which was found almost similar in shape. We 

stressed that the rather large cell size makes C. vulgaris suspensions to fall into the class 

of non-Brownian suspensions. 

The chlorophyll and carotenoid content of the C. vulgaris algae are tabulated in Table 

4.1 which is in agreeable value for the green algae species (Schagerl & Künzl, 2007). The 

cells suspension has negative surface charge of -20.1 mV as indicated by the maximum 

peak of the distribution (Figure. 4.2(b)). The measurement of Zeta potential value shows 
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the reliable results with small standard deviation from the mean value as tabulated in 

Table 4.2.   

 

Table 4.1: Result of algae chlorophyll and carotenoid measurement. 

Parameter Value (±0.0001 mg/L) 

Chlorophyll content (Chl-a) 0.0013 

Carotenoid content (Ca) 0.2850 

 

Table 4.2 : Result of algae zeta potential measurement. 

  Mean(mV) Area (%) Standard 
Deviation (mV) 

Zeta 
Potential(mV) -20.1 Peak 1: -20.1 100.0 5.79 

Zeta 
Deviation(mV) 5.79 Peak 2: 0.00 0.0 0.00 

 

 

 

Figure 4.1: (a) Pseudo-fluorescence images of the C. vulgaris (b) Probability 
distribution function PDF of C. vulgaris radius. 
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The estimate value of the BBM viscosity as shown in Table 4.4 is compared to 

that reported in existing literature (Santos -Medrano et al., 2001) of  η= 1.18, and is 

to be in agreement within the uncertainty value. 

Table 4.3: Results of the falling ball experiments. 

Mass of empty 
Pycnometer 
(𝑚0 ± 0.01) g 

Mass of BBM 
filled pycnometer 
(𝑚1 ± 0.01) g 

Mass of BBM 
(𝑚𝐵𝐵𝑀 = 𝑚1 − 𝑚0) 

Average time 
taken, t (s) 

25.45 50.78 25.33 9.294 
25.46 50.76 25.30 9.430 
25.47 50.77 25.30 9.232 
25.49 50.76 25.27 9.266 
25.47 50.75 25.28 9.340 

Parameters Values 

Average mass of BBM 𝑚𝑏𝑏𝑚 25.30 ± 0.02 𝑔 

Volume pycnometer V 25.43 ml 

Density of BBM 𝜌𝐵𝐵𝑀 1.10 ± 0.02 g/mL 

Spherical constant K 0.09772 

Figure 4.2: Zeta potential of algae result. 
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4.2 Particle tracking in open space  

The trajectories of particles are extracted using the image pre-processing and particle 

tracking method that was described in Chapter 3. The trajectories are shown in Figure 

4.3. 

 

As shown in above Figure 4.3, the algae have directional motion due to directional 

drift from the motion of glass slide. This trend is removed through the de-trend analysis 

before each individual particle spatial trajectories are standardized as shown in Figure 

4.4.     

Parameters Values 

Mass of sphere 4.414 m 

Density of sphere 2.218 g/cm3
 

Viscosity 𝜂 1.11 ± 0.07mPa/s 

Figure 4.3: (a) Binary trajectories of microalgae in image, (b) re-plotted trajectories 
of microalgae. 

Table 4.4, continued. 
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By using the detrended positions of the sample of 92 particles, the individual TAMSD 

of the particle in x, y, and resultant direction are calculated as shown in Figure 4.5. The 

grey lines represent the individual TAMSD, while the black thick line represents the 

averaged TAMSD.  

The averaged TAMSD at the x, y, and resultant directions are plotted in Figure 4.6. 

The slope from the linear regression on the log-log plot reveals the C. vulgaris exhibit 

mixture of transport behavior in all directions and is summarized in Table. 4.5. In spatial 

x-direction, the particles showed MSD ~ 𝑡0.99  (Brownian motion) and MSD ~ 𝑡0.94 

(weak sub-diffusion) at short and long-time scales, respectively. The same transition scale 

is also observed in case of spatial y-direction where the MSD~ 𝑡0.93 at short time scale 

(weak sub-diffusive) and MSD ~ 𝑡1.15 (super-diffusive) at longer time. However, the 

resultant MSD shows the mono-scaling behavior with MSD~𝑡0.98 (Brownian motion). 

 

Figure 4.4: Standardized spatial particles positions in: (a) x-direction and (b) y-
direction. 
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Figure 4.5:  At the left-hand side are the MSD plot against lag time of the particles 
at: (a) x-direction, (c) y-direction, and (e) resultant direction. At the right-hand side 
are the bi-logarithmic MSD plot of the particles at: (b) x-direction, (d) y-direction, 
and (e) resultant direction. 
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 Table 4.5: MSDs results. 

 

          

 

4.3 Particle tracking in microfluidics 

4.3.1 Particle trajectories   

In particle tracking analysis, the raw videos consist of 27927 and 62061 stack images 

for 2000 Hz and 3000 Hz respectively. The tracking duration and frame rate usage are 

vary based on the dynamics of the flow. Faster flow required high frame rate and small 

tracking duration since the particle is easily lost in the frame of observation. For 

illustration purpose, particles trajectories at different flow are plotted in Figure 4.7.   

MSD 𝜶𝟏 𝜶𝟐 𝒕𝒄 (ms) 

<x2> 0.99± 0.01 0. 94± 0.02 3.00 

<y2> 0.93 ± 0.01 1.15 ± 0.01 3.00 

<r2> none 0.98 ± 0.02 none 

Figure 4.6: Averaged TAMSD in direction of x (circle), y (triangle), and resultant 
direction r (rectangle). 
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The particles under both slow and fast flow move according to the streamline pathway, 

and some of the particles appeared to be “trapped” by the flow or upper wall. To 

differentiate between the trapped particle and moving particle, we imposed the condition 

of duration timewise, where the trapped particles will have slightly slow duration time 

and also appeared to be “brighter” compared to the rest of the particles.   

At 0.2 µL/min some of the particles travel in “oscillatory” pathway with fluctuation, 

yet still following the streamlines. In 0.3 µL/min, the particles follow the streamlines 

with less fluctuation. Note that as the imposed flow getting faster, we obtained less point 

on the particle trajectories and the particle linking algorithm will become less accurate 

because the particles are likely to disappear from the observation frame. At higher frame 

rate, the light entering the CCD sensors is getting less, since the constant and unfocused 

illumination from high power LED is used. Thus, the particles at fast flow have less 

contrast with respect to the background, which degrades the tracking algorithm 

efficiency. 

Figure 4.7: The representative sample of particles trajectories under flow rate of: 
(a) 0.2 μL/min, and (b) 0.3 μL/min.  
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At the direction of flow (Figure 4.8(a)), the particles trajectories followed the 

deterministic trend with small fluctuation due to advective displacement. While in the 

tangential direction (Figure 4.8(b)), the particles trajectories exhibit stochastic trend with 

relatively high fluctuations as the dynamic of the particle is influenced by both shear 

stress and diffusion. 

 

One of the hallmarks of anomalous diffusion is a non-Gaussian form of the empirical 

distribution function PDF of the particle’s displacement. The positions extracted from 

the trajectories of samples particle are de-mean (removing the mean value) with the 

individual particle mean before plotting the empirical distribution. As depicted in Figure 

4.9 and Figure 4.10, the time evolution empirical distributions of microalgae 

displacement in respective flow region of NB1, NB2, and C under flow region 0.2 µL/min 

show remarkable form of anomality with the kurtosis behavior of the curves. At t = 0.5 

ms, the particles displacement distributions curve in all respective flow region exhibit the 

non-Gaussian distribution indicated by high kurtosis value. The kurtosis value decreased 

with increasing time of the observation. This indicates the non-stationary state of the 

system. The distribution may converge to normal distribution at the longer time, however 

Figure 4.8: The representative sample of particles trajectories under flow rate of: 
(a) 0.2 μL/min, and (b) 0.3 μL/min.  
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is unable to be verified in this study for the limited data points and due to poor statistics 

at large lag time. This similar behavior of distribution functions is also observed in the 

case of 0.3 µL/min (see Appendix B). 
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Figure 4.9: Representative empirical probability density function (PDF) of particles 
displacement at streamwise direction at different lag time of 0.005 s (purple),0.005 
s (green), 0.01 s (black), 0.1 s (light-blue), and 0.2 s (blue) at respective flow regions 
of (a) 𝑁𝐵1, (b) NB2, and (c) C under flow rate of 0.2 µL/min. 
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Figure 4.10: Representative empirical probability density function (PDF) of 
particles displacement at perpendicular direction at different lag time of 0.005 s 
(light-green),0.005 s (blue), 0.01 s (green), 0.1 s (pink), and 0.2 s (dark-red) at 
respective flow regions of (a) 𝑁𝐵1, (b) NB2, and (c) C under flow rate of 0.2 µL/min. 
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4.3.2  Mean square displacement  

 We discussed the MSD in streamwise (x-component), perpendicular (y-component), 

and resultant direction. We focused mainly on the ensemble time average MSD (TAMSD) 

obtained by averaging the ensemble of particles that are in similar state. Figure 4.11 

shows the representative of ensemble TAMSD in black thick line, while the grey lines 

represent the individual plot of TAMSD of a sample of 20~102 microalgae at flow region 

NB2 under flow rate of 0.2 µL/min. More particles are tracked at relatively low flow rate 

compared to the highest flow. For more detailed plot of the individual plot of TAMSD in 

the rest of the flow regions and cases, refer to Appendix D. 

 

4.3.2.1 Perpendicular direction 

In the perpendicular direction of the flows (Figure. 4.12), the bi-scaling power law 

regimes are observed at different time scales in all regions for both slow and fast flows. 

The scaling exponent at the short time interval (t < 3.00 ms) or (t < 2.00 ms) in respective 

Figure 4.11: Log-log plots of TAMSDs of individual particle trajectories against 
lag time in (a) the x-direction and (b) the y-direction. Univ
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different flow rates cases indicate the existence of the slow transport, which later (t > 0.30 

ms) or (t > 2.00 ms) switches to the fast transport mode.  

 

Under slow flow rate 0.2 μL/min and at a shorter time, the particles exhibit the sub-

diffusion with MSD scale as t0.23, t0.16, and t0.19 for NB1, NB2, and C, respectively as shown 

in Figure 4.12(a). Later in a long time, it changes to a faster transport t0.88, t0.85, and t1.05. 

The scaling exponent in both near wall boundary regions NB1 and NB2 respectively, 

indicates the strong sub-diffusion behavior takes place at the shorter time, which then 

switch to the weak sub-diffusion at longer time. Interesting behavior of the transport at 

the core of the channel region is observed where the scaling exponents at the shorter time 

show weak sub-diffusion behavior then shifted to normal diffusion at a longer time 

interval. This manifest the existence of slow and fast modes. 

Under fast flow at 0.3 μL/min, the particles transported in sub-diffusive motion at a 

shorter time with MSD scale as t0.73, t0.61, and t0.55 for NB1, NB2, and C, respectively, as 

seen in Figure 4.12(b). This reducing trend of scaling exponent value from 𝑁𝐵1, 𝑁𝐵2 to 

C region also been reported elsewhere (Yeo & Maxey, 2010). In long time, this switch to 

Figure 4.12: Log-log plot of MSD at perpendicular direction versus lag time for 
three different regions NB1(circles), NB2 (triangles), and C (rectangle) under flow 
rate: (a) 0.2 μL/min, and (b) 0.3 μL/min. 
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super-diffusive for faster dynamic with MSD scale as t1.70, t1.69, and t1.62 for NB1, NB2, and 

C respectively, due to the irregular jump and particle entrapment in particle layers. Similar 

pattern of MSD transition is also observed in case of 0.2 μL/min, however at much shorter 

time as tc ~2.00 ms. 

The transition between the biscaling power-law behaviors at both slow and fast flows 

can be modelled using the SBM by introducing different scaling exponents for short 

time 𝛼1, and long time 𝛼2 as: 

〈𝑋2(𝑡)〉 =  {
𝑡𝛼1        𝑡 < 𝑡𝑐

𝑡𝛼2        𝑡 > 𝑡𝑐
 (4.1) 

where 𝑡𝑐 is crossover time. The results are summarized in Table 4.6. 

Table 4.6: MSDs scaling in perpendicular direction results. 
 
Flow rate (μL/min) Cases 𝜶𝟏 𝜶𝟐 𝒕𝒄 (ms) 

 

0.2 

𝑁𝐵1 0.23 ± 0.01 0.88 ± 0.01 3.00 

𝑁𝐵2 0.16 ± 0.03 0.85 ± 0.02 3.00 

C 0.19 ± 0.02 1.05 ± 0.01 3.00 

 

0.3 

𝑁𝐵1 0.73 ± 0.03 1.70 ± 0.03 2.00 

𝑁𝐵2 0.61 ± 0.03 1.69 ± 0.01 2.00 

C 0.55 ± 0.01 1.62 ± 0.03 2.00 

 

The scaling exponents obtained at the symmetrical regions of NB1 and NB2 are 

different as shown in Table 4.6. At the early time, the percentage differences of the scaling 

exponent α1 between both regions NB1 and NB2 are 36.0 % and 18.0 % in cases of 0.2 

μL/min and 0.3 μL/min, respectively. The high percentage differences obtained in both 

symmetric regions NB1 and NB2 reveal that the particles dynamic is not-symmetric. This 

behavior is inconsistent with the initial assumptions on the symmetrical Poiseuille 
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velocity flow profile. While at longer time, the percentage difference of α2 are reduced to 

3.5 % at 0.2 µL/min, and 0.6 % at of 0.3 µL/min. The behavior of the particles was 

therefore observed to be almost symmetric. 

Next, the comparison of percentage difference of 𝛼1 and 𝛼2 at the region NB1/NB2 

with respect to the region C is 19.0 % and 17.1 %, respectively in 0.2 µL/min. While in 

0.3 µL/min the respective percentages difference on these regions are 28.1 % and 10.3 %. 

At the latter time, the percentage difference of scaling exponent α2 are 17.6 % and 21.1 

% for 0.2 µL/min and 4.8 % and 4.2 % for 0.3 µL/min at the respective flow regions. The 

difference of the scaling exponent α1 are relatively high at early stage while at the latter 

time, the difference is almost in the same order.  

The observation of the scaling exponent of the MSD is further examined in the profile 

of the normalized velocity autocorrelation function (NVACF). The NVACF of the 

particles can also be interpreted by using Fractional Gaussian Noise (FGN) correlation 

(see Chapter 2; Section 2.2.1.1) in terms of memory of the process. The Hurst index H 

related to the MSD scaling exponent α by H = 0.5α. In the case of perpendicular direction, 

the NVACF profile at both slow and fast flow cases shows the distinct features of 

negative correlation value at a time interval of t ~ 0.5 ms and t ~ 0.3 ms. This pattern is 

shared at all flow regions of 𝑁𝐵1  , 𝑁𝐵2 , and C as shown in Figure (4.13). The dip 

(negative correlation) of NVACF based on the FGN model correspond to the anti-

persistent motion of particle, where the particle has short time memory as increment of 

particle’s velocity converge very fast to finite values. In fact, this anti-persistent type 

motion can be associated with the sub-diffusion motion and is in line with the value H 

exponent obtained (H < 0.5).   
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The autocorrelation function is only valid for the (weakly) stationary process. 

Stationary process is a random process with the same variance and mean value at all given 

time. The observation of time-dependent scaling exponent implies that there is an 

underlying non-stationary behavior. The autocorrelation of the non-stationary process has 

distinct value at particular lag time 𝜏 . As demonstrated by the result, the profile of 

NVACF at long time regime is not fully captured by simply calculating the 

autocorrelation function of velocity at initial time 𝑡0. Hence, the velocity correlation is 

calculated based on the particle’s velocity at the various lag time 𝜏 = 2𝑡0, 𝜏 = 5𝑡0, and 

𝜏 = 10𝑡0 (see Appendix E for the plot) (Reverey et al., 2015). The particle retains the 

sub-diffusive behavior at all choices of lag times. The analysis on the NVACF profile at 

long time interval taken at 𝜏 = 5𝑡0 corresponding to real time 𝑡~0.3 ms seem to be a 

good choice, since it marked the transition time for particles to transit from slow to fast 

transport. 

The NVACF at the long-time scale for respective flow cases at different flow profile 

is shown in the inset of Figure 4.13. Clearly, the NVAF plot for particle at 0.2 μL/min 

Figure 4.13: NVACF of particles flow in perpendicular direction under flow rate 
of: (a) 0.2 µL/min, and (b) 0.3 µL/min at for three different regions NB1 (red), NB2 
(blue), and C (green). 
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(inset Figure 4.13(a)) at the respective flow regions of 𝑁𝐵1, 𝑁𝐵2 , and C has negative 

correlation value at t ~ 7.5 ms before it oscillates around zero value. This is in alignment 

with H exponent found in these three regions, which stand for the weak sub-diffusive (H 

< 0.5) and Brownian motions (H = 1). From the FGN point of view, the sub-diffusive 

motion is due to anti-persistent motion (H < 1/2), as the particle has short time memory. 

There is no preference direction in increment of the particle velocity. In the case of 0.3 

μL/min, the long-time profile NVACF exhibits positive correlation, and the motion is 

persistent. The particle has long time memory as the increment of the particle’s velocity 

persists in the positive sign. This owing to the super-diffusion nature of particle as 

indicated by value of H scaling exponent at long time scale (H > 0.5). 

4.3.2.2 Streamwise direction 

Under 0.2 μL/min flow rate in the streamwise direction, the bi-scaling power-law 

regimes at different time scales are observed as shown in Figure 4.14(a). The particle at 

all flow regions exhibits the weakly super-diffusive behavior at short time scale with 

MSD as t1.20, t1.14
, and t1.18 for NB1, NB2, and C, respectively. Later at the longer time, it 

switched to a faster dynamic with MSD scale as t1.86, t1.78, and t1.82 and for NB1, NB2, and 

C respectively. 

The percentage differences of scaling exponent α1 between the symmetrical flow 

region of NB1 with respect to NB2 region at a flow rate of 2.0 μL/min is 5.0 % and scaling 

exponent α2 is 4.4 %. These small percentage differences indicate the behaviors of the 

particles are symmetric at these regions as contrast to the perpendicular direction case. 

This symmetrical nature arises because the particles dynamic in streamwise direction 

experienced less fluctuation. The presence of the wall restricts the space available for the 

particle to interact with the local flow and the drag force at the normal-wall direction is 

higher. Thus, the scaling exponent of the particle is reduced. 
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The comparison of the percentage difference of scaling exponents at NB1 and NB2 

with respect to C yield 1.7 % and 3.5 % respectively for α1, while for α2 are both 2.2 %. 

Again, this result implied the symmetrical nature of the particles at both symmetrical 

regions. Exceptionally, the reduced scaling exponent values of α1 and α2 was found at 

region C relative to the NB1 region (see Table 4.7). These reduced scaling exponents in 

region 𝐶 can be interpreted by the fact that some of the particles at center region instantly 

moves to the NB1 region and slowing down their motion. Hence, breaking down the 

isotropy of the particle’s MSD in the Poiseuille flow.   

In the case of faster flow at 0.3 μL/min, the bi-scaling exponent perishes at all the three 

regions where MSD is scaled as t1.92, t1.97, and t1.98 for NB1, NB2, and C, respectively with 

mono-scaling exponents, as shown in Figure 4.14(b). The percentage differences of 

scaling exponent at region NB1 and NB2 is 2.0 %. The comparison of percentage 

difference at regions NB1 and NB2 relative to C, results in value of 3.1 % and 0.5 %, 

respectively. The behavior of the particles is symmetric as the particles were transported 

almost at the same rate. For the particle transported under fast flow, its dynamic is 

Figure 4.14: Ensemble log -log TAMSD versus lag time of particles flow in 
streamwise direction under flow rate of: (a) 0.2 µL/min, and (b) 0.3 µL/min at for 
three different regions NB1 (circle), NB2 (triangle), and C (rectangle). 
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monopolized by the effect of flow advection thus minimizing the wall effect on the 

particle located at both NB1 and NB2 regions. 

Table 4.7: MSDs scaling in streamwise direction results.  

Flow rate (μL/min) Cases 𝜶𝟏 𝜶𝟐 𝒕𝒄 (ms) 

 

0.2 

NB1 1.20 ± 0.01 1.86 ± 0.01 3.00 

NB2 1.14 ± 0.02 1.78 ± 0.01 3.00 

C 1.18 ± 0.01 1.82 ± 0.01 3.00 

 

0.3 

NB1 None 1.92 ± 0.01 none 

NB2 None 1.97 ± 0.01 none 

C None 1.98 ± 0.01 none 

 

The particle velocity autocorrelation NVACF in the streamwise direction at both 

slow and fast flow cases are illustrated in Figure 4.15. In the case of 0.2 μL/min, the 

NVACF has dip value at time t ~ 0.5 ms (Figure 4.15(a)) corresponding to restricted sub-

diffusive motion. The visualization of the NVACF at respective flow regions 𝑁𝐵1,𝑁𝐵2, 

and 𝐶 at long time interval taken at 𝜏 = 5𝑡0 (inset Figure 4.15(a)) displays the positive 

correlation due to persistent motion of the particle. These profiles are consistent with the 

transition of H scaling exponent (H > 0.5) as super-diffusive.  

The negative correlation at a short time again can be associated with backscattered of 

particles displacement before it can overcome its inertia. At the later time as the inertia 

dominates the local region, the particle has positive correlations in the displacement. For 

the fast flow 0.3 μL/min, the VACF of the particle exhibit the positive correlation value 

and has fast decay. This positive correlation of the particle driven under flow rate of 0.3 

μL/min manifested the persistent dynamic at both short and long time again is in line with 

the previous observation of mono-scaling MSD scaling exponent.  
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4.3.2.3 Resultant MSD   

Similarly, with the case of perpendicular direction, the particles flow at each 

respective flow rate of 0.2 μL/min and 0.3 μL/min in all flow regions show the bi-scaling 

MSD power-law behavior occurring at a time interval (t ~ 3.00 ms) or (t ~2.00 ms). 

The particle transported under flow of 0.2 μL/min exhibits the sub-diffusion behavior 

at early time in all flow regions of 𝑁𝐵1, 𝑁𝐵2, and C with MSDs scale as 𝑡0.78, 𝑡0.57, and 

𝑡0.73, respectively. Later in time, the particle MSD scale as 𝑡1.31, 𝑡1.25, and 𝑡1.23, at the 

respective flow region, indicating the super-diffusion behavior. The particle at 𝑁𝐵1 

region undergoes the fastest transport relative to other flow regions, as it exhibits highest 

scaling exponent in the case of streamwise direction (Figure 4.16(a)). The identical 

transition behavior is also noted in the case of particles flow under flow rate of 0.3 

μL/min (Figure 4.16(b)). At short time, particles experienced weak sub-diffusive 

transport with MSD’s scaled as 𝑡0.86, 𝑡0.82, and 𝑡0.95 in respective region of NB1, NB2, 

Figure 4.15: VACF of particles flow in streamwise direction under flow rate of: (a) 
0.2 μL/min, and (b) 0.3 μL/min at for three different regions NB1 (red), NB2 (blue), 
and C (green). 

Univ
ers

ity
 of

 M
ala

ya



72 

and C. At the longer time, the particle shift into faster super-diffusive behavior as the 

MSD’s scaled into 𝑡1.81, 𝑡1.84, and 𝑡1.86 in regions NB1, NB2, and C, respectively. 

 
 
Again, the SBM model is applied to simulate this power law transition of MSDs and 

the scaling exponent at both short and long time is tabulated in Table 4.8. In the cases 

of 0.2 μL/min and 0.3 μL/min, at the early time, the respective percentage differences 

of the scaling exponent α1 at symmetrical regions NB1 and NB2 are 31.1 % and 4.76 % 

respectively. While at the later time, the percentage difference of α2 are reduced such 

that 4.7 % at 0.2 µL/min, and 1.6 % at of 0.3 µL/min. The significantly large percentage 

differences of 𝛼1 suggest the particles dynamic is not-symmetric at the early time of 

transport, then retain the symmetrical behavior at the later time indicated by the small 

percentage difference of 𝛼2 . These are expected results since the scaling exponent 

obtained from both streamwise and perpendicular direction also show the relative high 

percentage difference at early time of flow and it is reduced at the later time.  

 

Figure 4.16: Resultant MSD under (a) 0.2 µL/min and (b) 0.3 µL/min for different 
flow regions NB1 (circle), NB2 (triangle), and C(rectangle). 
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Table 4.8: Resultant two-dimensional MSD’s 

 

The MSD’s scale maximum at the center region C of the channel at both short time 

and long-time regimes in all flow cases. These behaviors correspond to the smallest shear 

rate and highest velocity profile at the C region i.e. the particles experience less shear 

and inherit more velocity in this region. In other hand, the particles flow at the regions of 

NB1 and NB2 encounter high shear rate associated and inherit small velocity from the 

flow.  

 Moving on to the profile of NVACF, at slow and fast flow cases, the correlation in 

all flow regions has the minimum dip at short time interval at t ~ 0.5 ms (Figure 4.17(a)) 

and t ~0.3 ms (Figure 4.17(b)). The motion is anti-persistent, which corresponds to the 

sub-diffusive behavior as shown in value H scaling exponent (H < 0.5). The particle has 

short time memory. While at a long time, the NVACF exhibit the positive correlation 

indicating the persistent type motion, before it de-correlate to zero. This correlated profile 

of NVCF is shown in insets of Figure 4.17(a) and (b) at lag time 𝜏 = 5𝑡0 , where particles 

retained the sign of increment due to its long-term memory effect. Again, this behavior 

is properly captured by the scaling exponent retained the sign of increment due to its 

Flow rate(μL/min) Cases 𝜶𝟏 𝜶𝟐 𝒕𝒄 ( ms) 

 NB1 0.78 ± 0.03 1.31± 0.03 3.00 

 
0.2 NB2 0.57 ± 0.03 1.25 ± 0.03 3.00 

 C 0.73 ± 0.02 1.23 ± 0.06 3.00 

 NB1 1.81 ± 0.02 1.81 ± 0.02 2.00 

 
0.3 NB2 0.82 ±0.05 1.84 ± 0.01 2.00 

 C 0.95 ±0.03 1.86 ± 0.01 2.00 
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long-term memory effect. Again, this behavior is properly captured by the scaling 

exponent of H at long time interval (H < 0.5). 

4.4 Numerical particle tracing in microfluidic experiment 

In this section, the numerical simulation results of the fluid flow field and the particle 

tracing from the CFD simulation are presented. Particularly, this section provides the 

comparison of the results from both flow experiments and simulations. Here any result 

obtained via the laboratory flow experiments is referred as experimental results, while the 

results derived from the numerical simulation is represented as simulated results, unless 

if mentioned otherwise. The definition of flow regions was used similarly as in the 

experimental case. 

4.4.1 Flow field   

The simulation contour plot of flow profile in the microfluidic channel is illustrated in 

Figure 4.18. The flow has the highest velocity at the center of the channel, while the 

lowest velocity at the near wall region.  

Figure 4.17: Resultant NVACF of particles flow under flow rate of: (a) 0.2 µL/min, 
and (b) 0.3 µL/min at for three different regions NB1 (red), NB2 (blue), and C 
(green). 
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The flow across the arc length or width of the channel is shown in Figure 4.19. The 

velocity in the streamwise direction (x) shows parabolic velocity profile known as 

Poiseuille flow (Figure 4.19(a)). In the streamwise direction, the fluctuation of the flow 

velocity is the highest at near wall boundary regions of  𝑁𝐵1 and 𝑁𝐵2, while smallest at 

the center region C (Figure 4.19(b)). The resultant flow velocity (Figure 4.19(c)) 

magnitude is dominated by the velocity field in streamwise direction. Due to implication 

and assumption of the pressure driven flow and incompressible flow, the pressure across 

the arclength/width of the channel remains constant (Figure 4.19(d)). As the 

consequences of the non-uniform velocity profile, the shear rate is maximum at both the 

channel’s walls (where the fluid is at rest), while minimum value was at the center of the 

wall (where the fluid possesses maximum velocity) shown in Figure 4.19(e).   

 

 

 

Figure 4.18 : Simulation fluid profile (a, b) contour velocity profile. 
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Figure 4.19: Flow profile characteristics across the arclength (of the channel in case 
of 0.2 µL/min(green), and 0.3 µL/min(red). (a) velocity field profile in x-direction, 
(b) velocity field profile in y-direction, (c) overall velocity magnitude, (d) pressure, 
and (e) shear rate. 
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4.4.2 Particle trajectories 

The five repetitions of simulations were done for system time of 5 s. The coordinates 

of the particles are saved within time step of 0.001 s. Particle as grouped based on its 

location with respect to the Segre’–Silberberg radius (see Chapter 3, Section 3.3.3.1) at 

respective distance of 0 µm < 𝑟𝑒𝑞<50 µm (𝑁𝐵1) and 200 µm < 𝑟𝑒𝑞< 250 µm (𝑁𝐵2) 

consisting of five sample particles, while at distance of 50 µm <  𝑟𝑒𝑞 < 200 µm (𝐶) 

consisting 20 sample particles. Since the observations in real-life flow experiment are 

taken at the middle length of microfluidic channel, the data points at the early stage of the 

flow are ignored and the data of particle coordinates were only extracted after the velocity 

profile was perfectly developed and when the particles have already reached the 

equilibrium position. 

From the obtained coordinates, the standardized particle position in the streamwise 

and perpendicular direction are plotted as shown in Figure 4.20. The position of the 

particles in streamwise direction show the fully deterministic trend (Figure 4.20(a)), 

which is different from the experimental data as the particles experience slight 

fluctuations. While in perpendicular direction, the particles exhibit the fluctuation in 

position within the range of [−3 μm, 3 μm ], which is smaller compared to what was 

observed in experimental particle positions. 

Figure 4.20: Spatial x and y of 25 particles trajectories. Standardized (a) spatial x 
and (b) y particles trajectories. 

Univ
ers

ity
 of

 M
ala

ya



78 

 In order to determine the distribution of the system, the PDF of particles displacement 

are plotted at different evolution time t = 0.01 ms, 0.10 ms, 0.20 ms, 0.30 ms, and 0.024 

ms with the red dot lines represent the Gaussian distribution fitting into the data as shown 

in Figure 4.21. The system exhibits the Gaussian behavior at both slow and fast flows in 

all flow regions. The particles dispersed with normal Gaussian distribution since the 

spread of distribution gets wider with time evolution, which is not observed in the 

experimental results. The particles distribution of the particles is symmetric at both NB1 

and NB2 regions and C region.  

 

4.4.3 Mean square displacement  

The results of the MSD extracted from the simulation are presented in the similar 

manner as the experimental results. 

Figure 4.21: Empirical probability density function PDF of the particles 
displacement at 0.2 µL/min at (a)streamwise direction and (b) perpendicular 
direction (right). The dash red lines represent the Gaussian distribution fitted to 
empirical distribution.    
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4.4.3.1 Numerical streamwise direction of MSD 

 For the flow rate of 0.2 μL/min, in the streamwise direction, MSD scale with the 

mono-scaling with 𝑡2.00 at all flow regimes are shown in Figure 4.22(a). The behavior of 

the particles is symmetric in all flow regions of 𝐵1 ,  𝑁𝐵2 , and 𝐶 as the particles are 

transported in similar rate of ballistic motion (see Table (4.9)). This behavior is not 

observed in experimental MSDs as simulated particle trajectories do not show any 

fluctuation as with the experimental trajectories. The same patterns are also observed in 

case of 0.3 µL/min simulated flow rate (Figure 4.22(b)), which show similar behavior as 

the experimental MSD. 

 

At 0.2 µL/min, the percentage difference of the scaling exponent 𝛼1  at region 

𝑁𝐵1, 𝑁𝐵2, C with respect to the experimental scaling exponent at the same region are 

49.5 %, 54.3 %, and 51.6 %, respectively. While the comparison of 𝛼2  yields the 

percentage difference of 7.3 %, 11.6 % and 9.4 % in respective flow regions. The large 

percentage difference of scaling exponent at early time shows the disparity between the 

behaviors of the simulated particle with respect to experimental particle behavior. While, 

Figure 4.22: Streamwise direction of simulated TAMSDs (dash line) and 
experimental TAMSDs (full line) under flow rate of (a) 0.2 µL/min, and (b) 0.3 
µL/min at for three different regions NB1 (blue circle), NB2 (green triangle), and 
C (red rectangle). Univ
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it is noticed the disparity between the obtained results in both cases is reduced at longer 

time scale. Next, the same comparison of scaling exponent 𝛼2 is done at the case of 0.3 

µL/min resulted in 4.1 %, 1.5 % and 1.0 % at respective regions of 𝑁𝐵1, 𝑁𝐵2, and 𝐶. 

This smaller percentage difference shows the results of simulation agreed with the 

experimental results. 

Table 4.9: Numerical MSD’s results in streamwise direction 

 

The velocity autocorrelation function NVACF of the particles in streamwise direction 

of 0.2 µL/min and 0.3 µL/min are shown in Figure 4.23. At 0.2 µL/min and 0.3 µL/min, 

the NVACF increment in all respective flow regions exhibit the positive correlation value 

at long time interval (inset Figure 4.23(a) and Figure 4.23(b)), before de-correlated to 

zero value at maximum lag time. This persistent motion resulted from the long-term 

memory, due to nature of ballistic nature if particle motion as indicated by the scaling 

exponent H value (H > 0.5). 

 

Simulated flow rate      
(µL/min) 

Cases α1 
 

α2 
 

 𝑁𝐵1 1.99± 0.01 2.00 ± 0.01 

0.2 𝑁𝐵2 1.99 ± 0.03 2.00 ± 0.02 

 C 2.00 ± 0.02 2.00 ± 0.01 

 𝑁𝐵1 None 2.00 ± 0.01 

0.3 𝑁𝐵2 None 2.00 ± 0.02 

 C None 2.00 ± 0.01 
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4.4.3.2 Numerical perpendicular direction of MSD 

The MSD in the perpendicular direction at both fast and slow flows exhibit the scale 

power law regime as shown in Figure 4.24. The particle undergoes slow dynamic at short 

time interval (t <10.00 ms) or (t <3.6 ms) in respective different flow rates later (t >10.00 

ms) or (t >3.6 ms) switches to the fast transport mode. This transition dynamics are also 

observed in the experimental MSD, but with earlier transition time. 

Figure 4.23: Streamwise NVACF in flow region of NB1(red), NB2(blue), and C 
(green) at: (a) 0.2 µL/min and (b) 0.3 µL/min. 

Figure 4.24: Perpendicular direction of simulated TAMSDs (dash line) and 
experimental TAMSDs (full line) under flow rate of (a) 0.2 µL/min and (b) 0.3 
µL/min at for three different regions NB1 (circle), NB2 (triangle), and C (rectangle). 
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Under slow flow, the MSD scale as 𝑡1.03 ,𝑡0.98 , and 𝑡1.00  for 𝑁𝐵1 , 𝑁𝐵2 , and C, 

respectively as seen in Figure (4.24), corresponds to slow transport. In long time, it 

changes to faster dynamic 𝑡1.54, 𝑡1.58, and 𝑡1.10. The scaling exponent in both near wall 

boundary regions 𝑁𝐵1, 𝑁𝐵2, and C, respectively shows the Brownian motion behavior 

and weak sub-diffusion behavior before changing to strong super-diffusive at longer time 

interval. 

Under fast flow at 0.3 µL/min, the particle exhibits weak super-diffusive and Brownian 

motion behaviors at the shorter time with MSD scale as 𝑡1.22,𝑡1.20, and 𝑡1.04 for 𝑁𝐵1, 

𝑁𝐵2, and C, respectively as seen in Figure 4.24(b). Later in time, the particle at 𝑁𝐵1 and 

𝑁𝐵2 exhibit strong super-diffusive behavior with MSD scale as 𝑡1.67, 𝑡1.69, while the 

particle at the C region possess weak super-diffusive mode at MSD scale of 𝑡1.14 . 

Similarly, particle at the near wall boundary 𝑁𝐵1 and 𝑁𝐵2 transported faster than particle 

located at the C region. 

Table 4.10: Numerical MSD’s results in perpendicular direction. 

Simulated flow 
rate (µL/min) 

Cases 𝜶𝟏 

 

𝜶𝟐 

 

𝒕𝒄 ( ms) 

 𝑁𝐵1 1.03± 0.01 1.54 ± 0.02 10.00 

0.2 𝑁𝐵2 0.98 ± 0.01 1.58 ± 0.02 10.00 

 C 1.00 ± 0.01 1.10 ± 0.02 10.00 

 𝑁𝐵1 1.22 ± 0.01 1.67 ± 0.02 3.60 

0.3 𝑁𝐵2 1.20 ± 0.01 1.69 ± 0.02 3.60 

 C 1.04 ± 0.01 1.14 ± 0.02 3.70 

 

The percentage difference of scaling exponent at region of 𝑁𝐵1 with respect to 𝑁𝐵2 in 

case of 0.2 μL/min is 5.0 % for 𝛼1 and 2.6 % for 𝛼2. For case, of 0.3 μL/min is 2.6 % 
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and 1.2 %, respectively for 𝛼1 and 𝛼2. The low percentage difference of scaling exponent 

at both short and longer time represents 𝑁𝐵1 and 𝑁𝐵2 regions is symmetric with respect 

to each other as predicted by the Poiseuille flow profile. Next, the percentage difference 

of 𝛼1 of the region 𝑁𝐵1/𝐶 and 𝑁𝐵2/𝐶 resulting in 33.0 % and 35.8 %, respectively for 

slow flow, while 37.7 % and 38.8 % in case of fast flow. This large percentage difference 

value suggests the behavior of the particle at the C region was different from the region 

of near wall boundary of 𝑁𝐵1 and 𝑁𝐵2.  

The comparison of the percentage difference of 𝛼1 at case of fast flow obtained from 

both simulation and experimental is 50.3 %, 65.2 %, and 61.6% at region of 𝑁𝐵1, 𝑁𝐵2, 

and C, respectively, while the percentage difference of 𝛼2 is 0.7 %, 0 % and 34.78 %. 

The reducing pattern of the percentage difference shows the behavior of the simulated 

particle in early time show the large disparity compared to the experimental particle and 

this disparity is reduced at long time scale. However, there still exist large percentage 

difference of the scaling exponent of the particle located at C region. 

At the perpendicular direction, the NVACF dropped sharply to zero value and 

continues to oscillate at zero magnitude at long lag time. These behaviors are observed in 

both slow and fast flow cases as shown in Figure 4.25, which means the particle lost its 

memory on its previous state as the memory is de-correlated by the effect of the Brownian 

forces. This is in agreement with the value of H scaling exponent obtained at short lag 

time H = 0.5. The NVACF profiles of both cases at long lag time are plotted at 𝜏 = 10𝑡0 

(inset of Figure 4.25(a,b)) and show the positive correlation from the persistent motion. 

In fact, this persistent nature from the long-term memory is in line with the finding of H 

>0.5 at long time. 
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4.4.3.3 Numerical resultant MSDs 

The resultant MSD from the simulations are shown in Figure 4.26 where the MSDs 

exhibit the bi-scaling power law regime. The MSDs is scaled lowest at time interval of (t 

<10.00 ms) or (t < 3.6 ms) and scaled highest at time interval (t  >10.00 ms) or (t > 3.6 

ms). This show the transition from slow transport to the fast transport mode.  

Figure 4.26 : Resultant direction of simulated averaged TAMSDs (dash line) and 
experimental TAMSDs (full line) under flow rate of (a) 0.2 µL/min, and (b) 0.3 
µL/min at for three different regions NB1 (circle), NB2 (triangle), and C (rectangle). 

Figure 4.25: Perpendicular NVACF in flow region of NB1(red), NB2(blue) and C 
(green) at: (a) 0.2 µL/min, and (b) 0.3 µL/min. 
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The resultant MSD under flow rate of 0.2 µL/min at 𝑁𝐵1and 𝑁𝐵2 regions scale as 

𝑡1.20 and 𝑡1.17, respectively which corresponds to the super-diffusive mode. While, the 

MSD at the C region scale as 𝑡1.03 (Brownian motion). At long time, the MSD particle at 

respective flow regions of 𝑁𝐵1, 𝑁𝐵2, and C scale as 𝑡1.54, 𝑡1.58, and 𝑡1.10, indicating the 

super-diffusive behavior. The comparison of the percentage difference at the regions of 

𝑁𝐵1 / 𝑁𝐵2 with respect to C resulting in 15.2 % and 12.7 % in case of 𝛼1, while for 𝛼2 

are 33.3 % and 35.4 %. Again, the relatively high percentage difference of 𝛼1 and 𝛼2 

correspond to the behavior of the particle at the core region deviates from the dynamic of 

the particles located at near wall boundary, unlike what was observed in experimental 

MSDs.  

Next, under fast flow of 0.3 µL/min, at short time, the particle diffused in weak super-

diffusion in all the flow region as the MSD is scaled as 𝑡1.33, 𝑡1.27, and 𝑡1.10. At the long 

time, the particle undergoes transition to the strong super-diffusion with MSD scale as 

𝑡1.79 , 𝑡1.81 , and 𝑡1.23  at respective flow regions 𝑁𝐵1 , 𝑁𝐵2 , and C. The percentage 

difference of the scaling exponent 𝛼1 and 𝛼2 with respect to region of near wall boundary 

𝑁𝐵1  and 𝑁𝐵2  is 4.6 % and 1.1 %, respectively. The comparison of the percentage 

different of region 𝑁𝐵1/𝑁𝐵2 with respect to C, is found that at short time 𝛼1 is 18.9 % 

and 14.3 %, respectively, while the percentage difference 𝛼2 at these regions are 37.01 % 

and 38.2 %, respectively. 

The comparison of the percentage difference of scaling exponent of the numerical 

simulation with experiment in case of 0.2 µL/min at respective regions of 𝑁𝐵1, 𝑁𝐵2, and 

C give the result of 42.4 %, 70.0 % and 34.1 % for 𝛼1 and 24.2 %, 30.5 %, and 4.2 %, 

respectively for 𝛼2. The flow of 0.3 µL/min meanwhile gives the percentage difference 

of 𝛼1 as 42.4 %, 43.1 %, and 14.6 % for the respective flow regions. The percentage 

difference of 𝛼2 is 1.1 %, 1.64 %, and 40.7 %. The larger percentage difference of 𝛼1 
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point out the large distinction of simulation particle over the experimental particle at short 

time. At long time, the small percentage difference of 𝛼2 at both 𝑁𝐵1and 𝑁𝐵2 regions 

hinted the simulation results gives a good agreement with the experimental results. Noted 

that, there are still significant percentage difference of scaling exponent 𝛼1  and 𝛼2  at 

region C, implying the fallacious behavior of numerical particle behavior relative to 

experimental particle.  

Table 4.11: Numerical MSD’s results in resultant direction. 

Simulated Flow 
rate (µL/min) 

Cases 𝜶𝟏 

 

𝜶𝟐 

 

𝒕𝒄 ( ms) 

 𝑁𝐵1 1.20± 0.01 1.67±0.01 10.00 

0.2 𝑁𝐵2 1.17 ±0.02 1.70±0.01 10.00 

 C 1.03 ±0.01 1.18 ±0.01 10.00 

 𝑁𝐵1 1.33± 0.01 1.79±0.01 3.60 

0.3 𝑁𝐵2 1.27 ±0.02 1.81±0.01 3.60 

 C 1.10 ±0.01 1.23 ±0.01 3.70 

 

Clearly, the NVACF of resultant direction at both slow and fast flows manifested the 

positive correlation value at all time indicated the long-term memory process (Figure 

4.27). This manifested in the observations of super-diffusion motion of the particle in 

Hurst exponents (H > 0.5) (refer Table 4.11). The NVACF at all respective flow regions 

decay at the similar rate, which is shared by both flow cases.  
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Figure 4.27: Resultant NVACF in flow region of NB1(red), NB2(blue) and C (green) 
at: (a) 0.2 µL/min, and (b) 0.3 µL/min. 
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CHAPTER 5: DISCUSSIONS 

 
5.1 Cell characterization 

  Zeta potential represents the characteristics of charge on the cell surface. The 

measured Zeta potential of -20.1 mV suggests the presence of anionic groups, such as 

carboxyl and phosphate, in C. vulgaris membranes/cell walls (Ferreira et al., 2011). 

These negative surface charges also indicate that repulsive forces dominate the 

suspension, thus the microalgae are not expected to aggregate.  

From the dynamic viscosity value, the BBM is treated as a Newtonian fluid. It 

should be noted, the slightly different magnitude of dynamic viscosity obtained in 

this study from the existing literature might be due to the different portion of the 

mineral used in the preparation of the BBM solution. The portion of salt and distilled 

water used to prepare the BBM is adjusted based on the optimization of algae culture 

growth. 

5.2 Open domain particle tracking 

The open domain is regarded as the free diffusion system, where the particles are free 

to diffuse or be transported without any restriction from the wall or confinement (except 

in z-direction). In this study, the free diffusing particle exhibits both slow and fast 

transport as shown in bi-scaling power law MSDs transitions at t = 3.0 ms. This transition 

is absent in the resultant direction of MSDs. The anisotropic transport of freely diffusive 

particle cannot be explained by the self-locomotion of the cell or the induced drift since 

the cell itself belongs to the non-motile algae species and any induced drift had been 

removed by detrending the original dataset. The possible mechanisms that might 

contribute to this anisotropic behavior are the viscoelastic property of the medium, the 

crowding environment, and “active” activity of the cell. The viscoelastic property of 
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medium and crowding environment is known to induce the sub-diffusion of the particle 

by imposing cage at the spatial direction of the particle. Additionally, the “active” 

behavior of the cell such as repelling surface interactions between its neighbor can 

displace the particles in a large step, producing super-diffusion. 

In open domain, the spatial directions are assigned with the reference based on the 

image height (y-direction) by width (x-direction). Moreover, the frame rate used in video 

imaging of open system is smaller than in confinement system. Thus, the necessary 

comparison of the free diffusing particle with the confined system is only in the resultant 

direction of MSDs at a long time under slow flow. Clearly, the free diffusive particle 

transported slower with weak sub-diffusive or nearly Brownian motion compared to 

super-diffusion of particle in confinement system. This faster transport of the particle in 

confinement is due to the presence of advection from the applied flow that helps the 

particle to have larger displacement and overcome the spatial restriction from the 

geometry of the channel.  

5.3 Particle tracking in microfluidic 

The fast video-imaging, particle tracking algorithm, and particle-CFD simulation 

are applied to investigate the dynamic of C. vulgaris cells motion with respect to the 

flow regions of flow, via the evaluation of the PDF, MSD, and NVACF. The 

assumption on the CFD analysis appeared to be naive and simplistic as opposed to 

real flow experiments, where a lot of complexities and uncertainties arise from the 

experiment are not properly captured in the simulation.  

5.3.1 Perpendicular direction 

The anomalous behavior of particle transported in both slow and fast flows is featured 

in the empirical distribution function of particle displacement, where the observation of 

Univ
ers

ity
 of

 M
ala

ya



90 

highly non-stationary state at a short time interval from high kurtosis value. For long time 

scale, the distribution may converge to stationary Gaussian distribution as the kurtosis 

value decreased with increasing lag time. In this case, the particle displacement is 

assumed to have the quasi-Gaussian distribution. As the particle displacement distribution 

curve at early time exhibits the heavy tail, then the particle has higher chance to 

experience large displacement (super-diffusion) or having small displacement (sub-

diffusion). The idea is for the sub-diffusion, the particle remains closed to its original 

position while in super-diffusion the particle is further away from its original position as 

compared to normal diffusion. The heavy tail distribution curve is common for the 

anomalous diffusion process (Klafter & Sokolov, 2005). 

In the case of slow flow at 0.2 µL/min the observation of the strong sub-diffusive 

behavior of the particle at short time and weak sub-diffusion and Brownian motion at the 

respective flow regions of 𝑁𝐵1, 𝑁𝐵2, and 𝐶 can be explained by the caging effect and 

dispersive transport. At small time scale, motion is sub-diffusive corresponding to 

thermal motion in viscoelastic medium-since the MSDs have exponent less than one. The 

crossover takes place at tc ~ 0.003 s, which reflects the rheology and speed of the flow. 

The maximum scaling exponent is observed at region C, where the particle transports in 

accordance to normal diffusion or Brownian motion.  

In the case of fast flow at 0.3 µL/min, at short time regime, the particle in all flow 

regions exhibit the sub-diffusion behavior and the scaling exponent shows the reducing 

pattern from 𝑁𝐵1, 𝑁𝐵2 to C region. Sub-diffusion 𝑁𝐵1 and 𝑁𝐵2 is due to the wall effect 

that restricted perpendicular displacement of particles. At the same time, channel’s center 

sub-diffusion may occur if exist stagnation or recirculating regions in the fluid flow 

causing the particles to trap. Some of particles at the region C migrate quickly to the 𝑁𝐵1 

or 𝑁𝐵2 where they are trapped for instant, while others move back to the C region. This 
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has also been reported elsewhere (Yeo & Maxey, 2010). Yeo and Maxey suggested that 

the explanation of this behavior was due to the length scale restriction of the size of 

confinement that leads to the large-collective motion such as formation of hydro-cluster. 

In long time scale, the particle at all flow regions exhibit the super-diffusion behavior due 

to the irregular jump and particle entrapment in particle layers. 

The introduction of tc enabled us to characterise the dynamic of the particles at different 

time interval i.e. transient time. At the early transient time of t < tc, the particle’s inertia 

causes it to perform the slow dynamic. After the latter transient time t > tc , the particle 

finally arrives at the agreement with the fluid velocity. During this excursion period, the 

path of the particle has high fluctuation. This dynamic is the result of the mismatch of the 

particle’s velocity to the flow’s velocity. Even the small mismatch of these velocity can 

give rise to the stagnation point in flow (Cartwright et al., 2010). Interestingly the 

transient time occurring at a different time which are tc ~3.00 ms and tc ~ 0.16 ms (refers 

to Table 4.6) for the case of 0.2 µL/min and 0.3 µL/min, respectively. These difference 

of tc suggest that at slow flow, the particle takes a longer time to overcome its inertia 

while at the fast flow particle takes shorter time to overcome its inertia before it can be 

transported according to the local flow. 

 As stated in the previous chapter, this system belongs to the non-stationary process. 

Yet, the stationary process of FGN model is used to interpret the particle’s velocity 

correlation. From the observation of the crossover MSD in the bi-logarithmic plot, via the 

interpretation of FBM/FGN, the time series is anti-correlated at short time, later in time 

it becomes persistently correlated. The anti-persistent correlation (negative correlation) is 

bounded within given limits value. At this limiting value, the series undergoes fluctuation 

in reverse direction. This bounding indicates that the velocity of the particle is (in)directly 

controlled (Liebovitch et al., 1997; Delignières et al., 2011). In this case, the bounded 
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series can be considered as a stationary process (at least in long time scale), yet it cannot 

be treated as the genuine FGN.  

The negative value of VACF increment can be attributed to the observation of sub-

diffusion (anti-persistent) motion exhibited by the particle. For instance, the particle 

under flow of 0.2 µL/min exhibits the strong sub-diffusion and weak sub-diffusion at 

respective short and long time. This behavior is also manifested by the particle in the fast 

flow of 0.3 µL/min where it is transported sub-diffusively at short time and switched on 

the faster super-diffusive motion at a longer time.  

The negative correlation of NVACF is associated by the backscattering of the particles 

due to the formation of “cage”  or the collision between particles (Balucani, et al., 1996). 

First, the temporary cage imposed by neighboring particles may cause the particle to 

bounce back and forth within the cage. In this region, the particle motion is heavily 

affected by the cooperative motion of its immediate neighbors, which is often referred to 

as ``collective relaxation''. The surrounding particles must relax the temporary “cage” 

imposed on a central particle in order for the diffusion process to proceed. This enhanced 

negative region was partially, responsible for the lower self-diffusion of the particle. 

Additionally, the “cage” can also develop due to viscoelastic properties of the medium 

fluid, causing the anti-correlation displacement of the particle (Despósito & Viñales, 

2009). Finally, the particle might have backscattered due to the collision between other 

particles to produce anti-correlation (Balucani et al., 1996). In this case, there is no 

collision taking place in the system, as the particles only appeared to undergo 

displacement in accordance to the streamline and passing one another. Thus, the caging 

effect was most likely to take place in this system compared to the collision between the 

particles. 
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5.3.2 Streamwise direction: 

In the streamwise direction, the particle located at center region has minimum 

interaction with the wall. On other hand, for the particle originally located at the distance 

h from the wall, as the distance between the particle to the wall is reduced h < R, the 

particle will interact with the wall. This particle-wall interaction altered the particle’s 

diffusivity/scaling exponent as the particle has less free space to explore.  

In the case of 0.2 µL/min, the small percentage differences of scaling exponents 

observed at region of 𝑁𝐵1 with respect to 𝑁𝐵2 indicate that the behaviors of the particles 

are symmetric at these region in contrast to the perpendicular direction case. This 

symmetrical nature arises because the particles dynamic in streamwise direction 

experienced less fluctuation. The presence of the wall restricts the space available for the 

particle to interact with local flow and the drag force at the normal-wall direction is 

higher. Thus, the scaling exponent of particle is reduced. 

The percentage difference of scaling exponents of 𝛼1 and 𝛼2 at NB1 and NB2 with 

respect to C shows the small reduction, showing the symmetrical nature at these both 

regions. Exceptionally, the small reduction of the scaling exponent values of α1 and α2 

was found at region C relative to the NB1 region (see Table 4.7). These reduced scaling 

exponents in region 𝐶 can be interpreted by the fact that some of the particles at center 

region instantly move to the NB1 region slowing down their motion. Hence, this break 

downs the isotropy of the particle’s MSD in the Poiseuille flow.   

In the case of faster flow at 0.3 µL/min, the bi-scaling exponent perishes at all the 

three regions. The small percentage differences of scaling exponent at region NB1 and 

NB2 and percentage difference at regions NB1 and NB2 relative to C shows the behavior 

of the particles is symmetric as the particle are transported almost at the same rate. For 
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the particle transported under fast flow, its dynamic is monopolized by the effect of flow 

advection thus minimizing the wall effect on the particle located at the both NB1 and NB2. 

In the case of 0.2 µL/min, the negative correlation of VACF at a short time again can 

be associated with backscattering of particles displacement before it can overcome its 

inertia. At the later time as the inertia dominates the local region, the particle has a positive 

correlation in the displacement. For the fast flow, the VACF of the particle exhibits the 

positive correlation value and decorrelate at a later time. This positive correlation as 

indicated by the particle driven under flow rate of 0.3 µL/min exhibits the super-diffusion 

at both short and longer time 

In both perpendicular and streamwise case, the noticeable changes in scaling 

behavior only occurred at the slow flow, while fast flow showed the mono-scaling 

behavior. Based on the SBM model the crossover time appeared at tc ~3.00 ms which is 

the same as the case in the perpendicular direction. However, this transition only occurred 

in the case of 0.2 µL/min. This behavior is explained the C. vulgaris as the finite size 

particles undergo high fluctuations at slow flow (Usabiaga et al., 2014; Loisel et al., 

2013). At t < tc  a particle undergoes transient state where it spends the time to overcome 

its inertia before it can move according to the surrounding flow at t > tc. In the case of 

fast flow at 0.3 µL/min, the fluctuations diminished as the result of high advective flow. 

Thus, the particle is able to adapt its motion with local fluid’s velocity without undergoing 

any transient state. 

As mentioned previously in Section 5.3.1, the correlation with velocity time series 

can still be treated via the FGN model. The positive correlation exhibited by the particle 

in  all flow regions of NB1, NB2, and C in both flow cases can be explained by the effect 

of advective shear flow that caused the particle to have long term-memory, which then 
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cause the velocity increment to be persistent in the sign of increment (Reverey et al., 

2015).  

5.3.3 Resultant MSD 

 As the cell displaced following the net drift from the flow, then any fluctuation from 

perpendicular direction must be balanced by the drift from the streamwise direction. The 

resultant transport behavior at a short time is greatly influenced by the behavior of the 

particle in the perpendicular direction, while at a long time is mostly affected by the 

particle dynamic in the streamwise direction. This indicates that the shear flow and 

confinement effect play a major role in determining the overall particle’s MSDs. 

In this study, two strategies are carried out to model the transient behavior of MSD 

via: (i) time varying diffusion coefficient as described in SBM model, and (ii) piecewise 

FBM. These two strategies provide the different interpretation of the mechanisms that 

caused the crossover between the MSDs transition. In SBM model, the changing 

environment as a function of time such that the time dependent viscosity or time 

dependent temperature can leads to the time dependent diffusion coefficient (Jeon et al., 

2014). As contrast in FBM/FGN, the viscoelasticity properties of the environment is 

responsible for both long and short-range correlation of the system. The system has 

frequency dependent response to a disturbance in the environment (Jeon et al., 2014). One 

may ask: which strategy provides the accurate approach on describing the time dependent 

diffusion coefficient exhibited by C. vulgaris system in the confined geometry? Jeon et 

al. (2014) consider the distinct characteristics of the SBM and the FBM/FGN model is 

based on behavior of the MSD. Under confinement, the SBM shows the strongly non-

stationary characteristics. For instances, the behavior of the MSD at long time interval 

instead of resting at the plateau value shows the power-law decay or growth resembling 

a “continuously decreasing or increasing temperature encoded in SBM’s time dependent 
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diffusion coefficient” (Jeon et al., 2014, p. 15814). Meanwhile, the FBM/FGN MSD tends 

to relax at plateau value. As shown in previous Chapter 4, all the MSDs obtained in all 

flow regions and cases show the increasing power law growth, and never reach the 

plateau. Therefore, the SBM model is more suitable to be applied in our system.  

How come the temperature or viscosity of the environment changes as a function of 

time, as we fixed the temperature and viscosity in the experiment? We know that the 

diffusion coefficient D is given as Einstein-Stokes equation D = kBT/6πηahyd where η is 

the dynamic viscosity and ahyd is the hydrodynamic radius of the particle. From this 

relationship, the variables that affect the diffusion are temperature, dynamic viscosity η, 

and hydrodynamic radius ahyd. Since T is fixed at 25 ℃, the only variables left are η and 

ahyd. The C. vulgaris as previously mentioned in Chapter 2 (see Section 2.5.1) released its 

respiratory waste products as extracellular polymeric substances (EPS) which can cause 

the η suspension and ahyd to change over time. The EPS also can change the pH value of 

the environment, by increasing the acidity of the environment over time (Shen et al., 

2014). It is also noted that the cell might produce the EPS in form of the biofilm that 

loosely attaches to cell wall as survival mechanisms in stress environment (Liu et al., 

2016). As a result, the ahyd differ over time. Again, as mentioned in Chapter 3; Section 

3.3.3.4, we only consider the cell with average diameter of 10 µm, while the rest is 

eliminated during the pre-processing step. Clearly, we cannot derive a solid conclusion 

on the mechanism that caused the time dependent diffusion coefficient, as the algae 

systems itself exhibit more complex dynamic than anticipated. 

5.4 Comparison of the experimental particle MSDs over the simulated particle 

MSDs. 

Both simulated particle and experimental particle show the characteristic of transient 

anomalous diffusion behavior at the perpendicular direction. It is noted that the existence 
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of transient anomalous diffusion is also observed in other studies as mentioned previously 

in Chapter 2; Section 2.4.3.  

The real particle transported slower than the simulated particle.  The slow transport of 

experimental particle can be argued due to: 1) finite size particle, 2) hydrodynamic 

interaction, 3) obstruction/wall effect, 4) local flow field and 5) cluster formation. 

Clearly, massive and inertial particle transported slower compared to the point particle, 

thus higher fluctuation pathway of the experimental particle in the streamwise direction 

is observed. As for the simulated particle, due to the naïve assumption of the point 

particle, it behaves like passive tracers where their mass and inertia are negligible. Thus, 

the cells will instantaneously inherit the velocity profile from the flow of fluid. However, 

the C. vulgaris is naturally buoyant and finite-sized particle. Finite-sized particles have 

finite sizes and masses. Due to the particle’s inertia, they are not able to instantaneously 

adapt themselves to the fluid’s velocity as described by the Maxey-Riley equation (Maxey 

& Riley, 1983). It’s worth to mention here that the addition of the stochastic term in the 

Maxey-Riley equation can give rise to the fluctuation on the path taken by the particle 

(Sapsis et al., 2011).   

Particle-hydrodynamic interaction can reduce the particle’s diffusivity/scaling 

exponent. For instance, in experiment of the slow flow of 0.2 µL/min, a small fraction of 

the microalgae was observed to be immobilized at short time interval (this particle is 

eliminated from the tracking process. Chapter 3; Section 3.3.3.4), which can reduce the 

mobility of the remaining microalgae through the hydrodynamic effect. This effect has 

been shown in numerical study Bussel et al., (1995) on the diffusion of tracer proteins in 

plasma membrane through combination of hydrodynamic and Brownian motion, where a 

small portion of the immobile particles can have strong effect on the remaining fraction 

of particle through the hydrodynamic and drag interaction. For radial separation larger 
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than screening length, the immobile particle exerted drag on the mobile particle causing 

the velocity disturbance on the mobile particle. However, at the large time scale, the 

lateral diffusion of the algae cell is reduced due to excluded area effect and also 

hydrodynamic interaction. It should be noted, the inclusion of the Brownian motion or 

hydrodynamic interaction alone can reduce particle mobility (Saxon 1990), yet the 

combination of these interactions can further reduce the value of MSD coefficient. This 

particle-hydrodynamic interaction becomes less effective at the fast flow and long-time 

scale. For instance, in the case of fast flow of 0.3 µL/min, more particles are able to 

overcome its inertia and the cage more easily and less portion of the particles become 

immobilized. Thus, the particle dynamic at the long-time scale reach agreeable results for 

both experimental and simulation.  

The comparison of scaling exponent at region NB1/NB2 with respect to the region C 

resulting the high percentage difference at early time and same order of difference at later 

time for both case of the flow. This behavior is explained in term of high fluctuation exist 

at the early time of particle’s flow due to the wall effect and flow instabilities before the 

fluctuation diminishes at the latter time. 

The observation of large percentage difference of scaling exponent at early time at the 

symmetric region of 𝑁𝐵1 and 𝑁𝐵2 at both flow rates imply that the particle dynamic in 

these regions is not symmetric. This behavior is contradicted from the assumptions on the 

symmetrical Poiseuille velocity flow profile. While at later time, the reducing pattern of 

percentage difference of α2 indicates the behavior of the particles to be almost 

symmetrical. The non-symmetrical particles behavior at early time can be explained in 

terms of the instabilities of the local flow. In the simulation, ones can have the perfect 

flow symmetry with respect to the region. However, in the real experimental fluid flow, 
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due to contribution of the local variation in the flow, thus theoretical assumption of 

Poiseuille is broken. 

The particle located at the core region transported slowest relative to near wall regions. 

This behavior is due to formation of the cluster of particles at the center region. As the 

particles are released from the inlet, the particle located at the 𝑁𝐵1  and 𝑁𝐵2  lagged 

behind the particle located at the C region due to high shear rate (low velocity) of 

Poiseuille flow profile. As the result, the particles located at the C region with low shear 

rate will re-arrange themselves to form the cluster as shown in Figure 5.1, which reduces 

the free space (in tangential direction) that can be explored by the particle. Hence, the 

particle located at the C region has the lowest scaling exponent with respect to particle at 

the boundary region. 

 

This cluster behavior of the particles is not observed in laboratory flow experiments. 

In fact, the experimental particle flow according to streamline path with large distance 

between the neighborhood particles. It also should be noted that the experimental algae 

suspension behaves as dilute suspension regime and the volume fraction is assumed to 

Figure 5.1: Formation of particle cluster under Poiseuille flow. Adapted from 
(Wetzel & Campbell, 2017).  

Univ
ers

ity
 of

 M
ala

ya



100 

have value of 𝜙~0.03. Again, we argue that the cluster behavior of the particles observed 

in the numerical simulation belongs to the phenomena of dense particle flow in Poiseuille 

flow. The formation of cluster particle at the core region of the channel is observed 

polymer slurries flow (Wetzel & Campbell, 2017) and the red blood cell (Claverı et al., 

2016) in Poiseuille flow. 

The reducing diffusivity/scaling exponent in simulated particle as the particle moves 

towards the core regions contradict with the earlier hypothesis on the Poiseuille flow 

profile and experimental finding. The inverse Fax´en’s law exhibited by the simulated 

particle is due to the fact that the particle at the center formed a cluster at the center of the 

flow profile. The cluster formation reduced the diffusivity of the particle since the particle 

is confined by its neighborhood. The dynamic is observed for the flow of concentrated 

suspension in Poiseuille (Wetzel & Campbell, 2017), which is not observed in the dilute 

suspension flow in experiment.  

The limitations and sources of error of the system used in this study that may affect 

the accuracy of the MSD values are briefly discussed below. Among the factors that 

influence the microfluidic chip operation and contribute to experimental errors are the 

instability of the applied pressure at low flow rate, unpredictable pressure differences, 

alteration of pH of the suspension from the algae cell activities, and heating of solution 

due to constant exposure of light from illumination source. Since the flow rate plays key 

role in microfluidic system operation, the feedback control between the pressure 

controllers with flow sensor was monitored constantly. Yet, there is possibility that the 

particle will accumulate in the sensor capillary. Therefore, to ensure that the flow rate 

feedback is accurate, the device must be cleaned after use to prevent deposition of solids.  

In this study, we only considered the spatial two-dimensional analysis (perpendicular 

and streamwise direction), hence we lost the information on the orthogonal z-direction. 
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This limitation is due to the restriction in probing inside the volumetric microfluidic chip. 

As we probed the microfluidic chip held at the stage, our observation plane is reduced. 

There exists the probability that some of the cells was trapped at the z-direction wall. 

However, by the careful imposition of thresholding parameters such as cell intensity, 

mean velocity and etc., in the pre-processing step, this type of particles are eliminated. 

One critical parameter for high quality fast video-based particle tracking is the number 

of photons that can be detected by the camera CCD array. Higher frame rate means shorter 

exposures, which imply higher illumination levels, are needed. Therefore, as the frame 

rate increases, spatial resolution decreased. For future study, the accuracy of particle 

tracking experiment at the high flow rate can be improved by using coherent light source 

to provide high and focused illumination without damaging the cells. In addition, burst of 

high frame rates are also limited by computer memory, leading to small samples time and 

added issues in data management. The accuracy of TAMSDs calculation depends on the 

algorithm used for particle tracking. During the pre-processing stage, there are 

possibilities to artificially create spurious spots, which may lead to creation of artificial 

‘particles’ and hence trajectories. A careful observation showed that the artificial particles 

due to noise-induced image artifacts are dim and smaller, while the aggregates of 

endogenous particles are large and bright. To improve accuracy, we manually examined 

the observed trajectories by closely following the consecutive frames to ensure proper 

trajectories were used in the determination time average mean squared displacements. 
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CHAPTER 6: CONCLUSIONS 

 In this work, we have performed detailed study on the transport of microalgae C. 

vulgaris in microfluidic channel using real experiments and computational fluid dynamics 

simulation.  

6.1 Summary 

The transport behaviors are deduced from the particle trajectories. We have examined 

the spatial variation of the transport behavior in different parts of the channels. The 

channel was divided into three different flow regions, namely center region of the channel 

and two near-wall boundaries and the particles’ motion are analyzed at different flow 

rates. The trajectories of the particles are resolved into its two spatial directions and also 

its resultant direction. The statistical moments such as mean square displacement, 

probability density function and velocity autocorrelation are used to study the transport 

behavior of the cells. 

We observed anisotropy in the diffusion characteristics across all the regions in both 

streamwise and tangential directions at all applied flow rates. These are seen in both 

experimental and numerical data. Interestingly, the microalgae particles transport 

undergoes transition in scaling behavior from slow dynamic at short-time to the fast 

dynamic at longer-time. This transition is however negligible in the streamwise direction 

at high flow rate. The multi-scaling features motivated us to use Scaled Brownian Motion 

to model the MSD. We observed that particles exhibited anomalous transport and normal 

transport under slow flow and retain the anomaly in fast flow. Due to the transitional 

effects that may be attributed to variation in fluid or particle parameters over time, such 

a complex behavior could not be incorporated into a rather simplistic CFD simulation that 

requires these properties to be fixed before the simulation.  
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6.2 Suggestion for future works 

It will be interesting to extend the analysis via other statistical technique such as 

wavelet analysis and time-dependent fractal analysis to see if the transition behavior can 

be tracked locally in time and corroborated visually from the images. There could be 

crowding or jamming effects in the narrow channel that hinder motion freely. Temporal 

variation in the statistical properties or scaling exponents can also be captured using 

multifractional Brownian motion with time dependent Hurst parameter, H(t), hence 

giving MSD ~ t2H(t), where 0 < H(t) < 1 (Ayache & Vehel, 2000; Lim, 2001; Muniandy 

& Lim, 2001). This is an alternative multiscaling generalization of fractional Brownian 

motion with constant H. While this model is still in the class of Gaussian distributions, 

other possibility includes exploring the use of Levy walk and Levy flight to characterize 

large deviation and non-Gaussian statistics. Observing the transport of motile 

microorganisms using alternative imaging based on fluorescence microscopy has been 

shown to provide better resolutions to differentiate degrees of freedoms in motion. Apart 

from this, the inclusion of the inertial effect by the moving mesh of particle-CFD 

simulation or solving the Maxey-Raley equation should be able to provide detailed insight 

on the particle dynamics.  

In perspective of application, the results of this study are useful for optimization of 

mixing process, spreading of the microalgae, and the flow implementation in 

photobioreactors. One anticipates that detailed understanding of passive or driven 

biomaterial transport is important for microscale process control in future micro-array 

photobioreactor. 
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