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DESIGN AND DEVELOPMENT OF A ROBOTIC PLATFORM FOR
GENERAL NEUROSURGICAL PROCEDURES

ABSTRACT

For the first time in 1985, robots were introduced to the neurosurgical operating rooms.
Since then this field of robotics have advanced with new technologies with better
accuracy and safety. However, developing robots for neurosurgery is a challenging task
due to the sensitive nature of these applications and additionally their high cost of
development. A typical neurosurgical robot costs millions of dollars in 2018, even though
the costs of components and calculations have been lowered tremendously. This is mainly
due to focus of current neurosurgical robots on few highly precise and specific surgical
tasks which makes their use limited. In this thesis, development of a neurosurgical robot
with a focus on more general surgical tasks related to surgical navigation is investigated,
and its design and development are reported. Using this platform to develop more general
surgical applications brings down the cost. Furthermore, this system has been developed
using open source platforms that continually updates new features and technologies,
helping this platform to stay up to date with current science of the day. To have a unified
approach, three key phases had to be included. The first was the data collection and
analysis, which involved collecting actual surgical data from live surgeries to analyze the
workspace of the targeted surgical tasks which helped in structural design of the robot.
The second was the design and development of the actual robot based on the initial
analysis of the surgeries. In this work, the robot was designed to be small and dexterously
suited to neurosurgical operating rooms. The third phase was the assessment of the robot’s
function. Using any new device in actual surgeries requires a long track record of fault
free operations. Therefore, the robot had to be validated using cadavers or animal subjects

however, these methods also bring ethical, logistics and cost issues. So, a new approach
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was designed for assessment of the robot. This method involves using rapid prototyping
techniques and actual patient data. In the process of this work, robotic applications had to
be developed from scratch to enable the robot to perform surgical tasks and applications
such as semi-automated patient-image registration, biopsy needle guidance and
endoscope manipulation. Patient-image registration function matches the physical
coordinates of the patient with medical image coordinates autonomously. Furthermore,
biopsy needle guidance for brain tissue sampling is a common feature in neurosurgical
robots, which enables a suitable benchmark for a robot’s accuracy. Endoscope
manipulation is also a topic of interest in neurosurgery as it introduces different
challenges compared to Laparoscopic surgeries. The robot performed with adequate
accuracy for general surgical tasks, however, it showed some limitations in the endoscope

manipulation features.

Keywords: Robotic surgery, robot assisted neurosurgery, Computer aided
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REKA BENTUK DAN PEMBANGUNAN PLATFORM ROBOTIK UNTUK
PROSEDUR NEUROSURGIKAL UMUM
ABSTRAK

Untuk kali pertama pada tahun 1985, robot telah diperkenalkan ke bilik operasi
neurosurgeri. Sejak itu, bidang robotik ini telah berkembang maju dengan teknologi baru
dari segi ketepatan dan keselamatan yang lebih baik. Walau bagaimanapun,
pembangunan robot untuk pembedahan saraf adalah tugas yang mencabar kerana sifat
sensitif aplikasi ini serta kos pembangunan yang tinggi. Robot neurosurgeri yang biasa
menelan kos berjuta-juta dolar pada 2018, walaupun kos komponen dan pengiraan telah
diturunkan dengan ketara. Hal ini disebabkan terutama oleh tumpuan robot neurosurgeri
semasa tugas pembedahan yang hendaklah sangat tepat dan spesifik yang menjadikan
penggunaannya terhad. Dalam tesis ini, perkembangan robot neurosurgeri adalah
tertumpu kepada tugas pembedahan yang lebih umum berkaitan dengan navigasi
pembedahan yang diselidik, serta laporan reka bentuk dan perkembangannya.
Penggunaan platform ini untuk membangunkan lebih banyak aplikasi pembedahan umum
boleh menurunkan kos. Selain itu, sistem ini telah dibangunkan menggunakan platform
sumber terbuka yang sentiasa mengemaskini ciri-ciri dan teknologi baru, dan secara
langsung membantu platform ini untuk sentiasa selaras dengan pengajian sains yang
paling baru dan terkini. Untuk mempunyai pendekatan bersatu, tiga fasa utama perlu
dimasukkan. Yang pertama adalah pengumpulan dan analisis data, di mana pengumpulan
data dilakukan pada masa pembedahan sebenar untuk menganalisis ruang kerja tugas bagi
pembedahan yang disasarkan untuk membantu dalam reka bentuk struktur robot. Yang
kedua adalah reka bentuk dan pembangunan robot yang sebenar berdasarkan analisis
pembedahan awal. Dalam karya ini, robot yang direka bentuk hendaklah cukup kecil dan
mempunyai kecekapan yang sesuai dalam bilik pembedahan neurosurgeri. Tahap ketiga

adalah penilaian fungsi robot. Dengan menggunakan mana-mana peranti baru dalam



pembedahan sebenar, rekod jangka panjang adalah diperlukan yang menunjukkan operasi
bebas kesalahan. Oleh itu, robot perlu disahkan menggunakan bangkai atau subjek
haiwan, namun kaedah ini juga membawa masalah etika, logistik dan kos. Oleh itu, satu
pendekatan baru telah direka untuk menilai aplikasi robot. Kaedah ini melibatkan teknik
prototaip pantas dan data pesakit sebenar. Dalam proses kerja ini, aplikasi robotik perlu
dibangunkan dari dasar asas untuk membolehkan robot melakukan tugas pembedahan
dan aplikasi seperti pendaftaran imej pesakit separuh automatik, bimbingan jarum biopsi
dan manipulasi endoskop. Fungsi pendaftaran imej pesakit mestilah sepadan dengan
koordinat fizikal pesakit serta koordinat imej medikal secara autonomi. Selain itu,
panduan jarum biopsi untuk pengsampelan tisu otak adalah ciri umum dalam robot
neurosurgeri, yang membolehkan penanda aras yang sesuai untuk menunjukkan
ketepatan robot. Manipulasi endoskop juga menjadi topik minat dalam bidang bedah saraf
kerana ia memperkenalkan cabaran yang berbeza berbanding dengan pembedahan
laparoskopi. Robot yang berfungsi dengan ketepatan adalah memadai untuk tugas
pembedahan am. Walau bagaimanapun, ia menunjukkan beberapa batasan dalam ciri-ciri
manipulasi endoskopi.

Keywords: Pembedahan Robotik, pembedahan saraf dengan bantuan robotik,

Pembedahan saraf dengan bantuan komputer.
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CHAPTER 1: INTRODUCTION

Technology and computer advancements have vastly improved practice of medicine.
These improvements affect a range of areas from diagnostic sciences to surgical
interventions. Medical imaging techniques have benefited from new technologies in
magnetic resonance imaging (MRI), Digital Imaging and Communications in Medicine
(DICOM) and computer tomography (CT). Not only diagnostics, but also Surgical
intervention have been revolutionized by technology, technologies such as image guided

surgery (IGS) and surgical robotics have also vastly improved the practice of surgery.

The techniques and procedures that use computer technology in surgery are called
computer aided surgery (also called computer-assisted surgery). Computer aided surgery
technologies are currently being used in different aspects of surgery such as surgical
planning and guidance in surgical interventions. A very well stablished technique in
computer aided surgery is image guided surgery (also called surgical navigation and
image guided therapy). IGS systems use the medical image of a patient in digital form to
render and create a 3D model of the patient body and organs. Using this model, surgeons
can plan the surgery according to specific anatomy of each patient and then use this plan
during surgery while their movements are tracked by IGS. Inside the operating room
(OR), the rendered model will be registered to the patient's actual body by matching
samples position of physical points on the patient’s head to their corresponding point in
the medical image. To scan these points’ positions on patient’s head a tracking system is
used, after the patient-image registration this tracking system is used to track the surgical
instruments’ position during the surgery. Basically, the IGS works similar to a car
navigation system that lets surgeons know where their instruments are inside a patient’s
body. Using this technology rather than blindly approaching a surgical problem, the

surgeons can perform more accurate and less invasive operations which leads to less



complications and better outcome for the patient. The advancements in computer-aided

surgery and IGS technologies have laid the foundation of surgical robotics.

The term surgical robotics embodies the use of any electro-mechanical device (usually
in the form of an arm) in conjunction with the medical images (live or scanned images)
to perform a surgical procedure on a patient. This can be done with the assistance of a
surgeon or remotely by a surgeon who is not in the same room. The surgical robotics field
has witnessed immense growth in recent history to the point that some of the new surgical
robots such as Davinci robot (Morelli et al., 2016) are well known not only to the scientific
community but also to public. And each year, more robots are set to enter the world of
operating rooms ("New surgical robots are about to enter the operating theatre," Nov 16th

2017).

Surgical robots have been working in different aspects and disciplines of surgery. For
example, laparoscopic surgery has benefited from using robots such as Da Vinci (Morelli
et al., 2016) and Zeus(Butner & Ghodoussi, 2003). Renaissance (spineAssist) robot can
be used in pedicle screws placement in spinal surgeries (Lieberman et al., 2006).
Radiosurgery has been revolutionized with the introduction of Robotic systems such as
CyberKnife and Novalis (Bertelsen, Melo, Sanchez, & Borro, 2013). Robodoc has been
used in Orthopaedic surgeries (Bertelsen et al., 2013). Some of these systems are designed
to be used in multiple disciplines of surgery (like Da Vinci) due to the structural and
anatomical similarities between these disciplines, which means that the ways surgeons
are approaching the anatomical problem are similar, for example using multiple entry
points in different types of minimally invasive surgeries. These types of robots can be
used in general cardiothoracic, gastrointestinal and spine surgery. However, for
Neurosurgery discipline approaches (in this thesis neurosurgery refers to brain surgery),

it is different from other disciplines. This is due to the distinct position of the brain in the



skull which makes the approach to it restricted. Furthermore, the sensitivity of the brain
tissue adds on to the restraints of neurosurgical approaches (Bergman, Schulz, & Davis,
2009). Due to this contrast of approaches, it can be seen that neurosurgery robots are
correspondingly designed differently than other surgical robots (Motkoski & Sutherland,
2016). To understand neurosurgical robots, the mechanics of neurosurgery approaches

should be explained first.

1.1 The mechanics of Neurosurgery

Figure 1.1 shows an over simplified abstract of the head anatomy. The brain consists
of four main sections, which are the cortex, cerebellum, ventricle and brain stem. The
brain structure is wrapped inside a thin tissue called dura. The dura and brain are located
and protected inside the bony structure of the skull called the cranium. The topmost layer
is the scalp or skin covering the cranium. The brain is suspended inside cerebrospinal
fluid (CSF) outlined by dura. They are not attached to the cranium, but if small
movements of brain (brain shift) is ignored they are considered to be in constant position

compared to the cranium.



Figure 1.1 Anatomy of brain and skull.

To get access to the brain tissue, the scalp, cranium and dura should be opened. This
means making an incision on scalp, drilling and/or removing part of the bone on cranium
(craniotomy) and making an incision on the dura. The opening and incisions in
neurosurgery should be as small as possible to minimize infection possibility and CSF
leaks. In most cases, the tendency is to have only one opening. But, in other types of

surgeries such as general surgery, bigger and multiple entry incisions are common.

Neurosurgical operations can be divided into three different categories by their
approach to the brain opening and access. The first type are operations that only use small
holes (burr hole) on the skull such as brain biopsies, Deep Brain Stimulation (DBS)
electrode placement and removing a hematoma. During these surgeries small amount of
brain tissue is exposed, and the surgeon doesn’t have a big field of view over the surgery.
Therefore, sometimes these surgeries are called semi-blind surgeries. The second type of
approach is craniotomy in which part of the cranium is removed to gain access to a bigger

area of the brain such as big tumour resections (these openings are still considered small



compared to other open surgeries). The third type is the approaches that starts from other
organs like ear, throat or nose such as acoustic neuroma and pituitary gland tumour
resection. The third category is usually employed during base of skull surgery where the

tumour is in hard to reach spaces, on the base of the skull.

Sometimes in craniotomies only access to the surface of brain (motor cortex) is needed,
but in most operations the surgeon must go deeper into the brain tissue. This means the
very sensitive and delicate brain fibers must be pushed away gently with minimum
possible manipulation. Unnecessary pressure and damaging of the brain tissue affect the
patient's body and life quality or in severe cases can end up in patient mortality. This
limitation causes a very small and cramped operating area to work with. Therefore,
compared to other disciplines the neurosurgeon is very limited in freedom of movements.
In this thesis, operating area refers to the area inside and immediate surroundings of the
entry incision which exposes the internal body tissue, as shown in Figure 1.2. The
arrangement of equipment and staff is usually around the operating area (in an open

tumour resection operation).

Figure 1.2 In neurosurgery operating area is usually small. Having several
instruments in this area allows for limited movements.



In the third category, the characteristics of the operating area are same as normal
craniotomy but with more space restriction. Additionally, in some cases like
transsphenoidal surgeries the operating area is deeper inside the head and more restricted.
These types of operations are done using surgical endoscopy techniques, which in
neurosurgery is different from laparoscopic surgery. The operating area is smaller
compared to laparoscopic surgery which has an advantage due to the big space in the
abdominal cavity. Furthermore, in laparoscopic surgery the entry incision for the
endoscope and instruments acts as a pivot point as well. This suggests that the entry point
acts as a four-axis passive joint for the instruments (3 rotational and 1 prismatic).
However, in transsphenoidal endoscopy the endoscope and instruments pass through one
small canal and it is not possible to rest the endoscope or instruments on any point of this

canal. This worsens the limited space problem in neurosurgery.

So far it is mentioned that in neurosurgery compared to other surgical disciplines, the
entry incision should be small and usually only one is possible. The space in operating
area is limited and, there is no pivot point in neuro-endoscopic surgery. These restrictions
have led to the invention of new and smaller surgical instruments as well as new surgical

methods in neurosurgery such as stereotactic surgery.

A very big concern in neurosurgical procedures is if the path being taken by the
surgeon is the correct one, will it end up in the proper location inside the brain? This is
due to a small operating area in combination with the lack of sufficient anatomical
landmarks, so it is hard for the surgeon to easily recognize the position of the operating
area. In semi-blind operations such as brain biopsy, the trajectory and target of the biopsy
needle have to be precisely assigned before the operation. There is no room for trial and

error to see if the biopsy needle going in the right direction or for sampling the correct



tissue (usually the brain tissue is not clear in live X-ray scanner images). This concern

has given birth to a surgical method called stereotactic surgery.

Stereotactic surgery is the surgical intervention in which the spatial location of the
desired pathology or tissue is calculated using a constant landmark. In Neurosurgery this
constant landmark is usually the bone (cranium). As mentioned before the brain and bone
are in constant spatial relation to each other, so by measuring the coordinates of the
desired location in the brain in relation to a known bone landmark it is possible to

calculate the proper trajectory from the cranium to the desired location.

A very good example of stereotactic surgery is a traditional method of brain biopsy
procedure, which is using a stereotactic frame. The stereotactic frame consists of a base,
a localizer unit and an adjustable frame (usually an arch) the adjustable unit has a
guidance arm that can be positioned based on the accurate rulers on the frame. First the
base is fixed to the patient's head (with screws griping the skull bone) and the localizer
unit is attached to the base. Then the patient's head with the attached frame is scanned in
CT scanner or MRI scanner (the frame should be compatible to be used in CT and if
needed MRI scanner). The localizer unit has reference points that are visible in the
medical image and because the frame is attached to the cranium, these reference points
always maintain the same location in relation to the brain. With the localizer unit and
target lesion visible in the medical image, the surgeon then calculates the entry point and
trajectory of the biopsy needle. In the next step, the localizer unit is removed. The
guidance arm on the moveable frame would be set to proper coordinate values and
attached to the base unit. The guidance on the moveable frame indicates the trajectory
and entry point of the biopsy needle. The base of the frame remains fixed to the head;
therefore, it always provides the constant frame of reference for the needle coordinates.

Figure 1.3 Shows a typical stereotactic frame.



Figure 1.3 A stereotactic frame. From left base, which fixes to patient's head.
CT localizer, the N shaped rods are visible in CT scan and their distance from each
other and also from a specific lesion is the reference in stereotactic calculations.
Last piece is CRW frame, the arc is an adjustable arm that holds a cannula in a
desired position.

Stereotactic frames are very accurate and reliable. However, they are not perfect.
Setting them is time consuming and because of their bulky structure it is hard and
cumbersome to use them in most neurosurgery cases such as craniotomies for tumour
resection. Image guided surgical systems use similar principals without using a big frame
fixed to the patient’s head. Advances in IGS technology has been a key factor in

developing neurosurgical robotics, in continue IGS systems, their flaws and

improvements hoping to achieve by surgical robots are discussed.

1.2 Image Guided Surgery

IGS has been used in neurosurgery for more than 30 years. It is easier to use and offers
more functionality than stereotactic frames. Its effective implementation has made it a
standard device in neurosurgical cases (however, it is less accurate than stereotactic

frames).

IGS consists of two main components, which are software and tracking system. An
IGS software imports medical images (MRI, CT, Ultrasound, ...) and position

information from the tracking system and combines them together. The main function of



the software is to process the images and coordinates and visualize the live location of
the instruments in relation to the patient’s brain or targeted pathology (navigating). In
addition, the software can have additional features (different in each commercial system),
features such as rendering a 3D model of a segmented part of an image, importing video
images from other sources like endoscopes and communicating with surgical microscopes
to induce a virtual reality image into the microscope image. Using the IGS software,
surgeons can plan the operation and later use the planned data in the live navigation

images to verify their actions.

The tracking system or localizer (also called digitizer) is the system which tracks the
surgical instruments in relation to the patient’s head (IGS can be used for other organs
but as this thesis focus on brain surgeries, the targeted organ is head). Therefore, it can
provide the software with the location of the instrument inside the brain. There are
different types of localizers, but the most used system is optical tracking cameras. These
systems perform stereoscopy using a stereovision camera and infrared reflective markers

on the instruments.

Figure 1.4 Stereovision camera and the reference point with reflective markers.



Describing a typical workflow in an image guided tumour resection surgery would
further clarify the technology and usage of these systems. The events, in order of

occurrence are as follows:

1. Preoperative image scanning.

Patient’s image is obtained via CT or MRI images in DICOM format. The type of
medical image depends on the case. Sometimes both MRI and CT scans are used,
sometimes other type of scans such as PET (Positron Emission Tomography) are
acquired. Whatever the image it should be in a format that is importable by the IGS
system. DICOM is one digital format well-accepted by medical image scanners,

hospital information systems and IGS systems.

2. Patient’s head is fixed to the surgery table using special head clamps.

This is to avoid unwanted movements of the head and keep it in a constant frame of
reference with the instruments. Similar to base part of the stereotaxic frame, the head
clamp provides a constant reference frame for the IGS and the head is not able to move

freely during the operation.
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Figure 1.5 Patient's head is fixed using a clamp. The incision marks are visible
on the scalp.

3. A reference frame is fixed to the head clamp.

The reference frame provides the stereovision camera with reference to measure the
coordinates of instruments. This reference frame (also called reference star) contains
infrared reflective markers (ball markers) in a pattern recognizable by IGS tracker. As
it is fixed to the head clamp its location is always constant in relation to the patient’s
head. So, other tracked instruments’ location is always compared to this reference
frame by the IGS tracker. Its visibility is important to the tracking process and it

should always be in the field view of the IGS camera.

The primary function of the head clamp is to keep the patient’s head from moving by
the forces exerted on it from operation. it is possible to refrain from using a head clamp
but instead, the IGS reference frame should be attached to the patient’s head so the

head and reference frame move as one.
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4. The head is registered to the images.

Registration basically refers to the act of matching the medical image coordinates to
the patient’s anatomical coordinates on the surgical table. It is done with scanning the
coordinates of sample points on the patient’s head before the IGS software compares
these coordinates with the coordinates of respected points in the medical image. A
transform function is then produced to place two coordinate systems in the same
frame. This transform function is used throughout the operation to convert positions
between the two coordinate systems. Scanning the coordinates of sample points can
be done in different ways. Surface scanning is a common method to scan the sample
points. Surface refers to the patient’s face as it has enough distinct points thus, it
provides the IGS software with a big enough sample to match the point on the face
surface of the rendered medical image. When the patient’s face surface is not available
for scanning (for example patient is positioned in prone) the surface scanning cannot
provide the IGS software with a big enough sample so, fiducial registration is used.
Fiducials are markers placed on the patient’s head, where these markers are visible on
the medical scans therefor on IGS software as well. So, coordinates of these markers

are used as sample points for registration by the IGS software

5. Checking the registration accuracy.

This is done by placing a tracked instrument on a known point of the patient’s head
such as tip of the nose, side of the eyelids and ears. If the IGS shows the instrument

is in the correct place that means the registration is done successfully.

6. Mark the entry incision and start of surgery.

The surgeon uses a tracked instrument to locate the tumour under the scalp. He then

finds the proper incision location and marks it using a normal marker. After draping

12



the patient and making sure everything is sterile around the operating area the surgeon

starts the surgery.

7. Finding the opening location of bone and craniotomy.

Similar to marking the entry incision, the surgeon uses IGS to mark the bone area that

needs to be opened and continues with drilling.

8. Using IGS during surgery.

After opening the bone and dura, IGS is used by surgeons to know where they are and
to make sure they are going in the right direction. For example, some surgeons use
IGS pointers to find the outlines of the tumour before progressing with resecting it.
Steps 7 and 8 are considered as intraoperative steps as the surgery is started and patient

is covered with sterile drapes.

This is a common workflow for an optical IGS and may differ in other types of IGS.

For example, in IGS systems with electromagnetic tracker the patient head is not fixed to

the head clamp and a reference marker is attached to patient’s head with an antenna array

placed beside the head. But as optical trackers are the mainstream in IGS systems and

usually all navigation systems are equipped with optical trackers the standard here

considered to be optical trackers.

While IGS is a necessity in neurosurgical OR these systems suffer from some

shortcomings as well. The registration is not always very accurate, thus, for precise

operations (for example Deep Brain Stimulation) surgeons still tend to use stereotactic

frames (Matias, Frizon, Nagel, Lobel, & Machado, 2018). Using optical cameras in IGS

means the camera must have a direct line of sight with the reference frame and
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instruments in order to track the instrument (more detail on the line of sight issue has been

given in the methodology chapter).

Another shortcoming, or to put in better words a lack of feature, is that IGS does not
provide any feedback other than visual. For example, in a biopsy operation using IGS the
surgeon plans the target and trajectory in an IGS software. However, to perform the
biopsy the surgeon must attach an articulated arm and fix it to the surgery table to perform
the biopsy. In each step of fixing the arm the surgeon needs to visually verify the location
on the IGS software. This may take a long time to set especially if the surgeon is not
experienced. In a tumour resection operation, the surgeon may advance in a wrong path
and unless a tracked instrument is used the potential mistake cannot be discovered. Not
all surgical instruments are tracked during an IGS surgery however, almost all instruments

can be registered to the IGS to be tracked using attachments with reflective balls.

This requirement has been answered by neurosurgical robots. Robots can perform
biopsies with the least amount of human intervention (Faria et al., 2015) or perform
surgeries while patient is in the MRI scanner with the surgeon controlling it from another
room (Sutherland, Wolfsberger, Lama, & Zarei-nia, 2013). Lots of general and

specialised neurosurgical robots have been and are being developed.

1.3 Problem statement

Commercial neurosurgical robots, like many other robotic systems, are designed to
shine where the human is weak. They can help surgeons to perform highly precise
operations that are challenging without the utilization of robots. They can operate in
constrained and hazardous locations where the human surgeon cannot. Their rigidity and
robustness have made them very reliable to perform various surgical interventions.
However, neurosurgery also usually requires the use of microsurgical techniques that

involve dissecting and/or elevating the overlying brain or dissection through the brain
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parenchyma. This requires delicate and special techniques and, as neurosurgical robotics
is considered to be young , surgeons may be reluctant to hand over these techniques to a
machine presently (Sloan et al., 2013). Therefore, the use of robotics in neurosurgery is
limited to specific procedures, for example performing deep brain biopsies, Deep Brain
Stimulation (DBS) and stereo electroencephalography (SEEG). This makes these
machines costly as their use is limited. Even systems with a broader application range,
like ROSA (ROSA.) can perform only few specific procedures. Additionally, these
systems are not considered to be portable as they are relatively bulky. Lack of portability
and limited use, has made these systems costly for hospitals and medical centres
especially in third world countries (Smith, Jivraj, Wong, & Yang, 2016). This has resulted

in a small market penetration of these systems compared to IGS systems.

Neurosurgical robots are often used in combination with IGS systems. However, their
application is narrower than what a surgeon can use the IGS for. There are different
applications in general neurosurgery that in contrast with deep biopsies and DBS
surgeries, demand smaller positioning accuracies. Applications such as handling an
endoscope in the operating area, marking the scalp for entry incision, using a pointer
connected to a robot to show pre-planned boundaries of operating area or for virtual
reality applications. This list can continue for a few pages. The goal to develop a robotic
system which can be used in combination with an IGS software to perform multiple types
of general non-invasive neurosurgical applications is the motivation of this thesis. In this

thesis these tasks are called assistive neurosurgical tasks or, in short, assistive tasks.

Assistive tasks are tasks which provide the surgeon with guidance and support and not
invasive tasks such as cutting the skin or craniotomy. The term guidance refers to
providing the surgeon with any additional information that helps the process of surgery

and trajectory guidance. For example, ways to show pre-planned targets to surgeon (for
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example pointing a laser to location of an artery or nerve). Support refers to handling and
manipulating instruments in or near the operating area such as handling an endoscope or
exoscope (this is a viewing camera which is positioned on top of the operating area to

provide visual feedback as clear as surgical endoscope for surgeons) (Nishiyama, 2017).

Based on a target in or near an operating area, different robot tool positioning
accuracies could be needed, and it often depends on size of the target and length of
trajectory. Small angular deflation in long trajectory means much higher deflation at the
target and clearly smaller targets need higher accuracies to reach. There are plenty of
stereotactic robots that have the accuracy and rigidity to reach these targets. Therefore, in
this thesis the goal is to have a robot which can be used as an assistant inside neurosurgical
OR. It will not be targeting high accurate needle placements. However, this robot is
targeting tasks in neurosurgical operations and naturally a reasonable amount of accuracy
is demanded in these applications. The necessary calculations for assistive tasks are
achieved in an IGS software, therefore an accuracy near to clinical IGS systems is
considered reasonable. This will help to develop more assistive applications in
neurosurgery and to further advance the use of IGS in neurosurgery. Hopefully, this will

help in better acceptance of robotic systems in neurosurgery.

14 Objectives

As discussed, neurosurgical operations impose some ergonomic limitations. Firstly,
the space in and around the operating area is very limited. Furthermore, the area around
the surgery table in neurosurgical ORs are usually cramped with different big and bulky
equipment such as an IGS and microscope. It is also mentioned that portability is an
important factor for surgical robots (and any surgical device). Therefore, it is important
for a neurosurgical robot to be relatively small. This allows it to be moved to another

location and its size would not occupy big spaces in the operating area and around the
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patient. Working as an extension of the IGS system, the robot should be able to
communicate with the IGS and accomplish necessary procedures for the IGS system with
a comparable accuracy. Basically, the robot acts as a high-end localizer. So, to sum up,

the objective of this thesis is:

To design and develop a robotic system that have the following characteristics:

e [t should be small enough to be portable between ORs and medical centres. So, a
single person can carry the robot.

e Itshould be able to register the patient’s head to the medical images. So, it can act
as a standalone IGS system without the need for external IGS.

e It should be able to perform assistive tasks. Such as biopsy and endoscope
manipulation.

e [t should have good enough accuracy for assistive tasks. Below Smm considered

good enough for assistive tasks.

Being portable refers to the size of this system and means that the robot should be
small enough that the user can put it in a box and carry to another medical centre rather
than being big and bulky on wheels and only able to be pushed around in one centre. In
this way, the surgeon can take this device to remote places if needed. Additionally, a
portable device can be rented to clinical centres if demanded and the medical centre does

not necessarily have to purchase it.

The ability to register the patient refers to the need for the software to be able to handle
image guided applications. As image patient registration is the most basic important
function in IGS the robot must be able to perform it. This implies a robust communication
between the robot’s controller software and an IGS compatible software to handle the

surgical navigation duties such as registration and image guidance.
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As discussed, assistive tasks are tasks that do not handle invasive tasks but helps the
surgeon in the process of surgery. The two tasks that are chosen to be performed by the
robot are brain biopsy and endoscope handling in transsphenoidal surgery. Brain biopsy
has been chosen for two reasons. Firstly, it is a good measurement of the robot’s accuracy.
With some predetermined targets, mock biopsy procedures can be performed using the
robot and a clinical IGS system. The error to targets can indicate the accuracy of the robot
compared to the IGS system. Second, in the current clinical IGS systems setting a biopsy
arm takes a long time (especially if the surgeon is not experienced). Using the robot for
biopsy gives a good indication of how fast a biopsy can be done when using a robotic

arm.

The task of handling the endoscope has been chosen because of the special
characteristics of this task. First, compared to other neurosurgical instruments the
endoscope is heavy so, handling it with the robot is a good measure of robot’s load
handling in neurosurgical environment. Second, handling an endoscope during a
transsphenoidal surgery is usually done by an assistant surgeon or a passive endoscope
holder. It is done so the surgeon has both hands free in the operation. Having the robot
handle the endoscope can show if using a robotic arm would improve this task and, as a
result, the surgical operation itself. Third, as mentioned in transsphenoidal surgery, the
operating area is deep inside the nasal canal where the endoscope should always be
present. If the robot is successful in manipulating the endoscope, it will be able to

manipulate other instruments inside the nasal canal as well.

As mentioned, the robot should have accuracy comparable to IGS systems. The tracker
systems of current clinical IGS systems have very high accuracy (submillimeter) but,
when IGS systems are put to test in surgeries their accuracies are far from a submillimeter.

It can reach up to 2+ mm (in some case to 5 mm) (Vercruyssen et al., 2014). the
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inaccuracy is due to other errors like patient image registration error and brain shift. The
registration can be reduced by using different methods of registration such as auto-
registration in an OR with an integrated MRI scanner but, it will not be zero. Brain shift
is the change in brain position between the image scanning and operation. As mentioned,
the brain is not attached to the cranium bone and moves according to head movement.
Experienced neurosurgeons always keep that in mind as a patient position in the OT is
different from the position the patient was scanned in. In this work the robot was used to
perform mock biopsy procedures the same way that an IGS was used. Then the errors

obtained from both experiments were analyzed to show how accurate the robot is.

Achieving these objectives helps in creating a robotic system which when compared
to other neurosurgical robots, is small hence more portable. This robot is a standalone
IGS system without the need for an external IGS system. This will result in a robot which
can be used in wider range of neurosurgical tasks (assistive tasks) and therefore can cost

less for medical centers to obtain.
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CHAPTER 2: LITERATURE REVIEW

The first neurosurgical robot was introduced to the world in the year 1985 which in
fact was an industrial robot, Programmable Universal Machine for Assembly (PUMA)
(Kwoh, Hou, Jonckheere, & Hayati, 1988). A cannula was connected to the end effector
of a PUMA 200 robot and CT images were used to position the canula in proper position
and orientation for surgeon to perform a brain biopsy. PUMA 200 is a 6-axis arm
developed in early 1980s. It is a desktop size serial manipulator with all revolute joints.
The arm was equipped with locking mechanism to stop it from drifting away from the
correct position and orientation as well as stopping it in case of emergency. Later in 1987
researchers from University of Toronto and Hospital for Sick Children coupled the same
model of industrial robot with a stereotactic head frame and performed five cases of
astrocytoma tumors removal on pediatric patients with success (Benabid et al., 1987). In
1991 same robot model was used with some modifications, a retractor was used as tool
for resection of multiple pediatric thalamic astrocytoma (Drake, Joy, Goldenberg, &
Kreindler, 1991). These systems proved that robots can be used in neurosurgery. They
basically jump-started research and development in neurosurgical robots. Since then the
number of surgical cases performed using robots around the world reaches millions
(including radiosurgeries). This is due to the precision and reliability of neurosurgical
robots. Furthermore, some of them are matured enough to be accepted as a standard tool

in neurosurgery (radiosurgery robots).

This chapter reviews the past and current trends in neurosurgical robots. These robots
were reviewed based on the objectives of this thesis which are robot’s main task, their
structure (structure defines the size of the robot) and their method of registration. In this
review the effort was to include any robot which is designed (partially or in whole) for

neurosurgical applications. So, the systems not included are systems which are only
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created for surgical simulation, for surgical data collection or entirely designed for other

disciplines of surgery.

2.1 The targeted surgical tasks and kinematic structure in neurosurgical robots

Targeted tasks for neurosurgical robots can be divided in three categories, stereotactic
surgery, microsurgery and general neurosurgery (for assistive tasks). Since the beginning,
neurosurgical robots have pursued surgical tasks and goals which are hard to improve
further manually by surgeons. These tasks are mainly involved around stereotactic
operations which need high precision and microsurgery which requires very fine tool
movements. Comparatively, general neurosurgery has received less focus in the early
researches however, in recent years more neurosurgical robots have started to focus on a
range of assistive tasks instead of targeting invasive stereotaxy or microsurgery.
Stereotactic surgical tasks can be considered assistive task when there is no invasive
action (drilling or needle insertion) done by a robot. On the other hand, assistive tasks
that require robot to position tools in relation to patient’s medical images must follow
stereotactic principals. So, both categories are intertwined. In this thesis the goal is to
develop a robot that can perform tasks from both categories, however as robot assisted
stereotactic tasks have received lots of attention in literature (robots that focus entirely on

stereotaxy), it is decoupled from other assistive tasks.

These robots have achieved their intended goal by various kinematic designs and
structures. The kinematic structure refers to different mechanical characteristics of a
manipulator such as Degrees of freedom (DOF), type of kinematic chain (serial or
parallel), location of the base and size of the structure. Intended tasks of a robotic
manipulator extremely influence the design and these characteristics in a robot.

Nevertheless, there can be different design approaches to a similar task. And different
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structural design lead to different sizes of robots. Therefore, in this section kinematic

structures are reviewed side by side with the robots’ tasks.

In stereotactic operations there is a frame of reference to calculate target’s position and
a trajectory to reach it. In a stereotactic operation using a head frame, the frame of
reference is provided by the base unit of the frame. Similarly, the position of the robotic
manipulators tool point is calculated in relation to a world frame using kinematic chain
theory. So, the idea of using manipulators in neurosurgery started with suggesting that if
both the head and the manipulator’s base are kept in constant relation to each other the
position of the target can be calculated with a simple conversion from head to robot’s
coordinates. This is the main concept that drives stereotactic neurosurgical robots till

today.

Researches have performed various experiments with different approaches to the robot
assisted stereotactic surgeries. systems such as MARS and iSYS use uncommon
kinematic structures while systems such as Neuromate, ROSA, Pathfinder and Remebot
developed on more common structures such as typical multipurpose serial and parallel

manipulators.

2.1.1  Stereotactic robots with serial kinematic chain

In 1994 researchers at E’ cole Polytechnique Fe'de” rale de Lausanne (EPFL)
suggested that using general purpose industrial robots in surgery impose limitations and
constraints on surgery. Therefore, they developed a new robotic platform for
neurosurgery, neurosurgical robot MINEVERA (Fankhauser et al., 1994). It was a robot
designed to work inside CT scanner, it was connected to a stereotaxy frame to provide
rigidity for the patient’s head. Using MINEVERA surgeons could perform live CT guided
brain biopsies. However, its usage was limited as it could only be used together with a

CT scanner.
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The Pathfinder was a 6 DOF serial manipulator which was mounted on a mobile cart
(M. Eljamel, 2007). It could carry a needle guide for surgical applications such as biopsies
and electrode placement. Patient’s head was fixed using a Mayfield head clamp. After
registration, the system aligned the needle guide according to the preplanned trajectories.
The needle was then inserted inside needle guide by surgeon and followed the trajectory
to reach the target. This system increased precision of needle insertion compared to the
conventional approach (M. S. Eljamel, 2008). Pathfinder has been discontinued because

of lack of commercial interest.

Among stereotactic surgical robots the most utilized and probably the most well-
known is Neuromate. Its development started in 1989 in Grenoble France (then owned
by Integrated Surgical Systems LLC and now by Renishaw PLC) as a semi-autonomous
system. This means, it is not designed to perform autonomous functions, but to improve
a surgeon’s movements. Neuromate was the first stereotactic neurosurgery robot to
achieve FDA approval in the US and CE certification in Europe (in 1997) (Motkoski &
Sutherland, 2016; Smith et al., 2016). Neuromate consists of a five DOF manipulator, it
1s an image-guided computer-controlled robotic system (Beasley, 2012; Cardinale et al.,
2012). This system can be used in basically any stereotactic approach. The system is
marketed for deep brain stimulation, stereotactic electroencephalography, transcranial
magnetic stimulation, radiosurgery, neuroendoscopy and biopsies (Li, Zamorano,

Pandya, & Gong, 2012; Xia et al., 2008).

The ROSA Brain (Medtech, France) is a 6 DOF robot mounted on a mobile chart. Like
pathfinder the arm carries a needle guide. It is a stereotaxy robot and can perform precise
needle and electrode placements such as brain biopsy, DBS and SEEG surgeries. ROSA
has cooperative control over the needle and allows the surgeon to place the guide in

desired position by manually moving the tool mount. The ROSA system can limit the
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movements of the needles based on predefined limits (Virtual Fixtures) and therefore
increase the precision of the needle placement (ROSA.). In 2011 Medtech surgical started
the development of ROSA spine. ROSA spine is the spinal surgery version of ROSA
which both have been used more than 1200 procedures. ROSA has received US FDA, EU

CE and Health Canada approval.

Development of Remebot was first started in 1997 as a collaboration between
researchers in PLA Navy General Hospital and Beijing University of Aeronautics and
Astronautics. First version was using a PUMA 262 robot as a passive arm for stereotactic.
In 2007 a new version of this system was introduced (Tian et al., 2008; Wu et al., 2014),
it was a five DOF manipulator mounted on a mobile chart. It consisted of three
components: operation planning system, surgical localization system, and
telemanipulation operation system. The operation planning system was basically the IGS
software portion of the system which provided surgeons with a suitable user interface.
This system planned to handle DICOM images, render 3D model of the images and
visualize the navigation. The surgical localization system was basically a five DOF
manipulator, which is 40 kg in weight and was actuated by PLC-controlled stepping
motors. The tool point of the manipulator was equipped with a needle guide, the robot
was moving the guide to the correct position with correct orientation. After the guide
moved to the correct location the surgeon performed the needle placement. The
telemanipulation system is the system that facilitate the communication with the robot
and consists of expected components such as network communication and video
transmission. this system was used by a surgeon to remotely perform brain biopsies in 10
cases. The latest version of this system is called Remebot and is awarded the CFDA
(China Food and Drug Administration) in 2015. The latest version uses a similar approach
to the explained prototype but with a six DOF general purpose manipulator (the

connection between CAS-BHD and Remebot is a conclusion driven by this thesis’ author
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based on the shared similarities in design and the team. No official document has been

found to connect these two).

NeuRobot was introduced in 2002 by researchers in Imperial College of London, it is
a 4 DOF manipulator to manipulate an instrument around a pivot point which is usually
a burr hole on patient’s skull (Auer, Starkie, Auer, & Davies, 2002). This system was
developed mainly for manipulating an endoscope in neuroendoscopy. The 4 joints control
the rotation of a cannula around the pivot point as well as a depth 