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A CONTEXTUAL BAYESIAN USER EXPEREINCE MODEL FOR 

SCHOLARLY RECOMMENDER SYSTEMS 

ABSTRACT 

Scholarly recommender systems attempt to narrow down the number of research 

resources and predict availability of unknown resources to assist scholars with their 

scholarly tasks. Studies point out that the embedding of the recommending methods in 

the user experience dramatically affects the value to the users. Besides, researchers state 

that factors such as personal and situational characteristics, mostly considered as 

contextual data, affect the user experience of recommender systems. They started to 

improve classical recommending methods by modelling contextual data. It has been 

emphasised, contextual modelling plays a crucial role in recommendations because it can 

present the status of people, places, objects and devices in the environment. Hence, 

incorporating contextual data is an effective approach to enhance personalisation, which 

results in higher efficiency levels of user experience. However, it is not easy to decide 

which contextual data must be incorporated into scholarly recommender systems. The 

irrelevant contextual data might have a negative impact and lead to false reasoning models 

and irrelevant recommendations. Consequently, users lose their trust and stop using the 

system. Moreover, using too much contextual data leads to computational complexity and 

ambiguity in the system. Therefore, it requires formulating informed estimations about 

the influence of certain contexts before exploiting the naturalistic environments. This 

research aims to first investigate how contexts influence users’ experience of scholarly 

recommenders and predict the relevant contexts, and then exploits the predicted contexts 

to develop a Bayesian user model which can be embedded in the recommending process. 

Additionally, a user interface for recommendation presentation is designed. Finally, the 

proposed user model and user interface are evaluated. The empirical results showed that 

there is strong relation between the user’s contexts and paper quality and user interface 
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design adequacy as well as user interaction design adequacy. The empirical results have 

been exploited to develop a suitable Bayesian user model and user interface for scholarly 

recommender systems. 

Keywords: Scholarly recommender systems, Research paper recommender systems, User 

eXperience, Bayesian Networks, Human-Computer Interaction 
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MODEL PENGALAMAN PENGGUNA KONTEKSTUAL BAYESIAN UNTUK 

SISTEM PENGESYORAN ILMIAH 

ABSTRAK 

Sistem pengesyoran ilmiah cuba mengecilkan jumlah sumber penyelidikan dan 

meramalkan ketersediaan sumber yang tidak diketahui untuk membantu para ilmuan 

dengan tugas ilmiah mereka. Kajian menunjukkan bahawa penyematan kaedah yang 

disyorkan dalam pengalaman pengguna secara dramatik menjejaskan nilai kepada 

pengguna. Selain itu, para penyelidik menyatakan bahawa faktor-faktor seperti ciri 

peribadi dan keadaan, yang kebanyakannya dianggap sebagai data kontekstual, 

mempengaruhi pengalaman pengguna sistem pengesyorkan. Mereka mula memperbaiki 

kaedah mengesyorkan klasik dengan memodelkan data kontekstual. Ia telah 

dipertekankan, pemodelan kontekstual memainkan peranan penting dalam pengesyoran 

kerana ia dapat mempersembahkan status orang, tempat, objek dan peranti di alam sekitar. 

Oleh itu, menggabungkan data kontekstual merupakan pendekatan yang berkesan untuk 

meningkatkan keperibadian, yang menjadikan tahap kecekapan yang tinggi dalam 

pengalaman pengguna. Walau bagaimanapun, tidak mudah untuk menentukan data 

konteks mana yang mesti dimasukkan ke dalam sistem pengesyoran ilmiah.  Data 

kontekstual yang tidak relevan mungkin mempunyai kesan negatif dan membawa kepada 

model penaakulan palsu dan cadangan tidak relevan. Akibatnya, pengguna kehilangan 

kepercayaan mereka dan berhenti menggunakan sistem. Selain itu, menggunakan terlalu 

banyak data kontekstual membawa kepada kerumitan komputasi dan kekaburan dalam 

sistem. Oleh itu, ia memerlukan perumusan maklumat mengenai pengaruh konteks 

tertentu sebelum mengeksploitasi persekitaran semula jadi. Penyelidikan ini bertujuan 

untuk menyiasat terlebih dahulu bagaimana konteks mempengaruhi pengalaman 

pengguna terhadap pengkaji-pengkaji ilmiah dan meramalkan konteks yang relevan, dan 

kemudian mengeksploitasi konteks yang diramalkan untuk membangunkan model 
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pengguna Bayesian yang dapat disematkan dalam proses mengesyorkan. Di samping itu, 

antara muka pengguna untuk persembahan cadangan dibuat. Akhirnya, model pengguna 

yang dicadangkan dan antara muka pengguna dinilai. Keputusan empirical menunjukkan 

bahawa terdapat hubungan yang kuat antara konteks pengguna dan kualiti kertas 

penyelidikan dan kecerdasan reka bentuk antara muka pengguna serta kecukupan reka 

bentuk interaksi pengguna. Keputusan empirikal telah dieksploitasi untuk 

membangunkan model pengguna Bayesian yang sesuai dan antara muka pengguna untuk 

sistem pengesyoran ilmiah. 

Kata kunci: Sistem pengesyoran ilmiah, sistem pengesyoran kertas penyelidikan, 

Pengalaman Pengguna, Rangkaian Bayesian, Interaksi Insani-Komputer 
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CHAPTER 1: INTRODUCTION 

This chapter provides the background of the study, research problem and motivation 

which leads to the problem statement, research objectives and research questions. The 

scope, limitation of the research and the research methodology are also described. 

1.1 Background of the study 

Recommender Systems (RSs) have been an area of substantial research interest since 

the mid-1990s (Felfernig & Burke, 2008). In the last decade, RSs were investigated and 

implemented in various application domains, including social networks, e-commerce, e-

learning, e-health, publications and e-resources (Verbert, Lindstaedt, & Gillet, 2010). 

With the increasing number of scientific publications, Scholarly Recommender Systems 

(SRSs), or commonly known as research paper or academic RSs, are considered an 

appropriate tool to facilitate and accelerate the process of information seeking for scholars 

by offering appropriate resources to users when they are going over a huge amount of 

relevant and irrelevant resources in scholarly repositories (Champiri, Shahamiri, & Salim, 

2015).  

SRSs normally collect data about users’ activities and build user models to filter the 

preferences expressed either implicitly by inferring the needs from the user's item 

interactions (Sikka, Dhankhar, & Rana, 2012) or explicitly by a list of keywords. 

However, in the explicit way, an RS looks like a search engine and is not able to 

recommend indicators when the users do not know exactly what they need (Felfernig & 

Burke, 2008) (Verbert et al., 2010).  In other words, the main difference between SRSs 

and search engines is the former’s ability to predict the unknown indicators based on the 

limited data provided by the users (Sikka et al., 2012) (Baltrunas, Ludwig, Peer, & Ricci, 

2012). Most scientists spend a lot of time on keyword-based search in order to find 

relevant research articles; however, their efforts yield unsatisfactory results (Mönnich & 
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Spiering, 2008a). A good and efficient SRS should be able to retrieve unknown papers 

for the scholars.  

The scope of SRSs is broad, the operation of which may support scholars not only in 

recommending appropriate papers but also appropriate conferences, collaborators, etc. As 

a whole, SRSs can be helpful to researchers in multiple aspects when carrying various 

scholarly tasks (Champiri, Shahamiri, & Salim, 2015). However, the focus of this 

research is on SRSs that offer users relevant research or scholarly papers.     

1.1.1 Recommending approaches 

Regardless of the domain for which a recommender has been designed, so far, 

Classical approaches and Contextual approaches have been introduced to generate 

recommendations (Table 1.1). By and large, most traditional RSs adopt the classical 

approaches, which fall mainly into three main classes: Collaborative Filtering (CF), 

Content-Based Filtering (CBF),  Knowledge-Based  Filtering(KBF); and an additional 

class, known as Hybrid method, which is a combination of two or all of these three 

approaches (Adomavicius, Sankaranarayanan, Sen, & Tuzhilin, 2005; Pommeranz, 

Broekens, Wiggers, Brinkman, & Jonker, 2012).  

Table 1.1: Recommending approaches (Adomavicius & Tuzhilin, 2011a) 

Approach Classical approaches Contextual approaches 

1 Collaborative Filtering (CF) Contextual – Pre Filtering 

2 Content – Based Filtering (CBF)    Contextual – Post Filtering 
3 Knowledge – Based  

Filtering(KBF) 
Contextual Modelling 

4 Hybrid  

 

CF approaches are based on scholars’ opinions and behaviours in order to find papers 

which are downloaded, used, read, cited, or rated, and scholars who have similar 

behaviours or opinions. CBF approaches are based on premises that utilise similarities 
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between the papers and their features regardless of scholars’ opinions in order to retrieve 

indicators with similar features. Another classical approach is Knowledge-Based Filtering 

(KBF), which provides recommendations based on specific knowledge or predefined (or 

learned) rules about users and items (R. D. Burke, Hammond, & Young, 1996) to deduce 

applicable links between user requirements and items that might be required to fulfil them 

(Resnick & Varian, 1997)(Will, Srinivasan, Im, & Wu, 2009b)(R. D. Burke et al., 1996). 

More details of classical approaches are discussed in Chapter 2 of this study. Generally, 

in classical approaches that make recommendations, RSs use a set of ratings that is either 

explicitly created by scholars or implicitly deduced by a system (Adomavicius & 

Tuzhilin, 2011a); hence, there are two types of entities, namely scholars and papers (two-

dimensions) to estimate the rating function R (Liu, 2013): 

:R Scholar Paper Rating   (1.1) 

For each scholars, the paper p  that maximises the scholar’s utility is defined as 

(Adomavicius et al., 2005): 

 ,p argmax , ,ss S R s p p P   
 

(1.2) 

As Table 1.1 shows, the contextual approaches are classified into three approaches: 

pre-filtering, post-filtering, and contextual modelling (Adomavicius & Tuzhilin, 2011b; 

Kantor, Rokach, Ricci, & Shapira, 2011). Contextual information can be incorporated 

into the classical recommendation procedures in order to generate better 

recommendations (Baltrunas & Ricci, 2009). The preferences are estimated with the 

rating function of papers, users, and contexts as follows (Adomavicius et al., 2005): 

:  R Scholar Paper Context Rating    (1.3) 
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If the contextual information is defined with a set of contextual dimensions D, while 

two of these dimensions are Scholar and Paper, and the rest are contextual; the rating 

function R is (Adomavicius et al., 2005): 

1 2 3      nR D D D D Ratings        (1.4) 

The utility function is defined by selecting certain “what” dimensions 

 1,...,  i ikD D k n and certain “for whom” dimensions  1, ,j jlD D l n   that do not 

overlap, i.e.    1 1 ,...,   , ,  i ik j jlD D D D  , and recommending for each tuple 

 1 1, ,     j jl j jld d D D   the tuple  1 1, ,    i ik i ikd d D D   that maximises rating 

 1, ,  nR d d (Adomavicius & Tuzhilin, 2011a). In particular:  

   1 1 1 , ,   ,  , ,                        j jl j jl i ikd d D D d d      

 1=        argmax      , ,    nR d d   

 1 1, ,i ik i ikd d D D     

   1 1, ,  , ,j jl j jld d d d    

 

(1.5) 

For example, in recommending papers to scholars, if there are Paper (title, keywords, 

author, subject, publisher, year) and Scholar (name, age, degree, interests), and  the 

contexts can be defined as Location, where the scholar is looking for a paper; then 

L={university, home and Time, when the scholar is looking for a paper; T={first semester, 

second semester}. Hence, the function will become (Adomavicius & Tuzhilin, 2011a): 

R= Scholar × Paper × Location × Time  (1.6) 

The term context appeared in the field of computer science in the late 1980s (Hong, 

Suh, & Kim, 2009), and the idea of context awareness in computing was introduced by 

Schilit in 1994 (Brown, Bovey, & Chen, 1997) in order to increase the richness of 

communication and provide more useful computational services (Dey, 2001). Since then, 

many studies in the field of computer science tried to define the term “context”. Dey 
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(2001) offered the most cited definition of context from a computer science viewpoint. 

He expressed that context is any information can be used to characterise the situation of 

an entity. An entity is a person, place, or object that is considered relevant to the 

interaction between a user and an application, including the user and applications 

themselves (Dey, 2001).  

As depicted in Figure 1.1, the contextual approaches are categorised into three 

approaches: pre-filtering, post-filtering, and contextual modelling implicitly 

(Adomavicius & Jannach, 2013; Yujie & Licai, 2010) (Kobsa, 2001). 

 

Figure 1.1: Recommending Classification 

Contextual information can be incorporated into the classical recommendation 

procedures in order to generate better recommendations (Adomavicius & Tuzhilin, 

2011b; Baltrunas, 2008). Particularly, in contextual pre-filtering, the contextual 

information is used before all the ranked recommendations are computed (Panniello, 

Gorgoglione, & Tuzhilin, 2015). The reduction-based approach is an example of pre-

filtering in a way that first, all ranked recommendations are computed through classical 

methods like CBF; then they are adjusted or reranked for each user using contextual 

information (Adomavicius & Tuzhilin, 2005b). Conversely, in contextual post-filtering, 
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after computation of all the ranked recommendations, the contextual information is used 

(Adomavicius & Tuzhilin, 2005b).  

As discussed earlier, a recommender overpowers search engines by modelling users’ 

preferences. In other words, regardless of the technology exploited by RSs, the high 

quality recommendations can be provided to users only after their preferences have been 

modelled, which is typically called User Model (UM) in the literature (Berkovsky et al., 

2008) (Adomavicius & Jannach, 2013; Yujie & Licai, 2010) (Kobsa, 2001). In this 

context, quality refers to the ability of the system to produce exactly those 

recommendations that the user will use or would like to. To achieve this, adequate 

information, including contextual information, should be stored to deliver high quality 

recommendations; however, acquisition of sufficient data for the UM is not an easy task, 

especially in the initial stages of interaction with the user, when usually little information 

about the user is available (Berkovsky et al., 2008). In contextual modelling, the 

contextual information is employed directly as a main part of learning preference models 

(built using techniques such as decision tree, regression, and probabilistic model). To put 

it differently, contextual variables are added as dimensions in the recommendation 

function in addition to the user and item dimensions (Hariri, Mobasher, & Burke, 2014). 

1.2 User eXpereince and Contextual User Modeling 

In the early 1990s, cognitive scientist, Don Norman (2013) coined the term User 

eXperience (UX). He indicated that UX is about the user’s feelings (positive and 

negative) about a product over time (D. Norman, 2013b). UX can be used as an umbrella 

term in the field of Human Computer Interaction (HCI) to focus on aspects which are 

beyond usability (Hassenzahl & Tractinsky, 2006), including all the feelings (positive and 

negative) a user is experiencing while interacting with a product,  e.g. a mobile phone. 

There is no clear definition of UX (McCarthy & Wright, 2004) (Law, Roto, Hassenzahl, 
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Vermeeren, & Kort, 2009); however, the current ISO (ISO 9241-110:2010 (clause 2.15) 

definition of UX focuses on a person’s perception and the responses resulting from the 

use or anticipated use of a product, system, or service. In software engineering, as a matter 

of fact, if a product fails to meet end users’ rising needs, it makes both the product and 

the company (creator of product) obsolete (Kraft, 2012). In other words, users will choose 

products with a great UX (Knijnenburg & Willemsen, 2010). Hence, UX is becoming the 

key competitive factor in more and more industries. Recently, researchers have 

acknowledged that embedding the RSs and user modelling into UX impacts dramatically 

on the effectiveness of recommendations for the users (Bart P. Knijnenburg et al., 2012; 

Joseph A Konstan & John Riedl, 2012). The UX is also affected by the users’ situations, 

behaviours, characteristics or in a nutshell, users’ contexts (Kamis & Davern, 2004; 

Knijnenburg & Willemsen, 2009; Knijnenburg & Willemsen, 2010). In this regard, 

contextual information influencing UX plays an important role in creating appropriate 

recommendation because it can present the status of people, places, objects and devices 

in the environment (Adomavicius & Tuzhilin, 2011a; Baltrunas, 2008; Baltrunas et al., 

2012; J. Yuan, Sivrikaya, Marx, & Hopfgartner, 2014; Yujie & Licai, 2010) and leads to 

a better experience for the users, and consequently better interaction between the users 

and system.  

1.3 Problem Statement 

Since the advent of SRSs, more than 200 papers have been published (Beel, Breitinger, 

Langer, Lommatzsch, & Gipp, 2016), which mostly aim to create more accurate 

algorithms. There is a presumption that, the more accurate the algorithm, the better the 

predicted recommendation is for the users. Recently, the embedment of recommending 

methods into UX has been taken into consideration, which greatly influences the value of 

RSs to the users (Joseph A Konstan & John Riedl, 2012; Sean M McNee, Riedl, & 

Konstan, 2006a; T. Nguyen, 2016). Researchers have stated that UX is affected by the 
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limits of human perception and the preconceptions of the individual and factors such as 

personal characteristics and situational characteristics, which are mostly considered as 

contextual information (Kamis & Davern, 2004; Knijnenburg & Willemsen, 2009; 

Knijnenburg & Willemsen, 2010). 

Although there are a few studies on developing UMs in the field of SRSs, it has been 

emphasised that incorporating contextual information into user modelling and creating 

the recommendations based on the users’ information needs, is an effective approach to 

enhance personalisation and consequently UX with SRSs (Beel, Breitinger, Langer, 

Lommatzsch, & Gipp, 2016). However, it is not clear how contexts influence the UX of 

SRSs and moreover it is difficult to decide which contexts must be incorporated into 

developing the user model (UM) (Adomavicius & Tuzhilin, 2011b; Baltrunas, 2008) 

because of the following reasons. 

First, identification of valid contextual information for different domains is a challenge 

in contextual user modelling either explicitly or implicitly (Adomavicius & Tuzhilin, 

2011a; Asabere, 2013). Besides, the irrelevant contextual information might have a 

negative impact on UX and lead to false reasoning models and irrelevant 

recommendations. Consequently, users lose their trust and stop using the system 

(Adomavicius & Tuzhilin, 2011a; Baltrunas, 2008; Baltrunas et al., 2012; J. Yuan, 

Sivrikaya, Marx, & Hopfgartner, 2014; Yujie & Licai, 2010). For example, the resources 

recommended to an undergraduate student searching for “Fuzzy method” for his class 

assignment may be different from those recommended to a graduate student writing a 

research paper on the same topic. This is due to the different requirements of the tasks 

they are working on and the different levels of formal education, which are considered as 

contextual information. 

Second, exploitation of too much contextual information causes complexity and 

ambiguity in the system due to irrelevant, redundant, inconsistent, and noisy data 
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(Adomavicius & Tuzhilin, 2011a; Baltrunas, 2008; Baltrunas et al., 2012; J. Yuan, 

Sivrikaya, Marx, & Hopfgartner, 2014; Yujie & Licai, 2010). In fact, each piece of 

particular contextual information is considered an extra dimension to the utility function 

of the recommender. Too many dimensions might raise the problem of dimensionality 

(Guyon & Elisseeff, 2003) (Sarwar, Karypis, Konstan, & Riedl, 2000). Apart from the 

problem, it needs unbounded computational resources to discover useful knowledge 

patterns and imposes extra costs to the system development, especially to the data 

acquiring and processing. 

Third, users’ experiences are influenced by the users’ values and expectations, which 

have to be considered in the design and development of RSs from the beginning. For 

instance, what contextual information touches a scholar’s experience when an academic 

paper is recommended to him? Or even before and after his interaction with the system? 

(Sean M McNee, Riedl, et al., 2006a). It might be related to users’ interests, background 

knowledge or novelty of the recommended paper. Depending on the situations, the 

experience of interacting with SRSs might be weak or convincing for the scholars. 

Therefore, it is significant to explore what and how contexts influence users’ experiences 

and make evaluations over time (Champiri et al., 2015; Bart P. Knijnenburg, Willemsen, 

Gantner, Soncu, & Newell, 2012). 

Fourth, another main concern regarding the UX of SRS is how an SRS should present 

the recommendations to the users. Actually, only a few studies have put efforts to develop 

User Interfaces (UIs) for SRSs; particularly among more than 200 studies in the field of 

SRSs, the number of studies which have designed UIs is less than five (Beel, Breitinger, 

Langer, Lommatzsch, & Gipp, 2016), and most of the researchers tried to improve the 

recommendations algorithms (Pu, Chen, & Hu, 2012a), while both industry practitioners 

and academic researchers have argued that the interface of a RS may have far larger 
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effects on users’ experience with the recommender than the recommender’s algorithmic 

performance (McNee et al., 2006; Baudisch & Terveen, 1999; Murray & Haubl, 2008; 

Xiao & Benbasat, 2007; Ziegler et al., 2005; Ozok et al., 2010) (T. Nguyen, 2016). 

According to the RecSys09 keynote presented by Francisco Martin, up to 50% of the 

value of recommenders comes from a well-designed interface (Ge, Delgado-Battenfeld, 

& Jannach, 2010a). UI is important because it is the way users interact with the system. 

No matter how accurate the algorithms work, if the UI is not well designed and evaluated, 

it will degrade the interaction between the user and system.   

Last but not least, a contextual UM should be able to infer possible cognitive process 

of UX, including behaviour and mind, but it is not fully tractable in practice  (W. Wu, He, 

& Yang, 2012) since it needs deep understanding of UX in a particular domain, which is 

mostly uncertain. In the past decade, different Machine Learning (ML) methods had been 

applied to support user modelling in RSs; however, the cognitive UMs, which are based 

on the deep understanding of uncertain and dynamic users’ contexts, is still in an early 

stage (Martín, Haya, & Carro, 2013; Papatheocharous, Belk, Germanakos, & Samaras, 

2014) particularly in the domain of SRSs. Additionally, among the ML methods, 

Bayesian networks (BNs) are powerful tools used for uncertainty modelling (Pearl, 1985). 

However, they have rarely been applied in the field of SRSs (Hassan, 2017) (Beel, 

Breitinger, Langer, Lommatzsch, & Gipp, 2016). 

As mentioned above, recently researchers of RSs have revealed that there are a number 

of issues and gaps concerning the definition and detection of contextual information 

influencing UX with RSs. So far, SRS studies have given little attention about the relevant 

contexts which influence UX with SRSs and also how these contexts should be 

incorporated into the UX recommending UMs (Champiri et al., 2015). The urge to 

conduct this research is due to addressing the following research issues, which are also 

the source of motivation for conducting this research. 
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1.3.1 User eXperience with SRSs  

In SRSs, as a matter of fact, if the system fails to meet end users’ rising information 

needs, both the system and the company (creator of product) would be considered 

obsolete because the users would stop working with the system. UX is becoming the key 

competitive factor in more and more industries (Bernhaupt, 2010). Users demand 

products that are not only easy to use but also joyful and fun to use. In other words, they 

will choose products with a great UX. There are few studies investigating the role of UX 

in the field of RSs and especially SRSs, and research on UX is quite new (Knijnenburg 

& Willemsen, 2010). 

1.3.2 Exploration of how contextual information influences UX of SRSs 

One of the existing issues is that there is no study in the field of SRSs to explain how 

contexts influence UX of SRSs (Champiri et al., 2015). To address this issue, the existing 

models and theories of UX, especially with RSs are reviewed, and then a conceptual 

framework is proposed. The framework contains in what way contexts (latent variables) 

influence UX of SRSs. After theoretically justifying the relationships drawn between the 

various latent variables leading to the proposition of relevant hypotheses, the statistical 

experiment of the framework is performed using the quantitative method of Partial Least 

Squares (PLS) Regression and Structural Equation Modelling (SEM). The proposed 

framework not only enriches the conceptual understanding of how contextual information 

influences UX of RSs but also serves as a foundation for further theoretical and empirical 

investigations.  

1.3.3 Detection of relevant contexts influencing UX of SRSs 

Due to the issues of the impact of irrelevant contexts mentioned in Section 1.2, it is 

necessary to estimate and analyse the impact of contextual information on UX before 

actually collecting and exploiting it in the recommending process (Rubens, Kaplan, & 

Sugiyama, 2011). Different empirical tests have been applied to assess the relevant 
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contexts based on the guidelines of the empirical method of PLS-SEM. This consequently 

leads to dimension reduction and might prevent the occurrence of dimensionality problem 

(Sarwar, Karypis, Konstan, & Riedl, 2000). It is pertinent to mention that, the detection 

of contextual information does not completely solve the problem of providing a pleasing 

and convincing experience in using the SRSs; in fact, it is half of the way and helps to 

clarify the problem in order to figure out what users may experience when interacting 

with SRSs. The next step is how to exploit and adapt the detected contextual information 

in recommending UM so that the system can generate better recommendations, which is 

the next motivation of this research. 

1.3.4 Applying BN modelling  

Based on the SLR on recommending methods applying to SRSs by (Champiri et al., 

2015) and review of recent studies by (Hassan, 2017) (Beel, Gipp, et al., 2016), it is 

concluded that, different ML methods such as Neural Networks, SVM, and Decision 

Trees, have been utilised in making paper recommendations by considering the CF and 

CBF approaches. Despite the fact that UMs play a critical role in maintaining the 

recommendation quality and identification of the users’ needs, they are rarely used in 

SRSs researches (Beel, Gipp, et al., 2016). Quality of recommendations refers to the 

capability of the system to predict exactly those items or services the user would like or 

use, and to provide overall good experience for the users (Berkovsky et al., 2008; Kobsa, 

2001). However, information needs are uncertain and vary among users due to different 

contexts, such as background knowledge, preferences and goals (Beel, Gipp, et al., 2016). 

Hence, it is necessary to select a method which infers dynamic context and surpasses 

uncertainty. Among the ML methods, BNs are powerful tools used for uncertainty 

modelling (Pearl, 1985) based on the probabilistic theory of Bayes’ theorem, which 

spreads knowledge within the network (Heckerman et al., 1995; Neapolitan, 2004) and 

reasons complicated problems. However, contextual BNs are rarely applied for 
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recommending scientific articles (Hassan, 2017).  According to the survey conducted by 

(Portugal, et al., 2015), among seven RSs applied BN method, only two studies are related 

to book and document recommender (Ericson & Pallickara, 2013) (Lucas, Segrera, & 

Moreno, 2012), which are not contextual UM for paper recommending. In this research, 

a contextual Bayesian UX model is developed. The recommending methods used for 

SRSs are discussed in Chapter 2, and the reasons in selecting the BN method for 

modelling the users’ need are provided in detail in Chapter 5.  

1.3.5 rScholar: UI design  

Another main concern regarding the UX of SRS is how SRS should present the 

recommendations to the users. Actually, only a few studies have put in efforts to develop 

interactive User Interfaces (UIs), and most of the researchers tried to improve the 

algorithms of recommendations (Pu et al., 2012a) (Beel, Gipp, et al., 2016). UI is 

important because it is the way users interact with the system. In other words, no matter 

how accurate the algorithms work, if the UI is not well designed and evaluated, it will 

degrade the interaction between the user and system. This research attempts to design an 

appropriate UI for SRSs to provide better UX.  

1.4 Research Objectives 

From the research issues, it is known that contextual information, which is a 

considerable factor in UX, has been under-utilised in the researches of SRS.  This study 

aims to fill this research gap and deepen the understanding of UX in three ways: grasp 

the knowledge from the perspective of researchers who are end users of SRSs; assess the 

most contextual information from their point of view; and develop a UM and UI based 

on the identified contextual information.  
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The main aim of this research is to develop a Bayesian contextual UX model for SRSs. 

In the following section, the specific objectives for achieving the main goal of this 

research have been listed. 

Objective 1: To propose a framework to show how contextual information influences 

UX with SRSs  

Objective 2: To develop a contextual Bayesian UX model using the assessed relevant 

contexts in Objective 1 

Objective 3: To design a UI using the assessed contexts related to UI and User Interaction 

design adequacy in Objective 1 and the inputs and outputs for Objective 2 

Objective 4: To evaluate the proposed Bayesian UX model and UI 

1.5 Research Questions 

The research questions (RQ) posed to address the research objectives are described 

below. Each question along with its sub-questions are answered in one of the chapters as 

follows: 

Objective 1: To propose a framework to show how contextual information influences 

UX with SRSs  

Title: A framework for contextual information influencing UX of SRS 

RQ1. How does contextual information conceptually influence UX with SRSs? 

SRQ1.1: What models/frameworks/theories have been proposed for UX of RS/SRS 

in the existing studies?  

SRQ1.2: What components and relationships can be applied to the framework? 

SRQ1.3: What indicators can be applied to the components? 

SRQ1.4: What contexts can be applied? 
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SRQ1.5: What is the experts’ review feedback on the proposed conceptual 

framework?  

RQ2. How does contextual information empirically influence UX with SRSs? 

SRQ2.1: How can an appropriate dataset be prepared for the empirical examination? 

SRQ2.2: Are indicators empirically valid? 

SRQ2.3: Are constructs (components) empirically valid? 

SRQ2.4: Are relationships between the constructs (components) empirically valid? 

SRQ 2.5: What is the GOF of the framework? 

SRQ2.6: What are the most relevant contexts influencing/contributing to UX of 

SRSs? 

Objective 2: To develop a Bayesian UX model using the assessed relevant contexts in 

Objective 1 

Title: A contextual Bayesian UX model  

RQ1: How can a contextual Bayesian UX model be developed using the assessed relevant 

contexts in Objective 1? 

SRQ1: How should a contextual dataset be acquired for the Bayesian model train and 

analysis?  

SRQ2: What contexts should be incorporated into the Bayesian UX model? 

SRQ3: How should the structure of BN model be built up?  

SRQ4: How should the parameters of BN model be learned from the dataset?  

Objective 3: To develop a UI using the assessed contexts related to UI and User 

Interaction design adequacy in Objective 1 

Title: rScholar: the UI design and development  
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RQ1: How is a UI designed based on the assessed contexts related to UiD and IxD 

adequacy in objective 1 and the data inputs and outputs required for objective 2? 

SRQ1: What are the users’ requirements for the UI development? 

SRQ2: What are the design-solutions based on the identified users’ requirements?  

SRQ3: What is the appropriate architecture for the UI development? 

SRQ4. How should the IxD adequacy features (Interaction design) be designed? 

SRQ5. How should the UiD adequacy features (Visual Design) be designed? 

Objective 4: To evaluate the proposed Bayesian UX model and UI 

Title: Evaluation    

RQ1: How should the Bayesian UX model be evaluated? 

SRQ1.1: Which evaluation method and metrics are appropriate to evaluate the 

Bayesian UX model?  

SRQ1.2: What are the results of selected measures applied to evaluation of the BN 

Structure model? 

SRQ1.3: What are the results of selected measures applied to performance of BN 

algorithm? 

SRQ1.4: What are the results of selected measures applied to evaluation of the BN 

performance model?  

RQ2: How should the UI be evaluated? 

SRQ2.1: Which evaluation method and metrics are appropriate to evaluate the 

proposed UI?  
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SRQ2.2: What are the differences between rScholar (UiD and IxD) and Google 

Scholar (experts’ feedback)? 

SRQ2.3: What is the overall experts’ evaluation on rScholar & Googlescholar? 

SRQ2.4: What is the experts’ evaluation of design ideas exploited in rScholar? 

SRQ2.5: Is there any change in users’ ratings of rScholar after three months?   

    SRQ2.6: Is there any differences in users’ groups in evaluation of rScholar? 

1.6  Research Contribution  

In this section, the research contributions in different types are discussed. 

1.6.1 Meta-Analysis & SLR on CASRSs 

In this thesis, in order to answer a few research questions, two SLRs and meta-analysis 

reviews have been conducted. Table 1.2 summarises the questions that have been 

answered through this reviews. The depth surveys exhibit an impression about the 

important aspects of the SRS researches, and are the source of inspiration for formulating 

the research question of this thesis. The details of the above-mentioned surveys are 

discussed in Chapter 2 of this thesis.  

Table 1.2: Exploration of SRSs by SLR and Meta-analysis 

  Questions that have been explored Publication Reference 
(2000-2014) 

1. What recommending methods have been used? 
2. How have researchers assessed the most influencing 

contextual information? 
3. What contextual information has been used in SRSs 

through a survey on related work? 
4. Challenges and open issues 
5. What evaluation methods have been applied? 
6. What evaluation metrics have been applied? 

(Champiri et al., 2015) 
Chapter 2 
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1.6.2 An empirical research to identify the contexts influencing UX 

  By achieving Objective 1 of this study, a conceptual framework of the UX research 

in RSs is provided, which gives a deeper understanding of how environment, user and 

system contexts influence the UX.  It thereby provides a better understanding of what and 

how certain relevant contexts results in a better UX, which consequently helps further 

user-centric research and development of SRS, and serves as the backbone for 

understanding context before using it. Besides, the proposed conceptual framework in 

this thesis is examined empirically and thus the results are testable and reproducible. The 

results are elaborated in Chapter 4 of this thesis.   

1.6.3  Decipher of context and UX concepts in SRSs research  

The concepts of both context and UX are subjective, which can cause difficulties for 

researchers who are working with them (Champiri et al., 2015; Bart P. Knijnenburg et al., 

2012). The lack of understanding of the subjective concepts not only leads to more 

complexity in the system but also causes the system failure from the end user’s 

perspective. In the field of SRS, there is no comprehensive study and through the above-

mentioned empirical research, the distilling of the concepts of context and UX might be 

the inspiration for the future studies. More details are provided in Chapter 4 of this thesis.  

1.6.4 Contextual UX model  

As indicated earlier, the most applied recommending approaches are CF and CBF, and 

there are few studies developing UMs although the main factor that influences users’ 

satisfaction is the ability of a recommender to meet the users’ information needs; and it 

is obvious that the users have different information needs due to different knowledge, 

goals, and generally different contexts which are uncertain and change consistently (Beel, 

Breitinger, et al., 2016). A user model tries to process the users’ data in order to predict 

the users’ preferences.  In this research, the users’ information needs for four levels of 
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accurate, novel, popular and diverse papers are predicted. More details of the contextual 

UX model using the BNs method are discussed in Chapter 5 of this thesis. 

1.6.5 Bayesian UM 

BNs are better suited not only to reason with the knowledge and uncertain belief, but 

also the structure of knowledge representation to deal with uncertainty of context 

inference (Long et al., 2010) (French, 1986; Peterson, 2009). Overall, BNs are flexible 

models which use probability distribution to provide the predictions about a number of 

influential variables rather than a single variable (Zukerman & Albrecht, 2001) (Guo, 

2011; Korb & Nicholson, 2003). Despite the benefits of BNs, as mentioned earlier, they 

have been rarely applied to model users’ information needs and users’ contexts in SRSs. 

In this research, a contextual user experience model is developed, which is discussed in 

Chapter 5. 

1.6.6  Contextual dataset  

One of the main contributions of this research is providing a new dataset. After 

assessment of the most influencing contextual information, the second objective of this 

research is to develop a Bayesian UX model based on the identified contextual data from 

the first objective. There is no available dataset for the SRSs containing the detected 

contextual variables (data) to train and test the proposed UM; hence, a web application is 

designed in order to acquire the data from the real users (scholars). It is worth noting that 

in this dataset, all indicators (papers) have been classified or tagged in four categories of 

novel, diverse, popular and accurate according to the relevant user’s ratings. The detailed 

information of the dataset preparation is expatiated in Chapter 5. This dataset contains 

new and useful corpus and has been public-shared by this thesis’s researcher for the 

benefit of the research community along with a few benchmark tests, if anyone wants to 

do some comparisons for evaluations of shared repositories or new algorithms. 
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1.6.7 UiD and Interaction design adequacy in SRSs  

There are only a few studies which have taken into account UI and interaction 

adequacy in SRSs. The reasons behind this matter are discussed in detail in Chapter 2. 

However, it is accentuated that UI and interaction design adequacy are extremely 

important factors for enhancing UX of RSs (Pu & Chen, 010; Pu et al., 2012) (Bart P. 

Knijnenburg et al., 2012). In other words, no matter how accurate the algorithms work, if 

the UI and interaction design  are poorly designed and evaluated, it will degrade the 

interaction between the user and system in a way that users might find the system 

intrusive, annoying or distracting, and perceive it as a factor that negatively affects their 

experience (Ozok et al., 2010). Additionally, without considering the above-mentioned 

matter, the goal of UX enhancement would be abortive since users’ satisfaction is 

influenced by different users’ feelings appertaining to UI and Ix options and elements. 

This research is the first attempt that investigates the impact of UI and interaction design 

adequacy on the UX in the field of SRSs. The proposed UI called rScholar is developed 

and discussed in Chapter 6 of this thesis. 

1.6.8 Opening new research areas (Opinion Contributions) 

There are a few open areas that may provide a step forward to extend this research. The 

future researchers are encouraged to investigate the contextual information that has been 

ignored in this research, such as reasoning methods, mood, and location for the SRSs and 

other relevant recommenders. Besides, making UMs more implicitly is also another open 

area for the interested researchers. The open research areas are discussed in detail in 

Chapter 8.   

1.7 Research Methodology 

This research mainly adopts the Design Science Research Methodology (DSRM) by 

(Peffers et al., 2007) and (Hevner, 2007) in order to achieve the objectives with 

predominantly Empirical methods (EMs) to perform each activity of DSRM. The EMs 
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refer to the specific techniques, tools, and means by which data are collected and 

analysed. The research process consists of three main phases: problem & solution 

identification, design & development, and evaluation. In each phase, the EMs are 

accomplished according to the guidelines by (Wohlin et al., 2012) whenever it is required. 

Figure 1.2 illustrates the main phases and the activities applied in this research. The 

methodology is elaborated in Chapter 3. 
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1.8   Scope and limitation 

This research is an intersection of three main areas which include various sub-areas. 

As Figure 1.3 depicts, context-aware computing, users’ information needs in scholarly 

domain, user modelling, UX, and UI are under the HCI area. RSs researches are an 

interdisciplinary research area, but they are mainly under the information filtering 

systems, and finally because the BNs method is applied to develop the UM, this research 

also involves partially Artificial Intelligent (AI) and ML research areas. However, the 

main goal of this research is to develop a UM exploiting context which influences UX of 

SRSs. Therefore, this research attempts to step forward in RSs research from a HCI 

perspective.     
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Figure 1.3: Scope of the research 

It is important to emphasise that the scope of SRSs is broad, which may support 

scholars not only in recommending appropriate papers but also appropriate conferences, 

collaborators, etc. As a whole, SRSs can be helpful for researchers in multiple aspects of 

scholarly tasks. This research will focus on SRSs which offer research papers to the 

scholars, and scholars in this research are master’s, PhD students, post-doc researchers 

and faculty members who are actively involved in doing research and looking for 

appropriate papers.   
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1.9 Structure of thesis  

There are eight chapters in this thesis as explained below.  

Chapter 1- Introduction: It introduces the research topic and provides an overview of 

the dissertation by briefly discussing the research problem, research objectives and 

questions, research methodology, research contribution, limitations, and methodology. It 

also presents the structure of the thesis.  

Chapter 2- Literature Review: It gives an introduction to SRSs, recommending 

approaches, including classical and contextual approaches, UX with SRSs, evaluation 

methods and metrics, reviews of the existing related work on contextual recommending 

and evaluation methods to provide a comprehensive and critical overview of available 

SRSs by conducting two SLRs to further the knowledge on SRSs and to address a few 

research questions regarding this research.  

Chapter 3- Research Methodology: It provides an introduction to the research 

methodology carried out to fulfil the objectives of this research. This research mainly 

adopts the DSRM, which is conducted in three phases of problem & solution 

identification, design & development and evaluation that predominantly uses EMs to 

perform each activity in the mentioned phases of DSRM.  

Chapter 4- A framework to show how contexts influence UX with SRS: It explores 

how contexts influence UX with SRSs, and assesses what the most relevant contexts are. 

This chapter reviews existing models and theories of UX, especially with RSs and then 

proposes a conceptual framework, and examines it empirically by using quantitative 

method of Partial Least Squares Regression and Structural Equation modelling technique. 

Also, this chapter identifies the most relevant contextual information influencing or 

contributing to UX of SRSs.   

Chapter 5- A contextual Bayesian UM exploiting the relevant identified contexts: It 

develops a UM applying BN method based on the most relevant contexts identified from 
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Objective 1 in Chapter 4. The BN model is built up in three main processes: dataset 

preparation and data pre-processing; BN model structure learning and; and BN model 

parameters learning. This chapter also discusses why BN method has been applied among 

the other ML methods.   

Chapter 6- rScholar: A UI design considering the identified contexts: It designs a UI 

called rScholar mostly based on the empirical results of the most influencing contexts 

related to the UI and interaction design adequacy identified in Objective 1; and the data 

which are required for the proposed BN model developed in Objective 2. This chapter 

also explains how rScholar supports the required data to be exploited in the BN model, 

and follows the existing UI and interaction design adequacy guidelines which can be 

potentially applicable for enhancement of SRSs. 

Chapter 7- Evaluation: It presents the evaluations performed to validate the proposed 

BN model and UI in Chapters 5 and 6 by applying two evaluation methods of offline and 

user-studies. In the offline method, the performance and robustness of the BN model have 

been examined. To evaluate the UI, several tests, including T-test, Mann-Whitney (MW), 

Kruskal Wallis (KW), Wilcoxon signed-rank, and Friedman Kendall's Coefficient of 

Concordance are performed. This chapter also explains the reasons for the selection of 

the above-mentioned evaluation methods and metrics.  

Chapter 8-Conclusion & Future work: It gives a review of the research objectives and 

conclusion of the work. It also discusses the future work based on the results and 

limitation of this dissertation. Univ
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CHAPTER 2: LITERATURE REVIEW 

This chapter starts with the brief overview of Scholarly Recommender Systems 

(SRSs), recommending approaches, context, User eXperience (UX), evaluation methods 

and metrics and continues by reviewing existing related work on contextual 

recommending and evaluation methods to provide a comprehensive and critical overview 

of available SRSs by conducting two Systematic Literature Reviews (SLRs). Also, this 

chapter aims to explain and highlight the way researchers understood and assessed 

relevant contextual information incorporating into the recommending process in order to 

provide better recommendations and enhance UX of SRSs. This review chapter ends with 

a discussion and critical analysis of the open issues of the existing SRSs and the research 

work in this thesis that aims at addressing those issues. 

2.1 Scholarly Recommender Systems  

In 1997, the term Recommender Systems (RSs) was posed in an article by Paul 

Vesnick and Hal R. Varian (Resnick & Varian, 1997). They described the  RSs  as a tool 

applying for decision making and not just for information retrieval (Ali, 2014). Apart 

from the information retrieval(Salton, 1989), the birth of RSs is derived from various 

domains such as of cognitive science(Rich, 1979), marketing(Lilien, Kotler, & Moorthy, 

1992), management (Murthi & Sarkar, 2003) as well as forecasting(Armstrong, 2001) 

and approximation (Powell, 1981) theories (Adomavicius & Tuzhilin, 2005a). 

Scholarly Recommender Systems (SRSs) sometimes called research paper or 

academic RSs, aim to manage information overload by filtering and personalising data 

according to users’ needs (Champiri et al., 2015).  In 1998, Giles et al. (Giles, Bollacker, 

& Lawrence, 1998) introduced SRSs in CiteSeer project. Since then,  the dramatic data 

increase has necessitated the use of SRSs as an appropriate tool for facilitating and 
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accelerating the process of information seeking for scholars (C. Porcel, Herrera-Viedma, 

Enrique, 2010) (Mönnich & Spiering, 2008a).  

Figure 2.1 shows the structure of this chapter and how the research questions have 

been reached in this research.  
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Section 2.2.1 
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Figure 2.1: Structural of chapter 2 

In the following sections, first recommending approaches including classical and 

contextual (Section 2.2) are discussed. Then, evaluation methods using for RSs (Section 
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2.3) are explained. After that, the results of literature reviews on recommending and 

evaluation methods are discussed (Section 2.4 & Section 2.5). At the end, the existing 

issues are described (Section 2.6).  

2.2 Recommending approaches  

As shown in Figure 2.2, recommendations mostly are provided via two approaches: 1) 

Classical approaches and 2) Contextual approaches. In the following figures the parts that 

are discussed (like section 2.2), are highlighted and the other parts (sections 2.3, 2.4) are 

blured. 

 

Figure 2.2: Recommending approaches (Adomavicius & Tuzhilin, 2011a) 
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2.2.1 Classical recommending approaches  

The most common systems use classical or two dimensional (2D) approaches, which 

fall into three main classes: Collaborative Filtering (CF), Content- Based Filtering (CBF), 

and Knowledge–Based Filtering (KBF) (Adomavicius & Tuzhilin, 2005b). There is 

another class that is a combination of two or all of these three approaches, called Hybrid 

(Adomavicius et al., 2005). Classical RSs use a set of ratings that is either explicitly 

created by users or is implicitly deduced by a system (Adomavicius & Tuzhilin, 2011a) 

so that two types of entities, namely users and indicators (two-dimensions), are used to 

estimate the rating function R (Liu, 2013).  

:R User Item Rating   (2.1) 

For each user u , the item i that maximises the user’s utility is defined as 

(Adomavicius et al., 2005): 

 , arg max , ,uu U R u i ii I    
 

(2.2) 

This research does not attempt to discuss all available algorithms applied for classical 

and contextual approaches. In fact, there are a few comprehensive studies that concentrate 

on the methods applied for the recommenders (Adomavicius and Tuzhlin 2005; Burke 

2002; Ekstrand et al. 2011; Herlocker et al. 1999, 2004;), Rather, an overview of the most 

important methods  applied in each approach is presented. 

2.2.1.1 Collaborative Filtering (CF) recommending approach 

CF approaches recommend indicators to a target user based on given ratings by other 

users’ behaviour similarities and users’ functional patterns in the community (Lika, 

Kolomvatsos, & Hadjiefthymiades, 2013). CF is the most commonly used approach for 

creating recommendations based on previous users’ search history. In particular, users 

looking for information should be able to utilise what other users have already found and 

evaluated (Zhang, Wang, & Li, 2008a). So this approch recommends to a target user 
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based on the similar users’ opinion on a particular item rather than the information about 

that indicators.  

There are two main class of CF approches including memory-based (userbased) and 

model-based (item-based) (Ali, 2014). To make recommendation by the memory- based 

approch, it requires to collect and store in the momery all similar indicators rated by users, 

all similar users and ratings. Howevre, this approch has shorcoming of cold start problem 

and to cope with this shortcoming, the model-based method was developed that make 

recommendations by using similar indicators instead of making groups of similar users 

by using an offline pattern created periodically by summarizing item ratings. More 

infromation about the advantages and shortcomings of these two approches has been 

discussed in (Ali, 2014) (Lika et al., 2013).  

The model-based CF methods have some advantages that make them generally 

smaller, faster than, and definitely as coherent as memory-based methods. First, they are 

predictive and can clarify the correlations in elicited data (Ekstrand, Riedl, & Konstan, 

2011). Second, they need less memory space for storing data (Schafer, Frankowski, 

Herlocker, & Sen, 2007). Third, taking advantage of the complied model, the 

recommendations can be made very fast in the model-based. Indeed, they are useful in 

the real world where the user profiles and interests change slowly and do not require to 

be updated frequently (Deshpande et al. 2004; Linden et al. 2003; Sarwar et al. 2001) 

(Gong, 2010). 

User-Item matrix is utialised to present both memory-based and model-based 

algorithms (Wang, et al., 2006). As dipicted in Figure 2.3, a  𝐾 × 𝑀 user-item matrix is 

showen the user’s profile where 𝑋 is for 𝐾 number of users and 𝑀 number of indicators. 

Each element 𝑋௞,௠ = 𝑟 represents the value of rating that the user 𝐾 has assigned to item 

𝑀. For indicators rated r ∈ {1, … , |r|} , and for unrated ones, r = ∅. 
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Figure 2.3: The User-Item matrix 

There are two different ways to manipulate the user-item matrix considering its row 

vectors and column vectors. For its row vectors, each row vector 𝑢௄ represents a user 

profile including all ratings assigned to the indicators. The memory-based CF is based on 

this type of representation (Ali, 2014).   

𝑋 = [𝑢ଵ, … , 𝑢௄], 𝑢௞ = ൣ𝑥௞,ଵ, … , 𝑥௄,௠൧ 𝑘 = 1, … , 𝐾 

 

(2.3) 

Second, it can be decomposed into column vectors: where each column vector 𝑖௠ 

represents all ratings assigned to a specific item. This viewpoint leads to model-based CF 

systems(Ali, 2014). 

𝑋 = [𝑖ଵ, … , 𝑖ெ], 𝑢௠ = ൣ𝑥ଵ,௠, … , 𝑥௄,௠൧ 𝑘 = 1, … , 𝑀 

 

(2.4) 

In the memory-based (user-based) approach, the recommender engine predicts the 

active user’s interest for a specific item by considering the elicited information from 

similar users’ profiles (Wang, et al., 2006). As depicted in Figure 2.4, each row vector 

which represents a user profile has been sorted based on its dissimilarity towards the 
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active user’s profile. Hence, the indicators rated by more similar users have better chance 

of being recommended to the active user.  

 
Figure 2.4: Using user similarity to predict the Ratings 

A group of similar users can be generated by selecting top-N similar users 𝑆௨(𝑢௞) 

toward user  (Wang, et al., 2006): 

 

𝑆௨(𝑢௞) = ൛𝑢௞ห𝑟𝑎𝑛𝑘 𝑠௨(𝑢௞, 𝑢௔) ≤ 𝑁, 𝑋௔,௠ ≠ ∅ൟ 

𝑤ℎ𝑒𝑟𝑒 |𝑆௨(𝑢௞)| = 𝑁   

 

(2.5) 

In the above mentioned formula,  𝑆௨(𝑢௞ , 𝑢௔ ) identifies the degree of similarity 

between users  𝑘 and 𝑎.  The Cosine similarity and Pearson’s correlation are the most 

popular measures for calculation of this kind of similarity in CF (Wang, et al., 2006).  In 

the cosine similarity measure, 𝑎 and 𝑏 are two users that their similarity is going to 

measured. The rating assigned by users 𝑎 𝑎𝑛𝑑 𝑏 to item 𝑝 are represented by 𝑟௔,௣ and 𝑟௕,௣  

.The set of indicators rated by both user 𝑎 and 𝑏 is shown by 𝑃 and finally the parameter 

of 𝑟௫ is the average ratings which user 𝑥 has been submitted. The similarity is a value 

between −1 and +1(Wang, et al., 2006).  
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𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 (𝑎, 𝑏) =
∑ (𝑟௔,௣ − �̅�௔)(𝑟௕,௣ − 𝑟௕ഥ )௣∈௉

ට∑ (𝑟௔,௣ − �̅�௔)௣∈௉
ଶ ට∑ (𝑟௕,௣ − �̅�௕)௣∈௉

ଶ

 

 

(2.6) 

A few ML methods can also be used to create this ranked list of similar users (Jin, 

Chai, & Si, 2004).  The similarity value can be calculated for all pair of users and the 

following formula is be applied to calculate the predicted rating 𝑃𝑟𝑒𝑑 (𝑎, 𝑝) of item 𝑝 by 

the user: 

𝑃𝑟𝑒𝑑 (𝑎, 𝑝) = �̅�௔ +
∑  𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝑎, 𝑏) × (𝑟௕,௣ − 𝑟௕ഥ )௕∈ே

∑  𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝑎, 𝑏)௕∈ே
 

 

(2.7) 

Where 𝑁 is the set of all users who submitted a rating to item 𝑝.  

Many studies have applied the memory-based CF method because of its simplicity and 

tangibility however as mentioned earlier, Data sparsity, Cold start, Shilling and 

Scalability problems are some of the shortcomings (Ekstrand, Riedl, & Konstan, 2011). 

To solve some of the problems with the memory-based algorithms, the model-based 

CF approach, takes advantage of a model of user preferences considering the indicators 

instead of users to predict the ratings which includes precompiled information of 

indicators, users and ratings, and might be generated in several hours or days (Schafer, 

Frankowski, Herlocker, & Sen, 2007). As shown in Figure 2.5, the average ratings of 

similar indicators rated by the active user is used to make predictions (Deshpande et al. 

2004; Linden et al. 2003; Sarwar et al. 2001). 
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Figure 2.5: Using item similarity to predict the ratings 

Like to the memory-based, here also sorting is done based on dissimilarity and the 

indicators (column vectors) are sorted toward the target item rather than row vectors as 

shown in Figure 2.5. The prediction of the most relevant indicators is based on the 

similarity between the indicators (Schafer et al., 2007): 

𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 ൫�⃗�, 𝑏ሬ⃗ ൯ =
∑ (𝑟௨,௔ − �̅�௨)(𝑟௨,௕ − 𝑟௨ഥ )௨∈௎

ට∑ (𝑟௨,௔ − �̅�௨)௨∈௎
ଶ ට∑ (𝑟௨,௕ − �̅�௨)௨∈௎

ଶ

 

 

(2.8) 

Where the set of all users who rated both item 𝑎 and 𝑏 is presented by 𝑈 and 𝑟௨,௔ and 

 𝑟௨,௕ are the rates that have been assigned to indicators 𝑎 and 𝑏 respectively by user 𝑢. 

The prediction of the rating of user 𝑢 to item 𝑝 by having the similarity of indicators is 

calculated (Schafer et al., 2007):  

𝑃𝑟𝑒𝑑 (𝑢, 𝑝) = �̅�௔ +
∑  𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝑖, 𝑝) × 𝑟௨,௜௜∈௥௔௧௘ௗூ௧௘௠(௨)

∑  𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝑖, 𝑝)௜∈௥௔௧௘ௗூ௧௘௠(௨)
 

 

(2.9) 
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Where the degree of similarity between each member of indicators rated by user 𝑢 is 

presented by 𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝑖, 𝑝) and target item𝑝, and 𝑟௨,௜ donates the rating assigned by 

user 𝑢 to item 𝑖.  

(a) CF approach limitation  

The model-based CF methods have some advantages that make them generally 

smaller, faster than, and definitely as coherent as memory-based methods. First, they are 

predictive and can clarify the correlations in elicited data(Ekstrand et al., 2011). Second, 

they need less memory space for storing data(Schafer et al., 2007). Third, taking 

advantage of the complied model, the recommendations can be made very fast in the 

model-based. Indeed, they are useful in the real world where the user profiles and interests 

change slowly and do not require to be updated frequently (Deshpande et al. 2004; Linden 

et al. 2003; Sarwar et al. 2001) (Gong, 2010). The CF approach requires user ratings 

however usually users are not high motivated to rate the indicators and this cause Cold 

start problem. To cope with this problem, implicit ratings from users' behaviors such as 

paper reading (C. Yang, Wei, Wu, Zhang, & Zhang, 2009),  paper downloading, adding 

the paper to profile, editing paper details, and viewing its bibliography as positive votes 

(Pennock, Horvitz, Lawrence, & Giles, 2000) as well as   author’s citations (Sean M 

McNee et al., 2002) have been applied by the researchers. In the other words, users' 

behaviors are considered as the indicators to be liked by the user. However, considering 

these behaviors as the positive vote would be misguiding. For example; a user might 

spend long time to read a paper while it does not mean necessary that user likes the paper.  

Sparsity is a general problem of in the CF approach in the field of SRSs (Beel, Gipp, 

et al., 2016). It means that there are typically few users but many papers, and only few 

users rated the same papers. Hence, finding like-minded users is often not possible. In 

addition, many papers are not rated by any users therefore it cannot be recommended. 
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Another problem with the CF is that implicit ratings is not accurate as explicit human 

quality assessments (Beel, Gipp, et al., 2016). In addition, using citations might also 

annihilate the CF’s advantage of being content-independent. Typically, reliable citation 

data is not widely available. Therefore, access to the papers’ content is required to build 

a citation network, but this process is even more fault-prone than word extraction in CBF. 

In CBF, “only” the text of the papers must be extracted, and maybe fields such as title or 

abstracts must be identified. For citation-based CF the text must also be extracted but in 

this text, the bibliography and its individual references must be identified, including their 

various fields (such as title and author).  

2.2.1.2     Content- Based Filtering (CBF) recommending approach 

On the other hand, the objectives of CBF approaches focus on finding correlations 

between content of indicators as opposed to correlation between users as is the case in CF 

approaches (Liu, 2013) (Herlocker, 2000). The root of the CBF approach can be traced 

back to Information Retrieval (Balabanović & Shoham, 1997). CF approach analyses the 

ratings for the indicators that an active user has made in the past in order to build a user 

model of his or her preferences (Mladenic, 1999) and then matches up the preferences 

with the attributes of that item. Usually, the recommendation indicators are stored in a 

database table.  

Figure 2.6 shows a simple database of structured data. The records which have a 

unique identifier, or ID describe three papers and the columns represent the properties of 

the papers. The ML algorithms might be used to create a user profile from structured data. 
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Figure 2.6: A sample of structured data 

Figure 2.7 shows a sample of an un-structured data which the attribute names are not 

with well-defined values. Furthermore, the complexity of natural language may cause 

problems. For example; in a text they might be words with several meaning in different 

contexts called polysemous words and synonyms which are different words with the 

similar meaning.  

 

Figure 2.7: A sample of un-structured data 

There are a few methods to convert an un-structured text to a structured(Salton, 1989). 

One of the methods typically called stemming, formalizes the root of the words that 

reflects the common meaning behind the words (Porter, 1980) such as “recommend”, 

“recommendation”, “recommender” and “recommenders”. A value is associated with the 

term that represents its importance or relevance. In addition, ML methods such as 

Decision Trees (Kim et al., 2006), Nearest Neighbour (Yang, 1999), relevance feedback 
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algorithms (Manning, Raghavan, & Schütze, 2008), Linear Classifiers (Zhang & Iyengar, 

2002), Probabilistic and Naïve Bayes, an (Ogata, & Okuno, 2008) and clustering (Pazzani 

& Billsus, 1997) might be applied to create user profiles from the structured data (Pazzani 

& Billsus, 2007).  

On the most used matures for calculation keyword weights in an un-structured text, is 

the Term Frequency-Inverse Document Frequency (TF-IDF) (Mangina & Kilbride, 

2008). If 𝑁 is defined as the total number of indicators that are eligible to be 

recommended to users and that keyword 𝑘௝ appears in 𝑛௜ of them. Furthermore, consider 

𝑓௜,௝ as the number of times keyword 𝑘௜  appears in document 𝑑௝. Then,𝑇𝐹௜,௝, the term 

frequency (or normalized frequency) of keyword 𝑘௜ in item 𝑑௝, is defined as(Mangina & 

Kilbride, 2008): 

𝑇𝐹௜,௝ =
𝑓௜,௝

𝑚𝑎𝑥௭௙௭,௝
 

 

(2.10) 

Where the maximum is the biggest value of the frequencies 𝑓௭,௝ of all keywords 𝑘௭ in 

item 𝑑௝. To reduce the repeated keywords in many, the Inverse Document Frequency 

(IDF) is used in combination with 𝑇𝐹௜,௝, which defines as(Mangina & Kilbride, 2008); 

𝐼𝐷𝐹௜ = 𝑙𝑜𝑔
𝑁

𝑛 ௜
 

 

(2.11) 

Hence, for each item 𝑑௝, the TFʷIDF weight for keyword 𝑘௜  is identified as 
 

 
𝑤௜,௝ =  𝑇𝐹௜,௝ × 𝐼𝐷𝐹௜ 

 

(2.12) 
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Consequently, the content of item  𝑑௝  is defined as: 
 

𝐶𝑜𝑛𝑡𝑒𝑛𝑡 (𝑑௝) =  (𝑤ଵ,௝, … , 𝑤௞,௝) 

 

(2.13) 

In overall, if 𝐶𝑜𝑛𝑡𝑒𝑛𝑡𝐵𝑎𝑠𝑒𝑑𝑃𝑟𝑜𝑓𝑖𝑙𝑒(𝑐) is the profile of user 𝑐 including user 

preferences and rates which also can be defined as a vector of weights(𝑤௖,ଵ, … , 𝑤௖,௞), 

where each weight 𝑤௖,௜ represents the significance of keyword 𝑘௜ to 

user 𝑐 (Cremonesi, Turrin, & Airoldi, 2011). In CBF algorithms, the utility function 

𝑢(𝑐, 𝑠) is defined as: 

𝑢(𝑐, 𝑠) = 𝑠𝑐𝑜𝑟𝑒 (𝐶𝑜𝑛𝑡𝑒𝑛𝑡𝐵𝑎𝑠𝑒𝑑𝑃𝑟𝑜𝑓𝑖𝑙𝑒(𝑐), 𝐶𝑜𝑛𝑡𝑒𝑛(𝑐)) 

 

(2.14) 

In this context, both 𝐶𝑜𝑛𝑡𝑒𝑛𝑡𝐵𝑎𝑠𝑒𝑑𝑃𝑟𝑜𝑓𝑖𝑙𝑒(𝑐) and 𝐶𝑜𝑛𝑡𝑒𝑛(𝑐) can be defined as TF-

IDF vectors  𝑤௖ሬሬሬሬ⃗  , 𝑤௦ሬሬሬሬ⃗  of keyword weights (Adomavicius & Tuzhilin, 2005), where 𝐾 is 

the total number of keywords in system. Therefore, 𝑢(𝑐, 𝑠) 𝑖𝑠: 

 

𝑢(𝑐, 𝑠) = cos(𝑤௖ሬሬሬሬ⃗  , 𝑤௦ሬሬሬሬ⃗ ) =
𝑤௖ሬሬሬሬ⃗  . 𝑤௦ሬሬሬሬ⃗

‖𝑤௖ሬሬሬሬ⃗ ‖ଶ ×  ‖𝑤௖ሬሬሬሬ⃗ ‖ଶ 

=  
∑ (𝑤௜,௖ 𝑤௜,௦)௄

௜ୀଵ

ට∑  𝑤௜,௖
ଶ௄

௜ୀଵ ට∑  𝑤௜,௦
ଶ௄

௜ୀଵ

 

 

(2.15) 

The plain words are applied in the most approaches as features and some also have 

used n-grams (Ferrara, Pudota, & Tasso, 2011). It is axiom that the words in different part 

of a document have different discriminative powers. For example; the word in the title of 

a document is usually more representative of the document content rather than the word 

in the body-text (Nascimento, Laender, da Silva, & Gonçalves, 2011). Among those 

which have used the weighting scheme such as Latent Semantic Analysis (LSA),  Topic 
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Modelling (TM) (R. Patton, T. Potok, & B. Worley, 2012), plain Term Frequency (TF), 

Term Frequency Inverse Document Frequency (TF-IDF), phrase depth and life span 

(Sugiyama & Kan, 2010), the most popular, 83% has been applied TF-IDF (Ferrara et al., 

2011). Co-occurrence is a method to calculate the document relevancy by using proximity 

of co-citations. If the proximity of two references is high within a paper, it means that the 

relevancy of cited papers is more(Gipp, Beel, & Hentschel, 2009a). Co-occurrence has 

been used specially in two well-known recommender of bX and (Van De Sompel & 

Bollen, 2006) (Mönnich & Spiering, 2008b). Global relevance is an additional ranking 

method which measure measures overall popularity of an item (He, Pei, Kifer, Mitra, & 

Giles, 2010). Usually, a primary list of recommendation is generated and then the list is 

re-ranked using the global relevance metrics (Bethard & Jurafsky, 2010) such as 

PageRank, HITS, Katz, citation counts, venues’ citation counts, citation counts of the 

authors’ affiliations, authors’ citation count, h-index, title length, number of co-authors, 

number of affiliations, and venue type(Councill, Giles, & Kan, 2008; Zarrinkalam & 

Kahani, 2013a).  

(a) Limitation of CBF 

There are various ML methods applied for CBF (Middleton, De Roure, & Shadbolt, 

2002). The Vector Space Model (VSM) by using cosine measure calculates similarities 

between user models and recommendation candidates. The Graph networks such as 

Bayesian Networks (Liu, 2013)typically represent the relations between the features such 

as papers citations, authors, users/customers, venues, genes and proteins, and the years 

the papers were published(Liang, Li, & Qian, 2011). Hierarchical classification and 

ontology are also the two most frequently used methods. Comparing to CF, CBF systems 

have some advantages such as user independency in ratings, new indicators generation 

(Lops, De Gemmis, & Semeraro, 2011). However, the CBF approach also has its 

shortcomings such as limited content analysis, which requires more analysis of the 
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content to distinguish between the users’ preferences and those that the users are not 

interested in. A comparison between CF and CBF is mentioned in Table 2.1.    

Table 2.1: CF & CBF Comparison (R. Burke, 2002; Vivacqua & Oliveira, 2009) 

Feature CF CBF 

Independency to users’ fates (first- rated problem) No Yes 

Diversification of recommendations No No 
Recommendation to new Users No No 
Novelty of recommendations (over- specialization problem) No N o 

Transparency Yes Yes 

 

2.2.1.3 Knowledge Based Filtering (KBF) recommending approach  

Another classical or two dimensional (2D) approach is Knowledge- Based (KBF) 

which provide recommendations based on specific knowledge or predefined (or learned) 

rules about users and items (Burke, Hammond, & Young, 1996) to deduce applicable 

links between user requirements and items that might be required to fulfil them (Resnick 

& Varian, 1997). Based on the literature, KBF approaches might apply intelligent 

methods such as Neural Networks, Fuzzy Logic, Genetic Algorithms, Decision Trees, 

and Case-Base reasoning (Will, Srinivasan, Im, & Wu, 2009b). Unlike other approaches, 

KBF approaches do not depend on large bodies of statistical data about particular rated 

items or particular users, since only enough knowledge is needed to judge items as similar 

to each other (Will, Srinivasan, Im, & Wu, 2009b). The KBF approach is strongly 

complementary to other types of approaches (Burke et al., 1996). 

2.2.1.4 Hybrid recommending approach 

As mentioned earlier, hybrization is combination of two or three approaches of CBF, 

CF and KBF ( Burke, 2002; Vivacqua, Oliveira, & de Souza, 2009). The Hybrid approach 

is utilised to reduce the limitations and improve the system efficiency. For example, CF 

approaches can be useful if a superabundant number of users’ behaviours have been 
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identified as well as an adequate number of rated indicators have been accounted for. As 

mentioned earlier, they suffer from the cold start problem (Ricci, Rokach, & Shapira, 

2011). On the other hand, CBF approaches are extremely dependent on content analysis; 

if the content analysis does not include adequate information to differentiate a user’s 

preferred indicators from those indicators the user does not like, no helpful 

recommendation can be made (Verbert et al., 2010). Hence, the hybrization of CBF, CF 

and KBF methods is an alternative to cope with these shortcomings (Felfernig & Burke, 

2008) (Verbert et al., 2010). In a true hybrization, the combined approaches are more or 

less equally important (Bobadilla, Ortega, Hernando, & Gutiérrez, 2013). TechLens 

recommender (Konstan, Kapoor, McNee, & Butler, 2005) is one of the most famous and 

influential SRSs developed by using Hybrid approach (Beel, Gipp, et al., 2016). A few 

researchers also have applied KB methods such as (Will et al., 2009b), (C.-S. Tsai & 

Chen, 2008a), (Marko A. Rodriguez, 2009) howere in the field of SRSs the number of 

studies applied KB, is not considerable. 

Three are three more approaches in the classification of RSs which are based on 

context- awareness called contextual or multi- dimensional approaches. According to 

Bamshad, there is always a context and RSs are not “usable” without context (Mobasher, 

2012). In the following section, first definition of context and contextual recommending 

are discussed then three contextual approaches including are Contextual pre-filtering, 

Contextual post- filtering and contextual modeling are elaborated. 

2.2.2 Contextual recommending approaches 

In the late twentieth century, the epistemological contextualisation was developed by 

philosophers. This theory indicates that the standards of knowledge and justification 

change with the context. Particularly, understanding of context is necessary for better 

comprehension of a situation since when the context shifts, the knowledge about the 
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situation will shift as well (Craig, 1998). From a general point of view, the Oxford 

Advanced Learner's Dictionary mentions that context is “a situation in which something 

happens and that helps you to understand it” (Crowther, 1995). Likewise, according to 

the Webster’s dictionary (M. Webster, 2006), “Context is a situation in which something 

happens: the group of conditions that exist where and when something happens.”  

Many definitions of context have been proposed in various disciplines, including 

computer science (primarily in artificial intelligence and ubiquitous computing), 

information retrieval, cognitive science, linguistics, philosophy, social science, 

psychology, and organisational sciences (Adomavicius & Tuzhilin, 2011a). It is beyond 

the scope of this research to review all of them. However, a few definitions proposed in 

the field of computer science are reviewed in the following.  

The term context appeared in computer science in the late 1980s (Hong et al., 2009), 

and the idea of context awareness in computing was introduced by Schilit in 1994 (Brown 

et al., 1997) in order to increase the richness of communication and provide more useful 

computational services (Dey, 2001). Since then, many studies in the field of computer 

science tried to define the term “context”. Some studies present parametric definitions 

that stipulate context as a set of parameters such as time, temperature, lightness, and 

speed, while others define context generally and try to explain context and its territories. 

For example, Schilit and Theimer(Schilit & Theimer, 1994) defined context as location, 

identity, nearby people, and objects. In a similar definition by Brown (Brown et al., 1997), 

context consists of location, identity, nearby people and objects and season. Meanwhile, 

Pascoe (Pascoe, 1998) explained that context corresponds to the following questions:  

1. Where are you?  

2. Who are you with?  

3. What resources are nearby?  
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One of the most cited definitions in computer science was offered by Dey and Abowd 

(Abowd et al., 1999). They expressed that context is any information that can be used to 

characterise the situation of an entity. They categorised context into four dimensions: 

location, identity, time, and activity (Figure 2.8). In this definition, there are two context 

levels: primary contexts, which are the four mentioned dimensions and secondary 

contexts gained from primary contexts. As an illustration, many pieces of related 

information such as phone numbers, addresses, email addresses, birth date, etc., can be 

acquired from the location of an entity. Such information acquired from primary contexts 

is numerated as secondary contexts (Abowd et al., 1999). 

 

Figure 2.8: Context levels presented by Dey & Abowd (Abowd et al., 1999) 

In another computer science point of view, Lieberman and Selker (Lieberman & 

Selker, 2000) interpreted context as “everything” that “affects the computation except the 

explicit input and output”, including the state of user, physical environment, 

computational environment, and history of user-computer environmental interaction.  

Dourish(Dourish, 2004) expressed the context as “the features of the environment within 

which the activity takes place”, and indicated that it is separate from the activity itself. 

He explains that the scope of contextual features is defined dynamically, and it is 

accessioned rather than static. Haseloff (Haseloff, 2005), as shown in Figure 2.9, 

presented a model of contextual factors based on Object Oriented (OO) concepts and 

Secondary Contexts

Phonenumber Email Address Brithdate Relationship to other List of Friends ...

Primery Contexts

Identity Location Time Activity
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Unified Modelling Language (UML), including surroundings, state, location and 

reachability. 

 

Figure 2.9: Constituent elements of context 

Bazire and Brézillon (Bazire & Brézillon, 2005) analysed 150 definitions coming 

mainly from the web in different domains. However, they concluded that it is difficult to 

reach a consensus on what exactly context is. Thus, trying to reach a consensual definition 

for context is an ineffectual effort since the concept of ‘‘context” evokes different 

impressions in each reader and context may include almost everything (Kocaballı & 

Koçyiğit, 2007). Furthermore, it is difficult to present a definition that encompass all the 

aspects it refers to (Tamine-Lechani, Boughanem, & Daoud, 2010). The definition of 

context in RSs was investigated by Verbert (Verbert et al., 2010) and (Adomavicius & 

Tuzhilin, 2011a). They emphsised that contextual information is any additional 

information that has a direct impact on the relevance of recommendations.  

In the case of scholarly recommendations, contextual information describing a 

scholar's environment or situation or other entities such as paper which is incorporated 

into the process of making recommendations to improve recommendations; these systems 

are called Context- Aware Scholarly RSs (CASRSs) (Adomavicius & Tuzhilin, 2011a). 
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The preferences are estimated with the rating function of indicators, users and context as 

follows c 

:  R Scholar Paper Context Rating    (2.16) 

In the classical approaches, function R is defined as a two-dimensional matrix 

including basic dimensions of scholar and paper. It can be also described as a 

multidimensional matrix by a set of features. However, since the features are not based 

on any accepted ontology, the basic dimensions of scholar and paper are ambiguous if 

they are considered separately as a multidimensional matrix. In addition, there are 

common features such as time that might be considered as the features describing both 

the users and indicators. For example, in the case of SRS, time can be considered as a 

feature for the paper or also might be the user feature (e.g., a user is searching for a recent 

published paper). To conquer this, a single multi-dimensional space of features is 

considered to represent the whole list of features called contextual information, where 

certain sets of features can be grouped into the basic dimensions of user and 

item(Berkovsky et al., 2008). Therefore, if the contextual information is defined with a 

set of contextual dimensions D, while two of these dimensions are Scholar and Paper, 

and the rest are contextual; the rating function R is: 

1 2 3      nR D D D D Ratings      
 

(2.17) 

The utility function is defined by selecting certain “what” dimensions 

 1,...,  i ikD D k n and certain “for whom” dimensions  1, ,j jlD D l n   that do not 

overlap, i.e.    1 1 ,...,   , ,  i ik j jlD D D D  , and recommending for each tuple 

 1 1, ,     j jl j jld d D D   the tuple  1 1, ,    i ik i ikd d D D   that maximises rating 

 1, ,  nR d d (Berkovsky et al., 2008).  In particular:  

   1 1 1 , ,   ,  , ,                        j jl j jl i ikd d D D d d    
 

(2.18) 
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 1=        argmax      , ,    nR d d 
 

          1 1, ,i ik i ikd d D D   
 

   1 1, ,  , ,j jl j jld d d d  
 

 

For example, in recommending papers to scholars, if the Paper (title, keywords, author, 

subject, publisher, year) and Scholar (name, age, degree, interests), and the contexts is 

also defined as Location, where the scholar is looking for a paper; L={university, home} 

and Time, when the scholar is looking for a paper; T={first semester, second 

semester}(Berkovsky et al., 2008). Hence, the function will become:  

R= Scholar × Paper × Location × Time (2.19) 

Contextual information can be incorporated into the classical recommendation 

procedures in order to generate better recommendations (Baltrunas & Ricci, 2009). In the 

following, the three categories of contextual approaches including pre-filtering, post-

filtering, and contextual modelling are discussed (Adomavicius & Tuzhilin, 2011b; 

Kantor, Rokach, Ricci, & Shapira, 2011). Before explanation of contextual 

recommending approaches a brief overview of context definition for better understanding 

of contextual approaches is provided.  

2.2.2.1 Contextual pre-filtering  

In contextual pre-filtering (Figure 2.10.a), the contextual information is used before 

all the ranked recommendations are computed. The reduction-based approach 

(Adomavicius & Tuzhilin, 2005b) is an example of pre-filtering in which, first, all ranked 

recommendations are computed through classical methods like CFB; then they are 

adjusted or re-ranked for each user using contextual information (Adomavicius & 

Tuzhilin, 2005b).  
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Figure 2.10: Context incorporation into recommending (Panniello et al., 2009) 

2.2.2.2 Contextual post-filtering 

Panniello and his colleagues  (Panniello et al., 2009)presented a post-filtering strategy 

(Figure 2.10.b) that penalises the recommendations of indicators with few ratings in the 

target context (Campos, Fernández-Tobías, Cantador, & Díez, 2013) (e.g., filtering based 

on context similarity).Conversely, in contextual post-filtering, after computation of all the 

ranked recommendations, the contextual information is used (Panniello et al., 2009). 

2.2.2.3 Contextual modeling 

Contextual modeling approaches (Figure 2.10.c) are mostly the ML based algorithms 

such as decision tree, regression, and probabilistic models, which are able to alleviate the 

sparsity problems and produce better context-aware recommendations than the ones by 

the filtering-based methods. These models directly incorporate context information as 

parts of the predictive functions or learning preference models, and contexts are no longer 

used as filters in the recommendation process(Zheng, 2017). To put it differently, 

contextual variables are added as dimensions (D1,…, Dn) in the feature space or 
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recommendation function in addition to the user (scholar) and item (paper) dimensions 

(Baltrunas et al., 2012). As shown in Figure 2.11, dimension “goal” has been added to the 

recommendation function as a contextual information.  

 

Figure 2.11: Multidimensional model (Zheng, Mobasher, & Burke, 2014) 

Many different approaches in recent years have been proposed for the contextual 

modeling. According to(Zheng, Mobasher, & Burke, 2014), they are classified into four 

groups of;  

1. Extension of standard CF  

2.  Heuristic distance-based  

3. Matrix/Tensor Factorization  

4.  Probabilistic latent variable context models  

Recent approaches have been applying regression models such as Tensor Factorization 

(TF) to contextual modeling in order to fit the data and to extent two-dimensional matrix 

factorization problem into a multidimensional version of the same problem (Karatzoglou, 

Amatriain, Baltrunas, & Oliver, 2010). The Multi-dimensional matrix is factored into 

lower-dimensional representation, where the user, the item and each contextual 

dimension are represented with a lower dimensional feature vector but the problem is TF 

might generate a huge number of model parameters that must be learned using the training 
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data. One of the solution for solving this problem is using context-aware Matrix 

Factorization (MF) (Baltrunas, Ludwig, & Ricci, 2011). However, it may be difficult to 

interpret the models such as MF models based in order to understand why and how 

contexts play an important role on quality of  recommendation (Zheng, 2017). Therefore, 

there are limited research that try to utilize the model to interpret the contextual effects in 

the RSs. Due to the difficulty of interpreting the contextual modeling approaches, most 

of the existing work focus on the interpretations by the contextual filtering methods, 

especially the pre-filtering approaches (Zheng, 2017).  

In section 2.2, two recommending approaches: 1) Classical approaches including 

Collaborative Filtering (CF), Content- Based Filtering (CBF), Knowledge–Based 

Filtering (KBF) and, Hybrid approaches and 2) Contextual approaches including 

Contextual pre- filtering, Contextual post- filtering and Contextual modelling were 

explained along with the different methods were explained in the following section 2.3, 

the recommending evaluation methods are discussed.   

2.3 Recommending evaluation 

 In this part, the recommending evaluation in two perspectives of evaluation method 

and UX evaluation along with the evaluation metrics applied in the literature of SRSs are 

discussed (Figure 2.12). 
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Figure 2.12: Classification of recommending evaluation methods & metrics 

2.3.1 Recommending evaluation methods  

As shown in Figure 2.12, evaluation methods, independent of the domain, are 

classified into three categories: offline, online and user studies evaluation (Beel, 

Genzmehr, Langer, Nürnberger, & Gipp, 2013; J. L. Herlocker, Konstan, Terveen, & 

Riedl, 2004; Shani & Gunawardana, 2011). In the following, a brief explanation of the 

above- mentioned methods is presented.  

2.3.1.1 Offline evaluation method 

 Offline method utilises a pre-compiled offline dataset, which is divided into the test 

and training sets while some information is eliminated (Said, 2013). Then, the ability of 

an algorithm to predict the removed information (the rates in data set) is evaluated by 

using the ratings in the training set. The outcomes can be compared and contrasted with 

the real rates in the test set (de Wit, 2008). According to a recent survey of 330 papers, 

the research and investigation of RSs in the last five years relied very much on offline 

evaluation methods (Jannach, Lerche, Gedikli, & Bonnin, 2013). Three different datasets 
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are considered in offline evaluations: Explicit ground-truths, Inferred ground-truths and 

Expert ground-truths (Beel, Genzmehr, et al., 2013; Beel & Langer, 2014).The ground 

truth is a term that refers to the data collected direct observation from the real world. To 

carry out an effective ground-truth dataset, random indicators from the database are 

discarded; and by utilising the remaining indicators, recommendations are produced.  

An Explicit ground-truths is based on the explicit users’ ratings about the papers. The 

accuracy of recommender prediction is evaluated when some ratings are removed from 

the dataset (ratings of papers 4, 5 in Figure 2.13). If the recommender is able to predict 

the missing rating, it can say that the recommender is accurate.  

 

Figure 2.13: Explicit ground –truth (Beel, Genzmehr, et al., 2013) 

Inferred ground-truths databases are typically based on personal users’ profiles or 

ratings that have been implied implicitly. For instance; a list of papers that user u cited, 

or downloaded are inferred as the most relevant recommendations. As depicted in Figure 

2.14, User u has three research papers in her profile (Paper 1, 2, and 4). The 

recommendation approach recommends four papers (Paper 1, 2, 3 and 4), only one of 

which is in u's collection (Paper 3). Only paper 3 is considered a “good” recommendation, 

while the others are not.  
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Figure 2.14: Inferred ground –truth (Beel, Genzmehr, et al., 2013) 

The Expert ground-truths contain item classifications that are manually compiled by 

experts.  Offline method is independence in interacting with real users therfore it makes 

this method  reasonable and appealing to researchers. However, there are a number of  

shortcomings  with offline methods. For one, they might only be applied to exmaine a 

very limited range of measures, such as the accuracy of a RSs (Ali, 2014). Second, the 

offline data sets should be as similar as possible to real data in a runtime environment. 

Also, it is very crucial that the distributions of selected indicators, ratings and users is not 

bias. To reduce the experiment cost, randomly exclusion of users or indicators with low 

counts which do not result in systematic bias is suggested (Mahmood & Ricci, 2007a). 

2.3.1.2 Online evaluation method 

Online method provides users with real recommendations from the running or online 

system. By implementing this method, an RS monitors users’ ratings as to  how they 

accept a recommendation given to them (Said, 2013; Zaier, Godin, & Faucher, 2008) by 

a few metrics such as Click Through Rate(CTR) or Cite-Through Rate(CiTR), but it is 

commonly measured by CTR. For example, if an RS gives 5000 papers and 220 papers 

have been clicked or downloaded or opened, the CRT would be 4.4 % which is considered 

as implicit users’ satisfaction metric. Beel and Langer (2014) indicate that CRT results 
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are not realible in all situations because a scholar might download the recommended paper 

but he may not be satisfied after reading it (Beel & Langer, 2014).  

As in online evaluation the efficiency of the recommender is measured by real users 

in a real environment in terms of overall satisfaction and user retention or long-term 

profit, it is considered as the strongest evaluation method of a RS (Shani & Gunawardana, 

2011) especially for comparison of different recommending algorithms. There are a 

number of essentials for running the online test. First, the user selection should be random 

in order to demonstrate the fair comparisons. Second, if the evaluation concentration is 

the UI, the underlying algorithm requires to be maintained fixed and vice versa (Kohavi 

et al. 2009). Third, there might be a few side effects with using online test that should be 

taken into consideration as well. For example, if the RS generates irrelevant indicators, it 

could influence users’ perceptions and discourage them from using the real system ever 

again (Shani & Gunawardana, 2011).  

2.3.1.3 User studies evaluation method 

User Studies are carried out when users explicitly and implicity quantify and qualify 

their expectations and contentment with the real recommendations generated by various 

independent algorithms; and the algorithm with the highest rating is regarded as the 

best(Pu et al., 2012a; Shani & Gunawardana, 2011). 

There are two types of “lab” and “real-world” user studies evaluations. Users are 

informed that they are part of the user study evaluation in lab studies; therefore, their 

behaviour and consequently test results might be influenced by many factors. In real-

world studies, users are not apprised of the study, and real results can be observed without 

any intervening factors that may influence the results. It is worth telling that, user studies 

measures user satisfaction in an actual environment of recommending; therefore, they are 

not able to measure the accuracy of an RS because at the time of recommending, users 

are not aware of the most relevant recommendation (Said, 2013). 
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 Among the evaluation methods, user studies is the only method that allows collection 

of qualitative data. Since the users are closely monitored while performing the tests, this 

method enables a large set of quantitative measurements to be gathered. This method is 

able to cover the widest range of questions.  

Like other methods, user studies method also has some limitations. Indeed, the test 

must be conducted with the end-users in a real environment (scholars for scholarly 

recommender systems). To avoid bias users’ responses, the goal of the experiment should 

not be informed the test users (Ali, 2014).  It would be wise to limit the project scope to 

a small set of users and accordingly, a small set of tasks. It would also be preferable for 

each scenario to be repeated several times in order to achieve reliable results. 

Furthermore, in instances when applications malfunction during particular user 

interactions, pilot user studies should initially be executed to prevent failed experiments. 

User studies is primarily too costly to conduct, and accumulating a large set of test users 

to carry out a sufficiency   large set of tasks requires a lot of effort. Therefore, this method 

is not popular among the RS researchers (Beel, Genzmehr, et al., 2013).   

As discussed in the previous section (section 2.3.2), evaluation methods, independent 

of the domain, are classified into three categories: offline, online and user studies 

evaluation (Beel, Genzmehr, Langer, Nürnberger, & Gipp, 2013; J. L. Herlocker, 

Konstan, Terveen, & Riedl, 2004; Shani & Gunawardana, 2011). In the following, a brief 

explanation of recommending evaluation metrics is presented.  

2.3.2  Recommending evaluation metrics 

Many evaluation metrics for measuring various dimensions have been used to analyse 

the results of recommendation algorithms (Gunawardana & Shani, 2009). Mostly, offline 

evaluations apply variety metrics to measure the performance of the recommender 

(Ekstrand, 2014). Some of the metrics indicated in literature are accuracy metrics such as 

Mean Absolute Error (MAE), Root Mean Squared Error (RMSE)(de Wit, 2008);Top-N 
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metrics such as Precision, Recall, ROC curves, A-measures, Mean Reciprocal Rank 

(MRR)(Ekstrand, 2014);and Serendipity metrics(Murakami, Mori, & Orihara, 2007) such 

as Unexpectedness(Adamopoulos & Tuzhilin, 2011), Relevance, Novelty, Coverage(Ge, 

Delgado-Battenfeld, & Jannach, 2010a),User Satisfaction, Learning Rate,  and 

Confidence. Review and discussion on the whole metrics is beyond the scope of this 

thesis, for more details of different metrics, refer to studies of (Gunawardana & Shani, 

2009; Murakami et al., 2007; Parra & Sahebi, 2013; Schröder, Thiele, & Lehner, 2011). 

In the following, a few important and most used metrics of RSs are discussed.  

2.3.2.1 Prediction accuracy metrics 

Prediction accuracy is one of the most important indicators that is measured in the 

majority of RSs (Shani & Gunawardana, 2011). The prediction accuracy is basically 

independent of the user interface, it can thus be used in offline experiments. A typical 

assumption in study of RSs is that the RS with more accurate predictions will be better 

from the user’s point of view.  In following, three different categories of metrics for 

measuring the accuracy of predictions including metrics for computing the accuracy of 

ratings predictions, metrics for computing the accuracy of usage predictions, and finally 

metrics for computing the accuracy of rankings given to indicators are discussed. 

(a) Measuring prediction accuracy of ratings 

Sometimes the main goal of a recommender is to predict the users’ ratings. Therefore, 

the accuracy of the predicted ratings is important in this situation. The most popular 

metric applied for this situation is Root Mean Squared Error (RMSE) (Shani & 

Gunawardana, 2011) where predicted ratings �̂�௨௜ for a test set 𝜏 of user-item pairs (𝑢, 𝑖) 

for which the true ratings 𝑟௨௜ are known. The  𝑟௨௜ are considered as known, because they 

are hidden in an offline experiment approach, or because they would be obtained through 
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a user study or online experiment. The RMSE between the actual and predicted ratings is 

identified by:  

𝑅𝑀𝑆𝐸 =  ඨ
1

|𝜏|
 ෍ (�̂�௨௜ − 𝑟௨௜ )

ଶ

(௨,௜)∈ఛ

 

 

(2.20) 

And also, there is another alternative that is called Mean Absolute Error (MAE): 

𝑀𝐴𝐸 =  ඨ
1

|𝜏|
 ෍ |�̂�௨௜ − 𝑟௨௜ |

∑(௨,௜)∈ఛ

 

 

(2.21) 

Normalized RMSE (NRMSE) and Normalized MAE (NMAE) are two other versions 

of RMSE and MAE that have been normalized by the range of the ratings (i.e. 𝑟௠௔௫ ʷ 

𝑟௠௜௡ ). As the functionality of normalized versions is the same as RMSE and MAE 

metrics, their resulting rankings are the same as the un-normalized metrics. Average 

RMSE and Average MAE are mostly used in case of unbalanced test sets. In this situation, 

the RMSE or MAE methods might be heavily suffered through the side effects of the 

error on a few very frequent indicators. To measure the prediction error on any item, it is 

advised to apply MAE or RMSE for each item separately and then use the average value 

over all indicators. 

(b) Usage prediction metrics 

Usage prediction metrics measures the frequency of relevant or irrelevant indicators 

recommender by an algorithm. It helps to know if the system recommends an appropriate 

item that the user will use it (Shani & Gunawardana, 2011). As mentioned previously, 

these metrics are not used for directly measuring the qualifications of a RS to predict 

ratings accurately.  Precision and Recall are two metrics that mostly used for the above- 
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mentioned context (Cleverdon, Mills, & Keen, 1966) (Shani & Gunawardana, 2011). For 

calculation of the precision and recall, Table 2.2 which is a 2×2 table is used.  

Table 2.2: The possible conditions of recommendation to users (Rohani, 2014) 

 Selected 
(Recommended) 

Not selected 
(Not Recommended) 

Total 

Relevant (Used) 𝑁௥௦  𝑁௥௡  𝑁௥  
Irrelevant (Not used) 𝑁௜௦  𝑁௜௡  𝑁௜  
Total 𝑁௦  𝑁௡  N 

 

Figure 2.15 also shows how to transform the rating and indicators into a binary scale 

if they already in a different scale. Also, it is required to separate the indicators into the 

set that was recommended to the user (selected/recommended), and the set that was not. 

 

Figure 2.15: Transform to binary scale 

Based on the situations as shown in Table 2.2, four conditions for recommendation of 

indicators to the users are possible: 

𝑁௥௦  = Relevant (Used) and Selected (Recommended) Indicators 

𝑁௜௦   = Irrelevant (Not Used) and Selected (Recommended) Indicators 

𝑁௥௡  = Relevant (Used) but Not Selected (Not Recommended) Indicators 

𝑁௜௡   = Irrelevant (Not Used) and Not Selected (Not Recommended) Indicators 

𝑁௦  = Total number of Selected (Recommended) Indicators 

𝑁௡   = Total number of Not Selected (Not Recommended) Indicators 

𝑁௥  = Total number of Relevant (Used) Indicators 
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𝑁௜  = Total number of Irrelevant (Not Used) Indicators 

Therefore, Precision or True Positive Accuracy (TPA) is calculated as the ratio of 

selected (recommended) indicators that are used (relevant) to the total number of selected 

(recommended) indicators (Herlocker, et al., 2004):  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃𝐴 =
𝑁௥௦ 

𝑁௥௦ + 𝑁௜௦ 
 

 

(2.22) 

This is the probability that a recommended item corresponds to the user's interests and 

preferences. Recall or True Positive Rate (TPA) is calculated as the ratio of selected 

(recommended) indicators that are used (relevant) to the total number of used indicators 

(Herlocker, et al., 2004) which is the probability that a used (relevant) item is 

recommended. 

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃𝐴 =
𝑁௥௦ 

𝑁௥௦ + 𝑁௥௡ 
 

 

(2.23) 

Precision and Recall are inversely related and depend on the separation of the concept 

of relevant and irrelevant indicators. There is not consensus on the definition of 

“relevance” and the suitable approach to calculate (Harter, 1996; Voorhees, 2000). The 

majority of information retrieval evaluation methods have focused on an objective 

viewpoint of relevance, where it is defined with respect to a query, and is independent of 

the user. In doing so, the documents can be compared with queries to determine which 

documents are relevant to which queries. However, in case of RSs, the objective relevance 

makes no sense and it’s not applicable.  

The only person who can judge if an item is suitable, is the user. Therefore, relevance 

in the field of RSs is considered as a subjective concept (Herlocker, et al., 2004). 
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As mentioned earlier, there is a mutual dependence between Precision and Recall. 

Specially, in case of longer recommendation lists, the Recall is increased while the 

precision is decreased. To make a trade-off between these two metrics, Precision and 

Recall is considered in conjunction with another metric called Fall-out or False Positive 

Rate (FPR).  Fall-out is measured as the ratio of selected (recommended) indicators that 

are not used (irrelevant) to the total number of not used indicators (Hernández del Olmo 

& Gaudioso, 2008) which is the probability that an irrelevant (not used) item is 

recommended to the user. 

𝐹𝑎𝑙𝑙 − 𝑜𝑢𝑡 = 𝐹𝑃𝑅 =
𝑁௜௦ 

𝑁௜௦ + 𝑁௜௡ 
 

 

(2.24) 

F-measure is a metric from combination of Recall and Fall- out, the harmonic mean of 

precision and recall which defines as (Rohani, 2014): 

 

𝑭 − 𝒎𝒆𝒂𝒔𝒖𝒓𝒆 = 𝟐 ×
𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 × 𝑹𝒆𝒄𝒂𝒍𝒍

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 + 𝑹𝒆𝒄𝒂𝒍𝒍
 

 

(2.25) 

In overall, if the number of recommended offering to the users is preordained, the most 

useful metric is Precision at N where N is the number of recommended indicators to the 

user (Shani & Gunawardana, 2011).  

2.3.3 User eXpereince evaluation 

As indicated earlier in Chapter 1, recently researchers have acknowledged that 

embedding the RSs methods into UX impacts dramatically on the effectiveness of 

recommendations for the users (Bart P. Knijnenburg et al., 2012; Joseph A Konstan & 

John Riedl, 2012). In the early 1990’s, cognitive scientist, Don Norman coined the term 

UX. He indicated that UX is about the user’s feeling (positive and negative) about a 
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product over time (D. Norman, 2013b). He elucidated that the term of UX was invented 

because there was a need for an umbrella term beyond the human interface and usability 

to cover all aspects of the user’s experience with a system such as industrial design, 

graphics, the interface, the physical interaction, and the manual.  

There is no a clear definition of UX (McCarthy & Wright, 2004) (Law et al., 2009). 

However, the current ISO (ISO 9241-110:2010 (clause 2.15) definition on UX focuses 

on a person’s perception and the responses resulting from the use or anticipated use of a 

product, system, or service. Kraft (2012) emphasized that UX is not about creating the 

newest and cutting-edge technologies but a great UX around them. For example; Nokia, 

as a leader of UX, failed to create an acceptable UX for touch screens in the mobile phone 

industry but Apple managed to create an excellent UX for this old technology. Therefore, 

it has been said that today, UX is the key battleground for all kind of products in the 

consumer business market (Kraft, 2012). In software engineering, as a matter of fact, if a 

product fails to meet rising end users’ needs, it makes both the product and the company 

(creator of product) obsoleted. UX is becoming the key competitive factors in more and 

more industries. Users are demanding products that are not only easy to use but also joyful 

and fun to use. Users will choose the products that put a smile on their face when using 

the product. In other words, users will choose products with a great UX (Bernhaupt, 

2010).  

In the field of RSs, UX is the delivery of the recommendations to the user and the 

interaction of the user with those recommendations. Indeed, UX necessarily includes 

algorithms, often extended from their original form, but these algorithms are now 

embedded in the context of a certain application (Bart P. Knijnenburg et al., 2012). 
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2.3.3.1 UX metrics 

UX is dynamic and changes in the different circumstances by users’ contexts and 

emotional states durin, before and after an interaction with a product (Vermeeren, 2010). 

Considering dynamic changes of user goals and needs, it is crucial to evaluate the RSs 

beyond the static aspects and investigate the temporal aspects of UX to know how and 

why experiences evolve over time(Bart P Knijnenburg & Willemsen, 2010). Moreover, 

users’ values and expectations influence their experiences therefore it has to be 

considered from the beginning of the design process (T. Nguyen, 2016). 

A thorough understanding of users’ experiences, their positive or negative feelings, is 

at the core of UX evaluation (Kraft, 2012). However, one problem with feelings and 

indeed the UX is that different people react differently to different situations. And the 

same person may get different feelings in the same situation depending on the context. 

The goal is, of course, to maximize the positive moments for users when they’re using 

the system. And ideally to make the users love the product, at least some or most of the 

time(Hassenzahl & Tractinsky, 2006).  

A collection of UX definitions and evaluation methods along with the relevant 

references are accessible at http://www.allaboutux.org/ux-definitions. The review of all 

methods is beyond of the scope of this research and some also are not applicable for the 

RSs. In the following, only the methods that extent the understanding of UX evaluation 

and have been applied in RSs are discussed briefly. 

 One of the methods for long- term evaluation of UX is the UX Curve (Kujala, Roto, 

Väänänen-Vainio-Mattila, Karapanos, & Sinnelä, 2011) which aims at assisting users in 

retrospectively reporting how and why their experience with a product has changed over 

time. Figure 2.16 is an example of UX Curve which positive feelings mean that the UX 

curve goes up, negative feelings mean that the curve goes down. If the curve goes down 
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too much or drops repeatedly during the process, the system will most likely lose the user, 

or the user may end up being pretty unhappy most of the time using the system. Another 

very important point is that one negative user experience may need dozen good 

experiences to make the user satisfied again and sometimes the user does not come back 

and even is not willing to use other services or products from the same company (Kraft, 

2012). 

 

Figure 2.16: UX Curve 

The UX curve helps to look beyond static aspects and to evaluate UX changes over 

time. And this is also the difference between usability tests and UX. Usability tests tend 

to focus on task performance whereas UX focuses on lived experiences(Hassenzahl et al., 

2013). In the following two different perspectives in UX evaluation posted in the RSs 

literature are expressed briefly.  

(a) Objective UX (Cognitive Load)  

 
Objective UX measures the motivations behind the users’ ratings (T. Nguyen, 2016). 

In other words, it is about the amount of the required memory being used by the working 

memory of the user to achieve his goal(Sweller, 1994).The less cognitive load is the more 

P1- P16     Positive Feelings      N1- N16    Negative Feelings 
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the positive feeling is discerned by the users while interacting with the system. Harper et 

al. (2005) investigated motivations behind user rating behaviours in an online movie RS. 

They constructed an empirical model to formalize their initial understanding of the 

system, and conducted survey to collect behavioral data. They found out that users 

perceive rating-time costs when they provided ratings. In another study, Sparling et al. 

(2011) the mental cost and benefits on different rating scales  upon 12,847 movie and 

product review ratings collected from 348 users through an online survey have been 

investigated. Based on the Sparling et al.'s approach the rating time is applied to estimate 

cognitive load because user mental costs is difficult to be measured accurately (T. 

Nguyen, 2016). 

(b) Subjective UX (Self-report) 

 Knijnenburg et al.'s (Bart P. Knijnenburg et al., 2012) proposed an evaluation 

framework for the UX of RSs. The framework aims to investigate the impact of objective 

system aspects such as the user interface on the users' subjective perceptions and 

experience. They provided a questionnaire survey of 7-likert-scale statements to measure 

the usefulness of the system (experience) influenced by the perceived difficulty of the 

system (subjective system aspect), and how each of these are affected differently by the 

three different interfaces, controlling for the self-reported expertise as a personal 

characteristic.  

2.4 Systematic Literature Review on recommending approaches   

The increasing number of papers on RSs is an ample evidence that in many disciplines 

applying contextual information has been a critical issue in the last decade (Adomavicius 

& Jannach, 2013) and identifying contextual information used in SRSs is effective for 

future studies in this field. Besides, the evaluation of the SRS’ effectiveness in SRSs is 

not promising (Beel, Genzmehr, et al., 2013). Hence, the need to conduct two SLRs on 
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the basis of the results from past studies exploited contexts for recommending and also 

reviewing the recommending evaluation methods have been identified as shown in Figure 

2.17.  

 

Figure 2.17: SLRs on recommending approaches & evaluation methods  

The first SLR on SRSs studies was carried out in order to identify the: 1) 

recommending methods applied in SRSs, 2) contextual information incorporated to the 

recommending process, and 3) the ways that researchers have identified the contextual 

information. In the following section, a summary of the first SLR results is discussed.  

2.4.1 Summary of results  

This SLR work has been published in a journal and the article(Champiri et al., 2015)  

is appended in appendix A. Therefore, the following sub-section provides the summary 

of the SLR results.  
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2.4.1.1  Recommending approaches applied in SRSs 

Many methods have been successfully applied to make recommendations. The 

majority of approaches during the years of 2000 to 2014 are typically classical approaches 

of CF and CBF, as shown in Figure 2.18 (The references are in the appendix A).  

 

Figure 2.18: Distribution of recommending approaches  

Incorporating contextual information into recommendations leads to greater data 

volume and a considerably more complex computation. Besides, it is even harder to 

estimate the important contextual factors that are relevant to users’ interests (Yujie & 

Licai, 2010). Therefore, the majority of the existing studies have applied approaches of 

CF and CBF.  

2.4.1.2 Contextual modeling in SRSs  

Some researchers of RSs believe that regardless of the technology exploited by a RSs, 

the high quality recommendations can be produced only after modeling of the users 

preferences which is typically called User Model (UM) in the literature (Berkovsky et al., 

2008; Kobsa, 2001). In this context, quality refers to the ability of the system to produce 

exactly those recommendations that the user will use or would like (Berkovsky et al., 

2008). To achieve this, adequate information including contextual information should be 
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stored to deliver high quality recommendations however acquisition of sufficient data for 

the UM, is not an easy task especially at the initial stages of interaction with the user, 

when usually little information about the user is available. Therefore, as a general rule, 

the more valid information is stored in the UM, i.e., the more knowledge the system has 

obtained about the user, the better the quality of the recommendations will be (Berkovsky 

et al., 2008). 

As indicated earlier, there are little studies developing UMs in the field of SRSs while 

the main factor that influences users’ satisfaction is the ability of a recommender to meet 

the users’ information needs and it is obvious that the users have different information 

needs due to different knowledge, goals, and generally different contexts which are 

uncertain and change consistently (Beel, Gipp, Langer, & Breitinger, 2016). In contextual 

UM, the contextual information is employed directly as a main part of learning preference 

models (built using techniques such as decision tree, regression, and probabilistic model). 

To put it differently, contextual variables are added as dimensions in the recommendation 

function in addition to the user and item dimensions (Panniello et al., 2009). However, 

identification of valid contextual information for different domains are challenges in 

contextual user modelling either explicitly or implicitly (Yujie & Licai, 2010) (Kobsa, 

2001).  Moreover, a contextual UM should be able to infer possible cognitive process of 

user behavior and mind but it is not fully tractable in the practice (Berkovsky et al., 2008; 

Kobsa, 2001; J. Y. Wu & Wu, 2014). The past decade has seen research into the use of 

ML to support user modeling pass through a period of decline and then resurgence, 

however for creating the cognitive user models it is still at early stage(Martín et al., 2013; 

Papatheocharous et al., 2014). 
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2.4.1.3 The contexts incorporated into recommending in SRSs  

The results taken from the SLR showed that, contextual information exploited for 

SRSs are categorized into three main groups including user, document, and environment 

contextual information. The users’ contextual information implies the information 

explaining users’ current situation such as task, information seeking. The information that 

characterizes the situation of a paper could be considered as document or paper context. 

CB approaches generally calculate the similarities between the content of documents for 

making recommendations. Each document has specific attributes that differ from others 

such as bibliographic information, citations and popularity. There are several attributes 

of documents (Pazzani & Billsus, 2007). For example, bibliographic information of a 

paper, including title, ISSN, abstracts, keywords are key factors in generation of ratings. 

Like bibliographic information, co-citations are semantic similarities ratings for 

documents that present the frequency of two documents cited together by other 

documents (Franke, Geyer-Schulz, & Neumann, 2008). Some studies proposed 

approaches where they compute the similarity of citations between scientific papers to 

recommend appropriate papers (Sean M McNee et al., 2002; Sean M McNee, Kapoor, & 

Konstan, 2006; J. Webster et al., 2004). Besides, the modelling of researcher’s past works 

as well as papers that cite the work are effective to be used for the purpose of formulating 

scholarly papers recommendations. This model was implemented and tested by 

Sugiyama, K. and M.-Y. Kan (Sugiyama & Kan, 2010). Based on the results obtained 

from the users’ feedback, they proved that filtering these sources of information has a 

significant impact on accuracy of recommendation. Environment contextual information 

presents a set of information to formalise the situation of users, especially when the 

situation of users is dynamic and changes frequently. Based on the results of SLRs, 

examples of the environment contextual information exploited for scholarly 

recommendations include location, time, service type and surrounding conditions. It 
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seems that environment contextual information is mostly employed in mobile 

recommender systems, which are characterised by dynamic changes in the environment. 

The contextual information along with its conditions based on the analysis of the past 

studies are sorted and categorised in the paper attached to the Appendix A.  

2.4.1.4 The methods of contextual information identification  

Another question of the above mentioned review addressed the way in which 

researchers have understood the relevancy of contextual information that is expressed in 

below. The importance of this question is intensified when researchers on the field of 

context awareness are unanimous that context is an ill-defended concept (Bazire & 

Brézillon, 2005) (Adomavicius & Jannach, 2013). Besides, exploitation of all or too much 

contextual information might cause computational complexity and ambiguity in the 

system due to irrelevant, redundant, inconsistent, and noisy data (Baltrunas et al., 2012; 

J. Yuan et al., 2014; Yujie & Licai, 2010). Moreover, it is discussed later that each 

particular contextual information is considered as an extra dimension to the utility 

function of recommender. Hence, understanding of how researchers assess the relevant 

contextual information employed in SRSs, is crucial. The results showed that researchers 

in the field of SRSs, mostly relied on the past studies or have not discussed how they find 

out the relevant contextual information which they have exploited in the recommending 

process.   

2.5 Systematic Literature Review on recommending evaluation methods  

A separate SLR have been conducted to review comprehensively recommending 

evaluation methods applied in the field of SRSs. In the following sections, the SLR 

methodology, data acquisition, data analysis and results are elaborated respectively. To 

accomplish the SLR, the meta-analysis method has been applied. Systematic review is 

also a part of the meta-analysis method (Ferrier et al., 1995; Tenenhaus et al., 2004), for 
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the systematic review,  the Kitchenham’s guidelines are inspired, which is a rigorous and 

well-defined guideline for reviewing the sources in the field of software 

engineering(Barbara Kitchenham, 2007). The process consists of the following steps and 

activities (Figure 2.19) which are discussed in the next sections. 

 

Figure 2.19: SLR activities 

2.5.1 Data Acquisition  

The evaluation of the SRS’ effectiveness in SRSs is not promising (Beel, Genzmehr, 

et al., 2013) and there is not consensus between researchers on the best evaluation 

method; hence, the need to review this area has been identified (DA1). Figure 2.20 depicts 

the research questions that the SLR aim to investigate and respond (DA2).    

 

Figure 2.20: SLR research questions on recommending evaluation 
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Several terms have been used differently in publications to identify the area of 

CARSs(Baltrunas & Ricci, 2009). Besides, a few researchers had used contextual data 

such as user profile information for creating scholarly recommendations, but they did not 

indicate directly the terms “contextual” or “context aware” in their titles or abstracts. 

Likewise, different terms and synonyms have been applied for Scholarly RSs, including 

university and scientific systems (C. Porcel, Herrera-Viedma, Enrique, 2010). Thus, in 

order to find the maximum number of related papers, the searches have been carried out 

in 14 bibliographic databases in two steps of narrow and broad searches (DA3). In the 

first step as shown in Figure 2.21, the searches specified the retrieval of papers directly 

discussing CASRSs by using a “Boolean strategy” to locate title, abstract and keywords; 

a total of 12 papers were retrieved through this step. For those studies that did not have 

words that matched the related terms, a broader strategy as contained in the second-step 

search was used.  

 

Figure 2.21: Search strategies 

To retrieve the relevant studies because After conducting the second step search, an 

additional 114 papers that discussed RSs for recommending books and papers were 

identified; these papers were published from the years 2000 to 2014. All of them have 

been added to the database. Thus, the total number of papers retrieved through the two 
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search steps is 126, all written in English. The EndNote software (Reuters, 2013) is used 

to store the retrieved papers because with this software it is easy to keep record of 

references (DA4). Figure 2.22 shows data acquisition and analysis process. Based on the 

exclusion and inclusion criteria (DA5), 67 papers were selected to be considered for 

purposes of final review and Meta-Analysis to provide answers to the research questions.  

 

Figure 2.22: Data acquisition and analysis process 

The date of January 2000 was fixed as the starting point for this review and November 

2014 as the last date. Next, the papers were scrutinised for finding the values for variables 
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such as recommending method, contextual information (DA6). Then a table was prepared 

when the rows are papers and each column is a determined variable, e.g. offline, CF, CB. 

The table is filled out by 0 and 1; for example if a paper used offline evaluation method, 

the value of 1 should be assigned for that in offline column (Figures 2.23).   

 

Figure 2.23: A sample of data preparation 

For the validity control of data collection, randomly 20 % of total papers for each SLR 

have been chosen and the second author manually reviewed them again. The review was 

based on each paper’s abstract; introduction and conclusion, and the results were used to 

certify the accuracy of the final selected papers. Due to the implementation of the 

additional control, there was no new discovery of relevant papers that met the 

aforementioned criteria (DA7).  An additional control was established so as to limit the 

maximum number of relevant papers. All the references of the selected papers were 

reviewed; the titles of the references were double-checked with the database. Due to the 

implementation of the additional control, there was no new discovery of relevant papers 

that met the aforementioned criteria. This served as a confirmation that within the scope 

of this study, the maximum number of relevant papers had been reviewed.  

2.5.2 Data Analysis  

The Frequency Analysis (FA), Correlation Coefficient (CC), Analysis of Variance 

(ANOVA), factor Analysis and Frequency Analysis to respond the identified questions. 

All of these analyses are conducted by IBM SPSS Statistics v.23.  In order to ensure 
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validity controls of data analysis tests, the five essential assumptions (Harman, 1960) in 

factor analysis were duly checked. Specific assumptions are made in carrying out the 

ANOVA test, which include those in the following list: 1) each sample is an independent 

sample; 2) the normal distribution (the Kolmogorov-Smirnov test is conducted to verify 

the normal distribution of the sample; 3) at the group level, the population variances are 

equal in responses(DA8).  

2.5.3 Summary of results  

Following are the key findings from the second SLR conducted on recommending 

evaluation methods in SRSs (DA9). In the rest of this section, the questions indicated 

earlier are responded separately.  

2.5.3.1 Distribution of evaluation methods  

As shown in Figure 2.24, 38 of the 67 papers used offline approach; 11 papers applied 

online approach and 28 papers applied user studies evaluations.  A few studies (G. 

Geisler, McArthur, & Giersch, 2001), (De Giusti, Villarreal, Vosou, & Martínez, 2010) 

did not discuss the evaluation method, but it seems that they had used structured 

interviews in order to evaluate users’ views (Torres, McNee, Abel, Konstan, & Riedl, 

2004). Figure 2.25 depicts the trend of evaluation methods from the years of 2000 to 

2014.  It illustrates that between the years of 2009 to 2011, the offline method has been 

the most used method compare to other evaluation methods. The evaluation methods with 

the reference have been listed in Appendix B. 
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Figure 2.24: Distribution of recommending evaluation methods 

 

Figure 2.25: Trend of recommending evaluation methods 

2.5.3.2 Distribution of evaluation metrics  

A variety of metrics have been applied to measure the different dimensions of SRSs. 

Based on the results, 28 different metrics have been used listed in Appendix C. In this 

review, first the metrics are classify and then the metrics distribution is calculated. 

Through the principle component analysis, EFA is conducted to reduce the observed 

variables. The high membership degree indicates the strong membership of a metric under 

a factor (group). The maximum degree to place a metric under a proper factor is 

considered. The factors which do not have any maximum score of metrics are deleted. 

Then the final classifications of metrics under 8 groups are concluded (Figure 2.26). The 

grouping of metrics based on the maximum number of membership degree is as below: 

0.56

0.16

0.41

0.149

Off-line On-line User- studies Not-mentioned

Offline: 38
Online: 11
User studies: 28
Not-mentioned or 
Qulaitative methods: 2
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Based on Factor Analysis results, Metrics were classified into eight groups. 

However, because of the diversity in metrics used for SRSs’ evaluations, a general 

concept or purpose to classify eight groups under them was not founded. For example, 

metrics in Group 6 including Precision, Recall and F-Measure can be classified under the 

label of “accuracy” metrics or CTR (Click-Through Rate), CiTR (Cite-Through Rate) can 

be considered under “users’ feedback” metrics but general labels do not occur for all 

groups. Considering the above-mentioned classification and the results taken from this 

study, evaluation metrics used for SRSs have been listed and categorised into eight 

categories as shown in Figure 2.27. Based on the results, lab studies (user’s behaviour 

observation), precision, and recall are the most commonly used metrics for evaluation of 

SRSs (Figure 2.28). 

 

1 2 3 4 5 6 7 8
precision -.057 .801 -.387 .077 -.065 .126 .013 .086

Recall -.077 .861 .048 .190 .168 .016 -.017 -.062

FMeasure -.048 .619 -.273 .115 .202 -.076 -.053 -.149

Coverage -.046 .237 -.195 -.059 .589 .275 .062 .128

effective -.023 -.130 -.111 -.130 .583 .090 .024 .091

NDCG -.044 .188 .851 .201 .094 .128 -.018 .001

Hitrate -.047 .161 .663 .174 .131 -.130 .013 .055

Cocitedpro
-.029 .203 .665 .190 .146 .039 .029 .121

CCIDF -.026 -.290 -.193 .907 -.033 .197 .000 -.008

TFIDF -.026 -.290 -.193 .907 -.033 .197 .000 -.008

semanticd
-.017 -.078 .022 -.059 -.134 -.005 .600 -.146

MRR -.022 -.006 .414 .057 -.039 .166 -.059 -.123

CTRset -.067 -.344 -.079 -.274 .386 .542 -.037 -.038

LTR -.032 -.078 -.092 -.089 .068 .195 .183 .652

CiTR -.021 -.159 .000 -.156 .101 .436 -.228 -.589

WSM -.017 -.078 .022 -.059 -.134 -.005 .600 -.146

MAE .443 .442 -.187 .003 -.363 .224 -.031 -.043

RMS .011 .195 -.127 -.036 -.430 .295 -.010 .052

Quetionares
.291 -.068 -.094 -.004 .152 -.612 -.107 -.205

Reliability .997 -.011 .017 .012 .034 .017 .006 .014

Accessibility
.997 -.011 .017 .012 .034 .017 .006 .014

Assistance
.997 -.011 .017 .012 .034 .017 .006 .014

Usability .997 -.011 .017 .012 .034 .017 .006 .014

Applicability
.997 -.011 .017 .012 .034 .017 .006 .014

Performance
.997 -.011 .017 .012 .034 .017 .006 .014

Feasibility .997 -.011 .017 .012 .034 .017 .006 .014

Labstudies
-.099 -.126 -.310 .274 .356 -.421 -.036 .045

statistical -.040 -.189 .053 -.146 -.348 -.014 -.445 .300

Metrics

Factors (Groups)

Figure 2.26: Metric classification groups based on membership degree 
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Figure 2.27: Distribution of Evaluation metrics used for SRSs 

 

Figure 2.28: Trend of detected evaluation metrics 

The results of frequency analysis of evaluation metrics show the recent (2010-2014) 

evaluation metrics in the following order of popularity: Precision, Recall, Questionnaire 

studies, Lab Studies, Mean Absolute Error (MAR) (Figure. 2.27). The more details of the 

above mentioned metrics are provided by (Parra & Sahebi, 2013), (Said, 2013; Schröder 

et al., 2011). 

As the SLRs have conducted the studies until 2014, the next section reviews the new 

studies until the end of this research. 

Univ
ers

ity
 of

 M
ala

ya



78 

2.5.4 Review of the recent related work  

During the years of 2014 to 2018, there have been a few researches in the field of 

SRSs. Wesley-Smith & West have applied citation analysis in order to identify papers 

that are similar to an input paper, they used the databases such as CiteSeerX3(Wesley-

Smith & West, 2016). They used TF-IDF and LSA methods to discover groups of words 

that are equivalent in their meaning. Shahin Mohammadi (2016) has proposed a new 

method to integrate structural and contextual information for building a context specific 

network for similar PubMed articles (Shahin Mohammadi, 2016). Beel et al (2016) has 

been indicated that CF methods in SRSs are not effective because there is not balance 

between the number of papers and number of users. In other words, a huge number of 

papers compared with the number of users, and only few users rated the similar 

papers(Beel, Gipp, et al., 2016). Therefore, they suggested that user mind modeling is 

more effective than CFs. 

 The use of deep neural networks for Natural Language Processing (NLP) has recently 

received much attention; it provides high quality semantic word representations. Deep 

neural network models have been applied to tasks ranging from machine translation to 

question answering, but not much attention is paid to the RSs area. For instance, in 

(Mueller & Thyagarajan, 2016), the authors showed that LSTM can be used to build a 

language model and assess semantic similarity between sentences. These models are 

usually trained on large amounts of data. To the best of the research’s knowledge, there 

have been no work done before for recommending scientific articles based on contextual 

Bayesian networks (Hassan, 2017).  Also, the use of machine learning algorithms in RSs 

has been reviewed and analyzed by (Portugal, 2015). According to this survey, among 

seven studies that used Bayesian method (Table 2.3), only two studies are related to book 

and document recommender(Ericson & Pallickara, 2013) (Lucas, Segrera, & Moreno, 

2012) which they are not considered contextual information. 
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Table 2.3: BN in RSs (Portugal, Alencar, & Cowan, 2015) 

Domain Reference 
Documents (Ericson & Pallickara, 2013) 

E-shop (Felden & Chamoni, 2007) 
E-mail (Gorodetsky, Samoylov, & Serebryakov, 2010) 
Books (Lucas et al., 2012) 
Movie (Marović, Mihoković, Mikša, Pribil, & Tus, 2011) 
Traffic (Šerić, Jukić, & Braović, 2013) 

Tourism (Y. Wang, Chan, & Ngai, 2012) 
 

The issues derived from the SLRs results and review of recent are discussed in the 
following section.    

2.6 Discussion: Existing issues   

As shown in Figure 2.29, a few crucial issues that built the fundamental of this thesis 

to formulate the research questions are discussed here. The mapping of the research issues 

and objectives of this research are described  in Chapter 3. 

Figure 2.29: Existing issues in SRSs 
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2.6.1 Lack of understanding about the contexts influencing UX  

 

Despite the fact that there is a strong relationship between context and UX(Bart P. 

Knijnenburg et al., 2012), and accentuation of the RS researchers on using UX in the 

recommendation process, there is a lack of understanding about the contexts influencing 

UX in the RS literature (Adomavicius & Tuzhilin, 2011b; Bart P. Knijnenburg et al., 

2012). To make inferences about the users’ experience, it is required to move beyond 

measuring their behavior and measure users’ subjective valuations as well. Moreover, as 

users’ interaction with RSs is highly context-dependent, personal and situational 

characteristics also need to be taken into account.  Unfortunately, even studies that 

consider aspects other than accuracy look at a limited set of variables that influence each 

other (e.g., how satisfaction changes due to diversification, or how choices become more 

accurate with the inclusion of a recommender engine) without integrating these variables 

into a model of overall UX (McNee et al., 2006) (Pu & Chen, 010; Pu et al., 2012). 

However no study have discussed in detail how contexts impact UX. One of the reasons 

behind that might be the subjectivity of UX, which makes it extremely difficult to measure 

without explicitly asking a user how good a recommendation is in their eyes in a long 

period(Tintarev & Masthoff, 2007). Rather than the subjectivity of UX, following 

problems also lead to the aforementioned issue.   

2.6.1.1 Indeterminate contexts  

The results of the SLR on CASRSs showed that contextual information can be 

categorized into three groups of user, document or paper (system) and environment 

contexts however the contexts are not indeterminate completely. According to Dey’s 

(2010) illustration, context can be anything that characterizes the situation of an entity 

which helps better interaction between the user and the system. In SRSs, if a paper is 

considered as an entity so the context would be anything that characterizes the situation 
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of a paper but before detecting the relevant contexts to describe the situation of an entity, 

the more important question is that what is the situation of a paper? And how a paper’s 

situation (e.g. paper’s accuracy) makes a better interaction between the user and system? 

Many recent works have raised the issue that beyond accuracy other characteristic such 

as popularity, diversity and novelty of a paper also influence the quality of paper 

recommendations (Ge, Delgado-Battenfeld, & Jannach, 2010b) (Adamopoulos & 

Tuzhilin, 2011; Ge et al., 2010a; Sean M McNee et al., 2002) This initiative has opened 

up a new perspective regarding evaluating and improving recommendation techniques 

but some challenges are still to be faced. For example, diversity of recommendations has 

been mentioned in only in a few studies. Vellino et al (2010) measured diversity as the 

number of different journals from which articles were recommended (André Vellino, 

2010a)  meaning that if recommendations were all from the same journals, diversity was 

zero. Despite this fact that novelty introduced one of the ways that improves users’ 

satisfaction in RSs (Adamopoulos & Tuzhilin, 2011; Ge et al., 2010a; Sean M McNee et 

al., 2002), The SLR results show that SRSs researchers have not taken into account 

providing novel recommendations. Past studies relied on users’ rating to find out the 

preferences for diversity, popularity, novelty and accuracy while the users’ ratings cannot 

easily show the users’ preferences (Beel & Dinesh, 2017). The above explanation 

demonstrates that the concept of context in SRSs is a crude concept and creating 

recommendations for users in an academic domain to cater to their needs and tasks needs 

more analysis of contextual information affecting decision-making in this domain.   

2.6.1.2 Difficulties on detection of relevant contexts  

It is difficult to understand and exploit the relevant contexts which influence UX for 

all applications (Adomavicius et al., 2005) due to the various situational parameters that 

might influence users ‘decisions in an intuitive way (Hariri, Mobasher, & Burke, 2014). 

Besides, contribution of irrelevant contextual information in the process of 
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recommending might leads to false reasoning models and worse recommendations so  that 

users experience negative feeling with the system and consequently lose their trust and 

stop using the system (Baltrunas et al., 2010)(Panniello, Gorgoglione, & Tuzhilin, 2015) 

(Adomavicius & Jannach, 2013).  

2.6.1.3 Method unanimity in assessment of relevant contexts  

As mentioned before, using contextual information has been considered as the main 

factor for creating better recommendations and enhancing UX (Adomavicius & Tuzhilin, 

2011a; Baltrunas, 2008). Researchers emphasize applying contextual approaches in order 

to recommend indicators to users based on certain circumstances (Baltrunas & Ricci, 

2009; Kaminskas & Ricci, 2011). However, the variety of application scenarios and user 

requirements cause difficulties in presenting a unanimous method for detection of 

contextual information for all RSs. The review of past studies accomplished on SRSs 

have been captured the relevancy of contextual information on recommendation through 

five ways shown in Appendix C. The majority of studies employed contextual 

information based on the past studies were used these contextual information while few 

studies performed separate investigation such as interview with users to explore the 

relevant contextual information from the users’ point of views. In addition, the prediction 

of relevant contexts in the recent studies mostly is assessed by using statistical methods. 

The studies and detection methods along with the references have been summarized in 

Table 2.3.  
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Table 2.4: Methods of relevant contexts detection in RSs 

Domain method Relevant detected contexts Reference 

Movie t-test 
Movie genre, Time of week, 
Accompany type 

(Adomavicius et 
al., 2005) 

Travel χ2 test 
Travel accompany with type(Sole, 
with accompany) 

(Liu, Lecue, 
Mehandjiev, & 
Xu, 2010) 

Tourist 
 

t-test 
Distance, Season, Temperature, Day 
time, Distance, Mood, Travel goal, 
Mood, Distance, Mood, Time available 

(Baltrunas et al., 
2012) 

Restaurant 

A simple 
feature 
selection 
approach 

Service model :23 attributes such as 
latitude, longitude, address, city ,state 
,country, days, hours 
User model : 21 attributes such as 
interests, personality, religion, 
occupation, budget Environment 
model: 2 attributes of time, weather 

(Vargas-Govea, 
González-Serna, 
& Ponce-
Medellın, 2011) 

Movie 

Pearson’s 
χ2 test 
Freeman–
Halton test 

Time, location, social, end emotion, 
dominant emotion, mood interaction 

(Odic, Tkalcic, 
Tasic, & Košir, 
2012) 

Movie 
User's 
opinions 

Day type, location, end emotion, 
dominant emotion, Mood, physical, 
decision, interactiont ime, location, 
social, end emotion, dominant 
emotion, mood interaction 

(Odić, Tkalčič, 
Tasič, & Košir, 
2013) 

 

2.6.2 Under-utilization of contextual user modeling  

As concluded, the most applied SRSs recommending approaches are CF and CBF. 

This is surprising that there is little interest (about 20%) in user modeling specially based 

on contextual information in SRSs while user modeling is one of the most important parts 

of a RS and Amazon, Google’s business model and Netflix are heavily dependent on user 

modeling. User modeling analyzes the users’ indicators or actions and consequently infers 

information (Beel, Breitinger, et al., 2016) which is one of the main differences between 

a RS and search engine as well (Berkovsky et al., 2008; Kobsa, 2001). The aspect called 

“concept drift” in user modeling meaning that the automatic information inferring should 

detect the current relevant indicators (meaningful data) for the user-modeling process. 

However in SRSs researches, concept drift is widely ignored. Besides, user model 
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development requires to gain access to a stream of user actions which can be gained 

through the enhancements of user interface by establishment a link between user actions 

and system events (Bart P. Knijnenburg et al., 2012) while in SRSs studies this matter 

has not taken much attention. The user-model size is another important aspect about the 

user modeling. While in search, user models (i.e. search queries) typically consist of a 

few words, user models in RSs may consist of hundreds or even thousands of words. Of 

the reviewed approaches, 91% did not report the user-model size, which leads us to the 

assumption that they simply used all features. Those few that reported on the user-model 

size usually stored fewer than 100 terms. For instance, Giles et al. utilized the top 20 

words of the papers (Beel, Breitinger, et al., 2016). The following problems lead to the 

aforementioned issue. 

2.6.2.1 Less attention to the users’ information needs  

The meeting of user’s information need is the main contribution of a good scholarly 

recommender. Users have different information needs due to different knowledge, 

preferences and goals, and contexts. One user might look for novel papers in a particular 

area while another user might be interested in the most popular papers. Indicators that 

meet the information needs are “relevant” to the user (Beel, Breitinger, et al., 2016). The 

more a SRS meet the users’ information needs the better is the SRS. So far, this task is 

reflected by measuring the accuracy of recommender: the more relevant, and the less 

irrelevant indicators it recommends, the more accurate it is. The problem is that 

identification of users’ information is not an easy and needs better understanding about 

the users’ information seeking behavior and whether the methods such as log analysis are 

adequate enough to recognize users’ information needs.  

2.6.2.2 Less attention to BNs modeling 

Based on the SLR on recommending methods applying for SRSs by (Champiri et al., 

2015) and review of recent studies by (Hassan, 2017) (Beel, Breitinger, et al., 2016), it is 
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concluded that, different ML methods such as Neural Networks, SVM, Decision Trees 

have been utilized in making paper recommendations considering the CF and CBF 

approaches. Despite that UMs play a critical role on recommendation quality and 

identification of the users’ needs, they are rarely have been used in SRSs researches(Beel, 

Gipp, et al., 2016). Quality of recommendations refers to the capability of the system to 

predict exactly those items or services that make the user would like or use, overall to 

provide good experience for the users (Berkovsky et al., 2008; Kobsa, 2001). However; 

information needs are uncertain and vary among users due to different contexts such as 

background knowledge, preferences and goals (Beel, Gipp, et al., 2016). Hence, it is 

required to select a method which infers dynamic context and surpass uncertainty of them. 

Among the ML methods BNs are powerful tools used for uncertainty modeling (Pearl, 

1985) based on the probabilistic theory of Bayes’ theorem which spreads knowledge 

within the network (Heckerman et al., 1995; Neapolitan, 2004) and reason complicated 

problems. However, As mentioned in Chapter 1, contextual BNs have been rarely applied 

for recommending scientific articles (Hassan, 2017).  

2.6.2.3 Lack of real databases 

Once contexts are exploited in recommenders especially for ML methods, it is 

important that there is a dataset containing relevant parameters. For example; if the 

algorithm is using users’ information needs, it requires data of users’ behaviors which 

reflects users’ information needs. If the required data is not available, the researcher have 

to collect the data before applying the method. In some cases, the process of dataset 

preparation is costly and time consuming therefore the researcher prefer to exploit the 

existing datasets and not get involve in preparing a new dataset. Indeed, the preparation 

of new dataset is difficult and sometime seems to be impossible since it needs serious 

dedication of users but the problem is that using contextual information in the field of 

SRS needs the relevant real datasets and it cannot be tested by datasets in other domains 
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which is mismatch with the users’ needs later on in the real world (Beel, Gipp, et al., 

2016). 

2.6.3 Rare attention to UI  

There is a similar lack of attention concerning the content of what and how SRS 

should present the recommendations to the users. Indeed, only a few studies have 

developed UI and tested the UI usability, (Ozok et al., 2010) (Hiesel, Wörndl, Braunhofer, 

& Herzog, 2016). Recommendation agents are almost never stand-alone applications but 

are usually one of several components of an e-commerce website. SRSs are sometimes 

part of other systems such as digital libraries or bibliographic databases and one of the 

reasons little attention has been given to UI in this area. However, it does not mean that 

UI must be ignored in SRSs(Calero Valdez, Ziefle, & Verbert, 2016) (di Sciascio, 2017; 

Pu et al., 2012a).UI is important because it is the way users interact with the system. No 

matter how accurate the algorithms work, if the UI is not well designed and evaluated, it 

will degrade the interaction between the user and system. For example, the study of 

Middleton et al. (Middleton et al., 2004), the recommendations presented through website 

received much more click-through rate than the similar recommendations delivered to 

users via email. As mentioned before, among the reviewed SRSs, the majority of 

recommendations are delivered through other websites (like library) and only (Beel, 

Gipp, Langer, & Genzmehr, 2011) and Mendeley (Zaugg, West, Tateishi, & Randall, 

2011)provide recommendations via a desktop software however it is still unknown which 

method surpasses the others(Beel, Genzmehr, et al., 2013).  

It shows that there are not many studies that focus on user interface design guidelines. 

Hence, there is a need for guidelines that can potentially help designers to create more 

effective and satisfying UIs for SRSs. A well-design UI influences the users’ perceptions, 

for example a user might better perceive a higher degree of diversity and novelty, if in 
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the interface there is transparency or explanation about the indicators (Ge, 2010).  

Following issues explain more the above mentioned conclusion. 

2.6.3.1 Lack of deliberation on UX of SRS   

As mentioned earlier, part of the users’ experience is formed by interacting the UI. 

However as researchers have indicated user centric evaluation of RSs which is beyond 

the accurate prediction and needs UI, has not been the main focus of RSs 

researchers(Joseph A Konstan & John Riedl, 2012) (Bart P. Knijnenburg et al., 2012). 

This is actually a paradigm shift in RSs research field since before that all the researches 

have been trying to develop more accurate algorithms algorithms (McNee et al., 2006; 

Cosley et al., 2003; Murray & Haubl, 2008; Murray & Haubl, 2009; Ozok et al., 2010; 

Pu et al.,2012; Konstan & Riedl, 2012). As discussed before, the results of SLRs on 

exiting studies have drawn this conclusion that UX has rarely received attention in the 

field of SRSs consequently the UI desing of the SRSs have not been the main focus of 

researchers in this filed (Beel, Gipp, et al., 2016). Although there are many published 

articles, it seems that SRS studies rarely have been implemented completely and used by 

the end users.  

2.6.3.2 Diverse and un-reproducible metrics 

Past studies on SRSs have considered 28 diverse metrics in order to evaluate the 

algorithms effectiveness, which means that researchers are not unanimous in determining 

attributes for effectiveness SRSs. However, metrics such as Precision, Recall and F-

Measure have been widely used to evaluate the accuracy of recommendations. Also, a 

few researchers believe the variety of algorithms and variations in the implementations 

make it difficult to reproduce the results due to the absence of standards to guide RSs 

researchers as to how they should document their proposed algorithms and evaluation 

methods. The problem of limited reproducibility in RSs has been highlighted recently 
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(Beel, Breitinger, et al., 2016; Ekstrand, 2014; Konstan, 2004). Beel, et al (2016) criticizes 

that for 67% of the CBF approaches no information was given on the fields the terms 

were extracted from (e.g. title or abstract). Which might cause problems in replicating 

evaluations, and reproducing research results(Beel, Gipp, et al., 2016). In addition, 

researchers do not normally provide clear definitions of metrics and reason or justification 

for their choice of a specific metric and the crux of the matter is that some of the 

mentioned metrics such as performance, applicability, usability can be defined differently 

depending on the evaluator’s viewpoint (Powers, 2007; Schröder et al., 2011). Based on 

a few significant guidelines done by  Gunawardana & Shani, 2009; Murakami et al., 2007; 

Parra & Sahebi, 2013; Schröder, Thiele, & Lehner, 2011), the first step of the evaluation 

process is to state its goal with a clear definition.   
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2.7 Summary  

 

 

  

 

This chapter started with the brief overview of SRSs, recommending approaches, 

context, UX, evaluation methods and metrics and continued by reviewing existing 

related work on contextual recommending and evaluation methods to provide a 

comprehensive and critical overview of available SRSs by conducting two SLRs and 

also reviewing the recent works on the files of SRSs. Also, this chapter aimed to explain 

and highlight the way researchers understood and assessed relevant contextual 

information in the recommending process in order to provide better recommendations 

for the users and enhance UX of SRSs. This review chapter ended with a discussion and 

critical analysis of the open issues of the existing SRSs and the research work in this 

thesis that aims at addressing those issues. In a nutshell, lack of understanding about the 

contexts influencing UX, difficulties on detection of relevant contexts, under-utilization 

of contextual user modeling, less attention to BNs modeling, lack of real databases and 

rare attention to UI are the issues of existing studies which formulate the foundation of 

research questions of this research. 
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CHAPTER 3: RESEARCH METHODOLOGY 

In this chapter, the research methodology is described and the activities that have been 

performed for this research are listed. As discussed in Chapter 1, this research mainly 

adopts the Design Science Research Methodology (DSRM) process; however, the 

activities are conducted by using Empirical Methods (EMs) to mainly acquire and analyse 

the quantitative data. In addition, the description of the selected approaches and methods 

used to achieve the defined objectives is provided. It also describes the overall operational 

framework for conducting the research and tools utilised to carry out the research. The 

data acquisition and analysis methods for each process, along with the selection 

justification, are discussed in separate sections. Finally, the mapping of research 

objectives, research methods and deliverables is provided. 

3.1 Introduction to Research Methodology  

Prior to discussing the research methodology, clarification of the terms ‘methodology’ 

and ‘method’ must be essentially provided. Runeson et al. (2009) argue that the term 

‘methodology’ refers to the principles and procedures of orderly through, or certain 

processes applied to a specific discipline of science (Runeson & Höst, 2009). Collis & 

Hussey (2003) described methodology as the overall approach of the research process 

from theoretical underpinning to the processes of data collection and analysis. 

Methodology provides a starting point for selecting suitable make-up of theories, 

concepts, ideas and definitions of the topics (Collis & Hussey, 2003). Considering this, 

all types of research follow a distinct methodology varying from study to study. In 

contrast, ‘method’ refers to the specific techniques, tools and means by which data are 

collected and analysed (Runeson and Skitmore, 1999; Hussey and Hussey, 1997). 

Many suggestions are proposed to conduct an appropriate process in DSRM. Peffers 

et al. (2007) reviewed and evaluated the processes of conducting design science research 
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in software engineering and information systems, and concluded that some studies have 

presented design research processes (Vaishnavi & Kuechler, 2004), some have not 

proposed a process (Cole, Purao, Rossi, & Sein, 2005), and some have proposed research 

frameworks that do not clearly state a process (Von Alan, March, Park, & Ram, 2004). 

However, in the prominent work of Hevner (Hevner, 2007), a set of guidelines was 

proposed in light of structuring the appropriate process or method in DSRM. The 

guidelines are summarised in Table 3.1. 

Table 3.1: Design Science guidelines (Hevner, 2007) 

 

Based on the research process proposed by (Hevner, 2007), the second and fifth 

guidelines, which are highlighted more than the other existing guidelines, focus on the 

design and action, and consist of three main phases of problem and solution identification, 

development and evaluation.  Each phase is divided into steps that work iteratively.  

Considering the above-mentioned explanation, this study utilises DSRM by (Hevner, 

2007) and  (Peffers et al., 2007) to guide the whole research process in order to fulfil the 

defined research objectives and address the hypotheses (Research Questions). In each 
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process of answering a specific research problem, if any experiment is required, which 

involves conducting data acquisition and analysis, the guidelines of Empirical Methods 

(EMs) by (Easterly & Levine, 2001) are applied.  

In fact, the roots of DSRM are in the engineering and the sciences of the artificial, and 

primarily are considered as a problem-solving paradigm (Peffers et al., 2007). This 

paradigm attempts to create innovative artefacts and solutions, define ideas, practices, 

and design an acquisition method of knowledge. This methodology uses a systematic 

approach to develop and evaluate an artefact to solve a particular problem. The results 

can be theoretical, practical, or both, based on the problem targeted in the research. 

Therefore, DSRM is used in this research with emphasis on the extensive review of the 

literature to identify the problem (Phase 1), develop an artefact (UM and UI in this 

research: Phase 2), demonstrate its use, evaluate and communicate the findings with the 

researchers and relevant audiences (Phase 3) (Hevner, 2007).  

In the present study, as mentioned, for each process based on DSRM, some empirical 

activities have been done. EM is a research method by using empirical observations to 

collect and analyse the data (Easterly & Levine, 2001). Figure 3.1 depicts the combination 

of DSRM (X-axis) and a set of data acquisition and analysis activities carried out based 

on EM (Y-axis). Accordingly, each of the design artefacts (UM and UI) is be used to 

further discuss the following process. 
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Figure 3.1: Combination of DSRM & EM 

3.2 Research methodology (DSRM) process 

Considering Hevner’s guidelines (Hevner, 2007), this research is conducted in three 

phases as shown in Figure 3.2. In the following section, the three phases and activities 

done to address the research questions for each phase are elaborated.  

  

3.2.1 Phase 1-  Problem & 

Solution Identification  

 This phase is performed 

through two activities of 

identification of the problems and 

finding the solution. The identification and establishment of a specific research problem 

is the preliminary activity which needs the justifiable value of the solution to the problem. 

This activity seeks to motivate the researcher and audiences to strive for a solution, agree 

on the results, and to understand the reasoning associated with the problem.  
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Figure 3.2: Research Methodology 
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The purpose of the first activity is to identify what the problem is (Peffers et al., 2007). 

The problem can be identified from the literature review or it can come from own or 

colleagues’ expertise and experience (Lassenius, Soininen, & Vanhanen, 2001). For 

identification of the research problems in this thesis, as elaborated in Chapter 2, extensive 

literature reviews on recommending methods of SRSs, contextual information, and 

evaluation methods are conducted. It is pertinent to note that until the last months of 

submitting this thesis, the review of the relevant studies have been ongoing to keep the 

related work up-to-date. 

In the following section, a brief discussion on the activities performed for the 

identification of problems and solutions is provided, and then the research objectives are 

mapped to the research problems derived from the existing issues.  

3.2.1.1 Data acquisition and analysis process in phase 1 

The data acquisition process and 

analysis of literature for identification of 

the research problems have been 

elaborated in Chapter 2. This phase 

includes the development of a systematic 

review protocol, conducting of review according to the defined protocol, analysis, 

reporting and visualisation of results, and discussion on findings. Figure 3.2 summarises 

the existing issues, and highlights the fact that there is a gap of how contexts influence 

UX of SRSs. There are difficulties in detecting the most influencing context. Besides, 

user modelling is generally mostly ignored in SRSs researches, but this is recognised 

recently as one of the best solutions to enhance the UX of RS. Finally, the UI has been 

rarely taken into consideration by the researchers of SRSs.    
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3.2.1.2 Solution identification and objectives  

The first activity is concerned with the identification of the problem (gap), whereas the 

purpose of the second activity is to determine how the problem should be solved. This 

activity seeks to define specific objectives and solution requirements to determine how 

the problem should be solved. To carry out this activity, essential requirements of the 

solution are identified after the research problem is established and the current state-of-

the-art solutions are reviewed. Four primary research objectives are intended to be 

achieved by this study as discussed in Chapter 1. 

3.2.1.3 Mapping of research problem and research objectives  

Figure 3.3 shows how research objectives are mapped to the research problems derived 

from the existing issues. Considering the focus of this research, Chapters 4, 5, 6 and 7 

describe the objectives of this thesis in terms of how they can support the designing of 

SRSs to enhance UX.   
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Figure 3.3 : Mapping research problems & objectives
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3.2.2 Phase 2- Design & Development  

This activity refers to the creation or 

development of the artefact or solution such 

as models, methods, constructs, or 

instantiations (Peffers et al., 2007), (Hevner, 

2007). This activity also specifies the desired 

functionality of the underlying concepts and of the architecture. In Phase 2, the objectives 

from the previous activity are used as a basis for the development of a solution, which is 

the answer to the mentioned problems.  

Three artefacts are proposed in order to solve the mentioned problems. As the current 

research focuses on contextual UM, these two steps are taken: firstly, investigate how 

contextual information influences UX of SRSs; secondly, detect the most influencing 

contextual information to be considered in a Bayesian UM. Since UX is dependent on UI, 

and some of the contextual information characterises the situation of UI, a UI is designed 

in this thesis. Therefore, the design and development phase includes three primary 

sections, which are also the first three objectives of this research. They are discussed 

separately in the following section. 

3.2.2.1 Framework Development: Achieving Objective 1 

The objective explores how contexts influence UX with SRSs and to assess what the 

most relevant contexts are. The framework has been formed in two stages: firstly, the 

concept of the framework is composed; and secondly, it is empirically examined. 

Therefore, the existing models and theories of UX, especially with RSs, are reviewed 

first, and then a conceptual framework is proposed. The framework shows in what way 

contexts influence UX with SRSs. The proposed framework not only enriches the 

conceptual understanding of how contextual information influences UX of RSs, but also 
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serves as a foundation for further theoretical and empirical investigations. Moreover, a 

better understanding of relevant contextual information can also help researchers to 

design an effective SRS and reduce the data complexity. The set of structurally related 

contexts assessed in this research can be embedded into both back-end (algorithms) and 

front-end (user interface) in order to enhance the UX of SRSs. Chapter 4 discusses the 

theoretical basis, adoption of main component and identification of variables of the 

framework. The relationships drawn between the various latent variables and concepts 

leading to the proposition of relevant hypotheses are theoretically justified. Finally, the 

proposed framework is examined empirically.  The activities performed to achieve this 

objective are shown in Figure 3.4.  

 

Figure 3.4: Activities performed for Objective 1 

(a) Data acquisition for Objective 1  

As mentioned, the conceptual foundation of the proposed framework is based on the 

relevant existing theories and experts’ feedback, but it is empirically examined by the 
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data collected through the end users of SRSs. For collecting the required data, this study 

targets the population of computer science scholars in three different countries, which are 

Malaysia, Iran and Canada. The questionnaire was available on the 

“www.rscholar.com/quest” server from 24 September 2015 until the 28 March 2016 

(almost 6 months). During the time period of data gathering, a total of 177 useful 

responses were received and used in the data analysis. Chapter 4 describes in detail the 

demographic information of the participants of this study and the process of data 

collection.  

(b) Data analysis method and justifications for Objective 1 

The examination of the framework and detection of most relevant contexts are 

performed using the empirically activated quantitative method of PLS-SEM. This method 

is a predictive technique  (Pratley, van Voorthuysen, & Chan, 2014) and useful for 

exploring research objectives (Hulland, 1999); it is particularly relevant in studies using  

less developed theories (Henseler et al., 2014) and the phenomena of which is relatively 

new (Sharma & Kim, 2012). This method helps to estimate the values of latent variables 

of relationship models that are mostly subjective and not directly measurable. 

Additionally, a few pre-processing assumptions such as large sample size and normality 

have been avoided in this method ( Hair et al., 2014; Urbach & Ahlemann, 2010). Besides, 

in comparison with the methods that can analyse only one layer of linkages between 

variables at a time, the PLS-SEM method has the advantage of answering a set of 

interconnected enquires in a single, systematic, and comprehensive analysis ( Hair et al., 

2011).  In other words, by using PLS-SEM, a single run of analysis algorithm can 

simultaneously calculate both the variable values of measurement model (the correlation 

between the measurement indicators and their related construct) and the structural model 

(the conceptualised linkages between the various constructs in the research model) 
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(Pratley, van Voorthuysen, & Chan, 2014). Therefore, this method is useful for data or 

dimension reduction to eliminate or mitigate the complexity and ambiguity in the system.  

3.2.2.2 Development of Bayesian UM: Achieving Objective 2 

To achieve this objective, the relevant contexts identified in Objective 1 have been 

exploited to design a Bayesian UM in order to diagnose the users’ information needs in 

searching for scholarly papers at four levels: accurate, novel, diverse and popular papers. 

The proposed UM can be embedded in the recommending process to improve the UX.  

The activities performed to achieve Objective 2 are shown in Figure 3.5. Details of user 

modelling process are discussed in Chapter 5 and evaluation of UM is discussed in 

Chapter 7.  

 

Figure 3.5: BN model activities 

(a) Data acquisition for Objective 2  

In order to gather the required data for the BN modelling, a web application was 

prepared and the link of the web application “www.rscholar.com/app” was shared by an 

email invitation to computer science scholars, including master’s, PhD, post-doc students, 

and faculty members. The data collection started from 10 January 2016 until 30 July 2017. 

During the time period of data gathering, a total of 1121 records were received, of which 

1053 records have been used in the process of BN development. After the dataset 

preparation, some of the activities shown in Figure 3.6, such as data cleaning and missing 
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data, are performed. The detailed information about the data acquisition, dataset 

preparation, and data pre-processing activities are provided in Chapter 5.  

 

Figure 3.6: Data cleaning process  

(b) Data analysis method and justifications for Objective 2 

As discussed in Chapters 1 and 2, the BNs are powerful methods most commonly used 

for uncertainty modelling of behavioural data, especially, but not exclusively, in capturing 

perceptions (R. Rim, M. Amin, & M. Adel, 2013a). Their initial appearance was in the 

field of medical decision systems in the late 1970s (Pearl, 1985). The inference of BNs is 

based on a probabilistic theory called Bayes’ theorem to spread knowledge within the 

network (Heckerman, Mamdani, & Wellman, 1995; Neapolitan, 2004). 

𝑝(𝐻|𝐸) =
𝑝(𝐸|𝐻) × 𝑝(𝐻)

𝑝(𝐸)
 

(3.1) 

In Formula 3.1, the prior probability of A is 𝑝(𝐻), 𝑝(𝐸|𝐻) is the likelihood function 

of H, and 𝑝(𝐸) is the prior probability of E, which is called marginal probability. Thus, 

𝑝(𝐻|𝐸) is a posterior probability of H given E  (R. Rim, M. Amin, & M. Adel, 2013a). 

In a general form, 𝑝(𝐻) and 𝑝(𝐸)≥0, and 𝑝(𝐻௜) consists of mutually exclusive events 

within the universe S; the Bayes’ formula would be (Bolstad & Curran, 2016) as below:  
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(𝑯𝒊|𝑬) =
𝒑(𝑬 ∩ 𝑯𝒊)

𝒑(𝑬)
=

𝒑(𝑬|𝑯𝒊) × 𝒑(𝑯𝒊)

∑ 𝒑(𝑬|𝑯𝒊) × 𝒑(𝑯𝒊)
𝒏
𝒋ୀ𝟏

 
(3.2) 

 

More precisely, BNs are a class of graphical models that allow a concise representation 

of the probabilistic dependencies between a given set of random variables (nodes)𝑋 =

{𝑋ଵ, 𝑋ଶ, 𝑋ଷ, … 𝑋௡} as a directed acyclic graph (DAG) G=(V,A). Each node 𝑣௜ ∈

𝑉 corresponds to a random variable 𝑋௜, which might represent a causal link from a parent 

node to its children (R. Rim, M. Amin, & M. Adel, 2013a). Each node is associated with 

a conditional probability distribution which assigns a probability to each possible value 

of this node for each combination of the values of its parent nodes (Zukerman & Albrecht, 

2001). More information about BN method and justification is provided in Chapter 5. 

Briefly, the BN is chosen for the UM in this thesis because of the advantages over other 

ML methods: 

1. It is able to overcome uncertainty of contextual data 

2. It is able to represent the cause-effect relationships between the contexts 

3. It is well adapted for development of user modelling  

4. It is appropriate for diagnosing users’ information needs of scholarly papers 

through the established theory of probability 

5. It is well adapted for other recommending approaches. 

3.2.2.3 Design of UI: Achieving Objective 3   

 As discussed in Chapter 2, the UI has a strong impact on the user perception of the 

recommendations’ quality. The SRSs studies have mostly neglected this impact, which 

might lead to biased conclusions. A UI named rScholar is designed in this research.  

Figure 3.7 briefly describes the activities performed in order to design the rScholar.   
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Figure 3.7: UI design activities 

(a) Data acquisition for Objective 3  

As mentioned earlier in Chapter 1, the rScholar (Figure 3.8) (available at 

www.rscholar.com) has been designed based on the contextual features (UI and 

interaction design adequacy) identified from Objective 1, and considering the 

functionality of the UM for interaction between the user and SRS (Data inputs and outputs 

of UM).  
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Figure 3.8: rScholar - login page 

(b) Design methods and justifications for Objective 3 

In order to design rScholar, Bootstrap - CSS, JS, and HTML frameworks are used for 

building responsive web pages. In addition, Illustrator, a vector graphics editor, is used 

for the primary design of web pages along with logos. ASP.net, a fully supported and free 

web application framework for building standards connected web solutions, is also 

applied to develop the UI. LINQ to XML is a LINQ-enabled, in-memory XML 

programming interface that enables it to work with XML from within the .NET 

Framework programming languages. The rScholar aims to provide users with a better 

experience when interacting with SRSs. One of the advantages of the proposed UI 

(rScholar) is that it has been designed based on the UI and interaction design adequacy of 

SRSs identified from Objective 1. For example, it offers two different page layouts, and 

the pages are responsive. All features are discussed in detail in Chapter 6 and the UI 

evaluation is described in Chapter 7. 
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3.2.3 Phase 3- Evaluation 

The purpose of this phase is to 

prove that the artefacts developed in 

the previous phase work well by 

solving one or more problems (Peffers 

et al., 2007) (Hevner, 2007). The 

evaluation consists of two parts: the first part discusses the UM evaluations; and the 

second part explains the UI evaluation. Figure 3.9 depicts the activities performed for the 

evaluations of the mentioned artefacts. 

 

Figure 3.9: Evaluation activities 

3.2.3.1 Data acquisition for Objective 4  

For evaluations of the UM, the KFCV method is applied to split the dataset provided 

in Chapter 5 (for the UM development). For the UI evaluation, the data is collected by 

obtaining the feedback of nine experts and twenty participants (end user). The details of 

the data preparation for the evaluation of both UM and UI are presented in Chapter 7. 
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3.2.3.2 Evaluation methods and justifications for Objective 4 

The offline evaluation is used for the evaluation of the BN model. Offline method has 

some shortcomings, but it is the most used method in the evaluations of SRSs (Beel, 

Genzmehr, et al., 2013; Beel & Langer, 2014; Beel, Langer, Genzmehr, et al., 2013b). As 

shown in Figure 3.9, the Entropy metric is applied to conduct the sensitivity analysis in 

evaluating the robustness of BN structure and parameters against the changes.  For 

evaluation of the BN algorithm, the expected loss method is used. Finally, to evaluate the 

performance of BN, three metrics of F1-score, MSE and, MXE have been calculated 

(Korb & Nicholson, 2003; Kuenzer, Schlick, Ohmann, Schmidt, & Luczak, 2001) (Flores 

et al., 2011; Margaritis, 2003). The above-mentioned metrics are selected mostly based 

on the past studies in the field of BN modelling (Seixas, Zadrozny, Laks, Conci, & Saade, 

2014) (G.Marcot, 2012). The evaluation of the user interface is performed by two 

methods: user studies and expert evaluation. As depicted in Figure 3.9, the expert review 

and user studies method is applied for the evaluation of the proposed UI. After data 

collection, six different tests are applied in order to analyse the data.  The details of the 

evaluation are presented in Chapter 7. 

 Communication  

The research by Peffers et al. (2007) and Hevner, March, Park, and Ram (2004) have 

emphasised the importance of communication as a part of research. The construction of 

the artefact (framework) as a part of this research is a PhD research project; therefore, 

communication was carried out through conferences and journals related to the area of 

this research. Furthermore, this dissertation is also a single comprehensive piece of 

communication. 
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3.3 Summary 

  This chapter describes the overall research strategy and roadmap of the current research 

in order to achieve the defined objectives. This chapter also lists the specific quantitative 

methods used in different stages of this research, along with the outcomes or deliverables. 

Justification for certain methods has also been discussed in this chapter. The next chapter 

focuses on devising a framework to demonstrate in what way contexts influence UX 

with SRSs, introduced as Objective 1. 
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CHAPTER 4: FRAMEWORK DEVELOPMENT 

The primary goals of this chapter are to explore how contexts influence UX and to 

assess the most relevant contexts incorporating in the UX with SRSs. This chapter 

reviews existing models and theories of UX especially in the field of RSs and then 

proposes a conceptual framework. The framework manifests in what way contexts (latent 

variables) influence UX with SRSs. After theoretically justifying the relationships drawn 

between the various latent variables leading to the proposition of relevant hypotheses, the 

experiment of the conceptual framework and detection of most relevant contexts are 

performed using the quantitative method of Partial Least Squares (PLS) Regression and 

Structural Equation Modeling (SEM). In this research based on the instruction of PLS-

SEM method, various tests of VIF, OW, OL, β, R2, F2 and, SRMR have been applied in 

order to empirically examine the framework.  The proposed framework not only enriches 

the conceptual understanding of how contextual information influences UX of SRSs but 

also serves as a foundation for further theoretical and empirical investigations. Moreover, 

a better understanding of relevant contextual information can also help researchers to 

design effective SRS and reduce the complexity of data. This chapter provides a 

conspectus of the whole contexts influencing user's perceptions. 

 Conceptual formulation of the framework 

For conceptual construction of the framework, five steps are performed as shown in 

Figure 4.1. Prior to describing the steps, the RQ1 and its sub research questions are 

reviewed and then the steps to achieve them are elaborated respectively 

RQ1: How does contextual information conceptually influence UX with SRSs? 

 SRQ1: What models/frameworks/theories have been proposed for UX of 

RS/SRS in the existing studies?  

 SRQ2: What components and relationships can be applied for the framework? 

 SRQ3: What indicators can be applied for the components? 
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 SRQ4: What contexts can be applied? 

 SRQ5: What are the experts’ review feedbacks on the proposed conceptual 

framework?  

 

Figure 4.1: Conceptual formulation of the framework 

 Review of existing studies 

The main goal of proposed framework is to present a set of structurally relevant 

contexts influencing UX of SRSs, which can be embedded into both back- end 

(algorithms) and front- end (user interface) of SRS development in order to enhance the 

UX of SRS. In the following, as a first step, several theories, models and frameworks that 

utilized as a basis for establishment of proposed framework are conversed.   

 SRQ1 

 SRQ2-3-4 

 SRQ5 
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4.1.1.1 Normative and attitudinal models 

The Theory of Reasoned Action (TRA) proposed by Fishbein and Ajzen (Fishbein, 

1975) is the fundamental of many human behavior models. This theory posits that 

person’s behavioral intention is influenced by attitudinal and normative factors therefore 

for understanding of person’s behavior intention, it is important to find out the attitude 

toward that behavior (Figure 4.2).  

 

Figure 4.2: Theory of TRA proposed by Fishbein and Ajzen (Fishbein, 1975) 

Later the TRA was adopted as a part of another theory called Technology Acceptance 

Model (TAM)   developed by Davis, Bagozzi and Warshaw  (Davis, Bagozzi, & 

Warshaw, 1989). TAM theory claims that the attitude towards using a technology is 

influenced by two perceptions of usefulness and ease of use of the system. In 2003, a 

modified version of TAM theory was formulated by (Venkatesh, 2003) named the Unified 

Theory of Acceptance and Use of Technology (UTAUT). The UTAUT inspires the 

normative part of TRA and aims to bold the role of personal and situational characteristics 

on behavioral intention.  

4.1.1.2 UX Models 

Researchers indicated that UX is a subjective phenomenon however its impacts might 

be reflected by the users’ observable behaviors(Bart P. Knijnenburg et al., 2012). Since 

the 1980s, several models, theories have been developed to illuminate the interactive 

experience of using digital technologies (Hart, 2015). Once researchers explored that 
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usability does not account for subjective emotions, UX emerged to explain the subjective 

experience when user is interacting with a product or a system and led to a shift from 

designing for users to designing with users (Visser, Stappers, Van der Lugt, & Sanders, 

2005). This shift mostly brought concepts such as fun(Monk, Hassenzahl, Blythe, & 

Reed, 2002), pleasure(Green & Jordan, 2003), aesthetics(Tractinsky, Katz, & Ikar, 2000) 

and hedonic qualities (Hassenzahl & Tractinsky, 2006) up to understanding of UX.  Some 

of the models have considered UX as a cognitive process that can be modelled and used 

to measure or evaluate changes in perception and judgement over time. “Sander’s 

Experience Model” (Sanders, 2002; Visser et al., 2005) as shown in Figure 4.3, postulates 

that experience is an intersection of memories of the past, current experience, and future 

dreams which is felt individually. Sander believes that UX can be involved in the process 

of design once we have access to people’s experiences (past, present and potential) 

(Sanders, 2002).   

 

Figure 4.3: Sander’s Experience Model 

According to Sander’s model, by accessing what people say, think, do, use, know, feel 

and dream, four sources of knowledge including explicit knowledge, observed 

experience, tacit knowledge and latent needs are achievable (Shown in Table 4.1). 

Consequently, the resonance with people is established by having those knowledge. 
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Table 4.1: Different Knowledge’s taken from users 

Knowledge Type How to achieve the knowledge 

Explicit knowledge Listening to what people say (what they are able to express 
in words) 

Observable information Watching what people do/ use  

Tacit knowledge Discovering what people think and know (provides us with 
their perceptions of experience) 
Understanding how people feel (gives us the ability to 
empathize with them) 

Latent needs Seeing and appreciating what people dream (how their 
future could change for the better) 

 

The three levels of design theory also is considered cognitive process of UX over the 

time. This theory was proposed by Don Norman(D. Norman, 2013a), who is most well-

known for advocacy of user-center design. He discussed that there are three different 

levels of experience and that these experiences can be triggered by three different levels 

of design including visceral, behavioral and reflective. The visceral reaction is immediate 

and often beyond our control, is the one precipitated by the initial sensory scan of the 

experience. The behavior experience is when the user is using the product and finally 

there is an experience beyond the initial experience of using a product. It’s the experience 

of association and familiarity when the user is not holding the product however has 

feeling for it and is able to put values on the product in retrospect (D. Norman, 2013a). 

Mahlke & Thüring (Thüring & Mahlke, 2007) proposed the CUE (Components of 

User Experience) model which consists of three UX components, instrumental, non‐

instrumental and the emotional reactions of the user (Figure 4.4). In CUE model, system 

properties, user-characteristics, and task/context influence interaction characteristics; in 

turn, interaction characteristics influence perceptions of instrumental qualities and 

perceptions of non-instrumental qualities, both of which lead to emotional reactions; all 

three are antecedents of appraisal of the system. 
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Figure 4.4: The integrated CUE model proposed by Mahlke & Thüring, (2007) 

Hassenzahl foreground the impact of hedonic attributes like pleasure in Hassenzahl et 

al.’s UX model (Hassenzahl & Tractinsky, 2006), while all TRA-related theories only 

discuss pragmatic attributes. He indicates that the product evaluations in terms of appeal, 

pleasure and satisfaction is affected by perceptions of product characteristics including 

pragmatic quality and hedonic quality(Hassenzahl et al., 2013). There is a user interface 

quality assessment model developed by Hartmann et al.’s (Hartmann, Sutcliffe, & Angeli, 

2008). This model presents that users’ background, goals and task impact the system 

assessment as well as decision-making criteria (usability, aesthetics…).  

4.1.1.3 RSs Models 

The overall system evaluation is also influenced by decision- UX models for RSs. Zins 

and Bauernfield (Bauernfeind & Zins, 2005)conducted a survey among users of two travel 

RSs and an application for finding digital cameras then based on the survey results, they 

constructed a model for the UX of RS. The model displays how user’s satisfaction is 

influenced by trust, flow, and browsing behavior, and how these in turn is effected by the 

personal characteristics. However, this model does not explain how objective system 

aspects such as quality of recommendation impact on UX which is a prominent limitation 

of their model.  
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McNee et al. (Sean Michael Mcnee, 2006; Sean M McNee, Riedl, & Konstan, 2006b) 

have proposed an analytic model called Human-Recommender Interaction (HRI). He 

accentuated the significance role of the context such as users’ tasks on the UX of RSs. In 

addition, they emphasize on the appropriate RS dialogue through the analysis of users’ 

needs.  McNee believes that if recommender is going to help users, it has to be designed 

based on the real-world information seeking tasks. Not considering users’ information 

needs and even though their background knowledge puts the recommender’s designers in 

to pitfalls(Sean M McNee, Kapoor, et al., 2006).    

Xiao and Benbasat (Xiao & Benbasat, 2007) conducted a vast and considerable 

literature review of the business and marketing oriented research on RSs and then 

proposed a framework showing how certain characteristics of RSs such as type and 

process, and output design influence users’ trust and satisfaction. They considered 

personal and situational characteristics as the moderator variables, which influence users’ 

evaluation. Ozok et al.’s (Ozok et al., 2010) studies are mainly on RS usability to yield 

design guidelines based on the users’ study survey. The guidelines mostly describe the 

impacts of specific system aspects on the usability of RSs. However, their approach is 

mostly descriptive which depends on the users’ opinions about RSs rather than 

experimental results of a specific system. Pu and Chen's framework (Pu et al., 2011) 

consists of four main dimensions as shown in Figure 4.5. This framework relies on a user 

centric approach to RS evaluation and links user’s perception of quality to user’s beliefs 

while user’s beliefs are antecedents of the users’ attitudes, which are antecedents of the 

behavioral intentions (inspired by TRA). This framework brought a new approach to 

user’s perception of recommendation quality that signalized this approach compared to 
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the exiting frameworks. However, the framework does not explain what contexts 

influence user’s perceptions.    

(Bart P. Knijnenburg et al., 2012) disputed that for analyzing the UX of SRs, the 

accuracy of recommendations, consideration of other aspects also is essential since 

measuring accuracy is an insufficient method. They advocated an evaluation framework 

that examines the influence of subjective system aspects such as recommendation and 

interaction into objective user behaviors such as purchase and use as personal. They found 

that the subjective aspects such as perception of quality, interaction usability and appeal, 

have strong correlation with users’ behaviors shown in Figure 4.6. In addition, their 

experiments showed that why and how subjective system aspects bring about the user 

experience of RSs. However, they have not elaborated the subjective system aspects and 

the relationships with situational characteristics and personal characteristics. 

Figure 4.5: Pu and Chen's Framework of perceived qualities of recommenders 
(Pu et al., 2011) 
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Figure 4.6: UX evaluation framework (Bart P. Knijnenburg et al., 2012) 

4.1.1.4 Advantage and limitation of the existing models  

As the main goal of this research is enhancing UX of SRS therefore in the following 

Table 4.2, the limitation and advantage of the relevant existing models have been 

discussed.  

The key limitation of existing models is that they have not discussed how contextual 

data impacts on the UX. Exploiting contextual information in the process of 

recommending has been recognised as the most appropriate method to make tailored 

recommendations  for the users and enhance users’ experiences (Adomavicius & Jannach, 

2014; Zheng, 2017). Recently, researchers emphasize on user centric evaluation of RSs 

(Beel, Breitinger, et al., 2016). This is actually a paradigm shift in RSs research field since 

before that all the researches have been trying to develop more accurate algorithms not to 

enhance UX (Joseph A Konstan & John Riedl, 2012) (Bart P. Knijnenburg et al., 2012). 

However, it is still not clear that how contexts and what contexts impact on users’ 

evaluation of the RSs. Besides, it have not proved empirically. Moreover, in the field of 

SRS, there is no study that has investigated the most influencing contexts on the users’ 

experience of scholarly recommenders and clarified that what are exactly those contexts. 

Another key limitation of existing models is that they have not paid attention into long 

term user experiences. UX should not only be seen as something evaluable after 

Univ
ers

ity
 of

 M
ala

ya



118 

interacting with an object, but also before and during the interaction. While it is relevant 

to evaluate short-term experiences, given dynamic changes of user goals and needs related 

to contextual factors, it is also important to know how (and why) experiences evolve over 

time. 

Besides, in the models that have been proposed specifically for RSs, the users’ 

perceptions or beliefs have not elaborated completely. For example; in Pu and Chen's 

framework, only four indicators of “control”, “ease of use”, “usefulness” and 

“transparency” have been considered while the users’ perceptions which users perceives 

are more than the indicators mentioned in the past models. The perceptions such as visual 

aesthetics, personalization and fun that are also very important in users’ centric 

evaluations have been ignored to consider in the existing models in the field of RSs. 

Finally, among the existing models and theories, only three models are related to the 

recommenders and among those three also the HRI Model proposed by (Sean M McNee, 

Riedl, et al., 2006b) was examined for the domain of research paper recommenders. 

However, the main focus of this model is not the impact of the contexts on the UX which 

is a prominent limitation of this model.  
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Table 4.2: Advantage and limitation of existing theories/ models/ frameworks 

 

Model/ Theory Advantage Limitation 

TRA, TAM, UTAUT 
theories 

- Discuss  understanding of person’s behaviour intention  
- Discuss attitude towards using a technology 
- Discuss the factors influence acceptance and Use of Technology 

- Not discuss the impact of contexts 
- Not discuss UX  
- Not discuss UX of RSs 
- Not examine the results empirically 

Sander’s Experience 
Model 

- Discuss UX  
- Discuss explicit, tacit knowledge and, observed experience influencing 

UX  

CUE Model  
- Discuss UX  
- Discuss context 
- Discuss instrumental, non-instrumental and the emotional reactions  

- Not discuss the impact of the whole contexts 
- Not discuss UX of RSs 
- Not discuss long term impact of UX 
- Not examine the results empirically 

Hassenzahl UX model  
- Discuss UX  
- Discuss pragmatic quality and hedonic quality 

- Not discuss the impact of contexts 
- Not discuss UX of RSs  
- Not discuss long term impact of UX 
- Not discuss how contexts influence UX HRI  Model  

- Discuss UX of SRSs and users’ needs 
- Discuss users’ seeking behaviors   

Pu & Chen's framework  
- Discuss RS evaluation from a user centric view point 
- Results were examined empirically 

- Not discuss the impact of contexts 
- Not discuss long term impact of UX 

Bart P. Knijnenburg et al.’s 
framework 

- Discuss UX of RSs  
- Results were examined empirically 

- Not elaborated the subjective system aspects 
- Not elaborated the relationships with situational 

characteristics and personal characteristics 
- Not discuss long term impact of UX Univ
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4.1.2   Components, indicators & relationships set-up  

Based on the limitation of existing models particularly in the field of RSs, the main 

components of the framework has been initiated. In addition, based on the existing LRs 

on RSs, the indicators and relationships are set up which are discussed in the following 

section separately.  

4.1.2.1 Derivation of components & relationships 

As shown in Figure 4.7, the framework in this research has five main components 

including context, perception, attitude, feeling and appraisal.  

 

Figure 4.7: The components involving the proposed framework 

Five main components were chosen that are mostly based on taking the advantages 

and overcoming the limitations of existing models which are discussed in the following.  

 First, the contexts are taken as a starting point because in most current models, factors 

such as users’ background, characteristics, goals,  task which considered as contexts are 

the starting point of proposed frameworks which impact on users’ perceptions (Pu et al., 

2011) (Thüring & Mahlke, 2007) (Hartmann et al., 2008) (Bart P. Knijnenburg et al., 

2012). However; as discussed there is a lack of elaboration on how and what contexts 

impact on the UX of RSs in the existing models. Besides,  as McNee (Sean M McNee, 

Riedl, et al., 2006b) and a few studies in the field of RSs have indicated; incorporating 

contexts into recommending process can enhance UX (Adomavicius & Tuzhilin, 2011b; 

Baltrunas et al., 2012; Panniello & Gorgoglione, 2011). Therefore, this research devotes 

a considerable attention to conceptualization of contexts including user, system and 

environment contexts and investigation of their impact on the users’ perceptions in the 
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process of UX of SRS. Second, based on the (Bart P. Knijnenburg et al., 2012) and CEU 

models, contexts affect users’ perceptions (second component). Also, Pu and Chen’s (Pu 

et al., 2011) framework conceptualizes that the user’s perception of quality is initiated by 

recommendation diversity, novelty, accuracy, interaction adequacy, interface adequacy, 

information sufficiency and transparency. However, Pu and Chen’s (Pu et al., 2011) has 

not discuss context influencing UX. From this point of view, this research bears much 

similarity to Pu and Chen’s framework, but goes one step back to explore how these 

quality perceptions come out and one step beyond it to detect the whole contextual 

information. Furthermore, as mentioned before, a key shortcoming of current models is 

that they have considered only a few perceptions such as “control”, “ease of use”, 

“usefulness” and “transparency” while in the literature there are more perception such as 

perception of fun, personalization and visual aesthetics that users might perceived. Also, 

Hassenzahl’s UX model emphases on considering visual aesthetics however they have 

been ignored in the most current models particularly in RSs models. This research takes 

the mentioned perceptions into consideration and aims to experiment them in the UX 

process. Third, the TRA, TAM, UTAUT theories have demonstrated that the person’s 

behavioral intention is influenced by attitudinal and normative factors. Based on the 

aforementioned theories, it has been differentiated between attitudes and behavioral 

intention that created by attitudes towards this framework for SRSs.  Forth, CUE model, 

perceptions and attitudes influence emotional reactions or feelings; hence, in the initial 

proposed framework, the feeling is presented after attitudes(Green & Jordan, 2003; 

Hassenzahl et al., 2013). Users might feel pleasure during the experience of interaction 

with the RS. For example, when user revives a good and unexpected recommendation 

that can meet his/her information need, he/she might feel pleasure.  Hassenzahl 

emphasizes on pleasure moment and design for the happiness which embraces both 

features of a product; functionality and aesthetics (Hassenzahl et al., 2013). Like 
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Hassenzahl’s model, the pleasure with the addition of trust are considered in this 

framework. Fifth, according to the TAM, UTAUT, CUE models, the people’ behaviors 

or reactions is a product of emotional reactions which is called appraisal in CUE model. 

Knijnenburg et al (Bart P. Knijnenburg et al., 2012) also revealed that what users’ feel 

about the system impact on the subjective system aspects such as user satisfaction in this 

way the appraisal component is derived to end up the flow of the proposed framework.  

Finally, a major shortcoming of existing UX research in the field of RSs is that UX 

happens in a long term interval and the long term aspect of UX is mostly ignored in the 

existing models. This framework is also inspired by Norman and Sander’s theories 

whereas the influence of long term variable is conceptualized as a moderator variable on 

of users’ feeling and appraisal. Table 4.3 summarized the derivation of the components, 

relationships as well as references. 
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Table 4.3: Derivation of the components and relationships 

Component Reference Relationships Reference 

Context CUE Model (Thüring & 
Mahlke, 2007), (HRI) 
(Sean Michael Mcnee, 
2006; Sean M McNee, 
Riedl, et al., 2006b), (Bart 
P. Knijnenburg et al., 
2012) 

Context  Perception (Pu et al., 2011) 
(Thüring & Mahlke, 
2007) (Hartmann et al., 
2008) (Bart P. 
Knijnenburg et al., 
2012) 

Perception TRA, TAM, UTAUT 
theories, CUE Model 
(Thüring & Mahlke, 
2007), Pu and Chen's 
framework (Pu et al., 
2011), (Bart P. 
Knijnenburg et al., 2012) 

Perception  Attitude TRA, TAM, UTAUT 
theories, Pu and Chen's 
framework (Pu et al., 
2011) 

Attitude Pu and Chen's framework 
(Pu et al., 2011) 

Attitude  Feeling UX model (Hassenzahl 
& Tractinsky, 2006) 

Feeling CUE Model (Thüring & 
Mahlke, 2007), UX model 
(Hassenzahl & Tractinsky, 
2006), Pu and Chen's 
framework (Pu et al., 
2011) 

Feeling  Appraisal CUE Model (Thüring 
& Mahlke, 2007), UX 
model (Hassenzahl & 
Tractinsky, 2006) 

Appraisal TRA, TAM, UTAUT 
theories, CUE Model 
(Thüring & Mahlke, 
2007), UX model 
(Hassenzahl & Tractinsky, 
2006), Hartmann et al.’s 
(Hartmann et al., 2008) 

Over time  Feeling-
Appraisal 

 

   Norman & Sander’s 
Experience Model 

 

4.1.2.2 Derivation of the indicators  

Each component consists of a few determinants or indicators taken from the literature 

of RSs.  In the following, the derivation components’ indicators have been described. 

Also, each indicator is discussed accordingly. Table 4.4 shows an overview of the whole 

indicators. The indicators mostly have been identified using a Systematic Literature 

Review (SLR) discussed in Chapter 2. The published paper from the results of SLR is 
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also attached to the Appendices.  In addition, all indicators’ references are provided in 

Appendices D, E, and F.  

Table 4.4: Derivation of the indicators 

Component Indicators Component Indicators 
C

on
te

xt
 

User 
Situation 

Profile 

 
Interface 
Design 

Adequacy 
 

Visualization 

Task Gamification 
Pre-

Knowledge 
Consistency 

Scholarly 
network 

Info. sufficiency 

Search logs Display 
Learning style 

Perception 
 

Fun 

Mood Transparency 
Personality 

trait 
Personalization 

Search Status Usefulness 

Environment 
Situation 

Time Visual authentic 

Location Dominance 

Sy
st

em
 S

it
ua

ti
on

 

Paper 
Quality 

Accuracy Attitude Trust 

Novelty 
Feeling 

Pleasure 

Popularity Surprise 

Diversity Over time 
Serendipity 

Appraisal 
 

Usage 

Interaction 
Design 

Adequacy 
 

Preference 
elicitation 

Overall 
satisfaction 

Preference 
refinement 

Expectation 

Explanation 
The references are provided in 

Appendices 
Privacy 

consideration 

 

As mentioned earlier, the contexts are taken as a starting point for the UX. As discussed 

in chapter 2, the SLR results Champiri,et al(Champiri et al., 2015) has revealed that 

contextual information applied in SRSs has been categorized into three class of user 

situation, environment and resource1 (paper) contexts however considering the provided 

                                                 

1 The resource is a scientific paper throughout this research  
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discussion in chapter 2  and Dey’s definition of context  where the context is any 

information that can be used to characterized the situation of an entity (Dey, 2001), there 

are other contextual information such as  interaction and interface contexts influencing 

user experience with SRSs which have not been  considered in existing SRSs. 

Furthermore, most studies have considered accuracy as the main part of resource context 

or quality while accuracy partially constitutes UX of SRSs and researchers have 

recommended to apply other features diversity, novelty and popularity to make a better 

list of recommendation and improve UX of RSs(Kotkov, Veijalainen, & Wang, 2016; 

Kotkov, Wang, & Veijalainen, 2016; McCay-Peet & Toms, 2011). The major contexts of 

user, environment and system situation are considered as the contextual information in 

this research.   

4.1.2.3 Derivation of the indicators for user situation-context  

User situation characterise users’ current situation interacting with the SRSs or even 

before and after it. In this research, only the assumed features that have an impact on UX 

are considered. As Figure 4.8 depicts, based on the literature eight features have been 

identified as the user context.  

 

Figure 4.8: User situation contexts- indicators 

 

User 

Context
Profile

Task

Pre-
knowledge 

Scholarly 
network Search logs 

Learning 
style

Personality 
trait 

Mood
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In the following sub-sections, each user context feature is discussed. The conditions 

of each context are also provided in Appendix D.    

 Profile  

The users’ profile information, including personal or demographic information, 

general interests and research areas is used to make recommendations. The fixed 

information such as identity, name, age and gender is considered as the long-term profile 

information. Meanwhile, information like research interests, which change consistently, 

is considered as the short-term information. Additional profile information include degree 

(undergraduate, graduate), relation between the majors and reading materials (e.g. 

computer science students read the electronic books), primary article publications, project 

descriptions,  roles and  memberships. 

 Task 

Users look for papers for various purposes such as to maintain awareness, explore 

research area and find relevant sources. To make better recommendations, RSs must take 

information-seeking purposes into consideration (Kuo & Zhang, 2012). For example, it 

may be useful and satisfactory to send the last updated papers in a specific domain if the 

user is continually searching to obtain more information about a certain research area. 

Different scenarios of the users’ tasks have been presented to support the scholarly 

communication process in RSs. Matching the users to their specific tasks leads to 

increased user satisfaction, efficiency, and usefulness of the recommender system (Sean 

M McNee, Kapoor, et al., 2006). Marko A. Rodriguez. et al. (Marko A. Rodriguez, 2009) 

extrapolated four kinds of purposes from the investigations of the scholars’ information 

seeking behaviours. These purposes usually are: 1) An article related to another article of 

interest, 2) A potential collaborator for a funding opportunity,3) An optimal venue to 

submit their article and 4) Referees to review an article in the role of an editor or other 

tasks such as completing an assignment, preparing a paper or proposal and writing a 
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thesis, which have been indicated in a few studies (Dehghani, Afshar, Jamali, & 

Nematbakhsh, 2011; Konstan et al., 2005; R. Patton et al., 2012).   

(c) Pre-knowledge   

Pre-knowledge or background knowledge has been defined as the primary specific 

knowledge about a topic an individual has learnt formally or informally (via experience). 

In the academic context, it is considered as the content knowledge, academic language 

and vocabulary necessary for understanding content information (Strangman & Hall, 

2004). According to the reviewed studies, two types of pre-knowledge, including pre-

knowledge in searching or information literacy and pre-knowledge in research area, were 

incorporated into useful recommendations for users seeking information. The RSs should 

identify users in terms of pre- knowledge and support them by offering relevant 

recommendations (Amini, Ibrahim, Othman, & Rastegari, 2011) (Sean M McNee et al., 

2002)distributed a questionnaire to students at the University of Minnesota to survey the 

users’ information seeking behaviours. They classified students according to their pre-

knowledge in research area into four categories of novice users, experienced users in this 

field, experienced users in a related field and experienced users in a non-related field.  

 Scholarly network  

The collaboration with other users, work team and co-author relationships traceable 

by social networking is a relatively rich source of users’ networks for creating relevant 

recommendations(Serrano-Guerrero, Herrera-Viedma, Olivas, Cerezo, & Romero, 

2011). For example, the users’ research network of social relationships, expertise, user 

similarities in research areas, published papers, and preferable journals are factors 

exploited by RSs (W.-S. Yang & Lin, 2013).  Sinha and Swearingen (2001) interestingly 

realized that recommendations from friends are more helpful for users than those from 

system.  

Univ
ers

ity
 of

 M
ala

ya



128 

  Search logs  

The ways individuals interact with systems in order to find and utilise information are 

described as the information behaviour such as seeking, reading, saving, downloading 

and printing information (Geyer-Schulz, Neumann, & Thede, 2003b). SRSs provide 

models based on users’ information behaviours to calculate the users’ preferences. For 

example, when a user downloads a paper (De Giusti et al., 2010) or reads a paper (Cheng 

Li 2008), it would be rated as the user’ preferences. The effect of information taken from 

information seeking behaviour such as the browsing logs, search logs, saving logs and 

past work referenced papers on relevant recommendations was examined and presented 

in a few studies (Dehghani et al., 2011; S.-Y. H. Hwang, Wen-Chiang; Yang Wan-Shiou, 

2003; Jung, Harris, Webster, & Herlocker, 2004; Middleton, Shadbolt, & De Roure, 

2004; Tsuji et al., 2012; Yoshikane & Itsumura, 2013). 

 Learning style 

People learn differently since anyone has a unique learning style. Three different 

learning styles of visual, auditory and tactile have been indicated in the literature (Dunn, 

Beaudry, & Klavas, 2002). Visual leaners are those who understand the things from 

charts, pictures, diagrams, films, and written directions. These students will value to-do 

lists, assignment logs, and written notes. Many of these techniques, however, also benefit 

tactile learners. For the auditory learners the directions should be read aloud, speeches 

are required, or information is presented and requested verbally. They learn mostly from 

traditional teaching techniques such as lecture-style forum and presentation by regulating 

voice tone, inflection, and body language. Tactile learners understand the concepts 

through doing and touching. They are more successful when totally engaged with the 

learning activity. In this research, this is assumed that the learning style might have 

influence the way individual evaluate a paper as a relevant paper. For example if a paper 
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includes lots of figures and charts, it might be more relevant to a visual learners. Also, 

they might consider interaction design as a key factor for working with the SRSs.  

 Personality trait   

Like the above mentioned indicator, this indicator also was added after the expert’s 

review of the initial framework however because of the consistency of the component 

explanation, this is discussed right after of the other user situation contexts. Another 

feature that can influence user’s preferences is user personality. Prior work in user 

personality have identified five personality traits of openness to new experiences, 

conscientiousness, extraversion (or introversion), neuroticism and agreeableness (S. D. 

Gosling, Rentfrow, & Swann, 2003; McCrae & Costa, 1987). Prior work also showed that 

there are significant connections between these traits and people's tastes, interests and 

preferences(S. Gosling, 2009) (Kraaykamp & Van Eijck, 2005; Rentfrow & Gosling, 

2003). In 2016, Tien (T. Nguyen, 2016) conducted a research for a movie recommender 

to investigate the relationships between user personality and user satisfaction with the 

levels of recommendation diversity, popularity, and serendipity. The results showed that 

the integration of users' personality into recommending process helps to generate 

recommendations with the preferred levels of diversity, popularity, and serendipity to 

individual users and enrich the UX.  

 Mood 

Users go through different mood states during the accomplishment of scholarly 

activities (Jamali et al., 2011). These mood states can play an important role in their 

interaction with the system. For example, when a user cannot find appropriate papers due 

to the lack of IT literacy s/he might be in desperation status. It is important to mention 

that, among the user context, user's mood is an emotional state that the UXs in a particular 

situation. Moods express both positive and negative emotions. Based on the literature, the 

moods that may happen in a scholarly domain are such as dissatisfaction from not 
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founding useful resources, anxiety of not aware of the subject and the appropriate 

keywords, confusion about the information needs (Jamali et al., 2011)(Will et al., 2009). 

At the first glance, it seems that user's mood does not have an impact on recommending 

personalised resources however a few researchers has pointed out the influence of users' 

moods (J. Herlocker et al., 2012), (Jung et al., 2004).  

 Search Status  

The UX is not only when users are interacting with the system but also it is before and 

after of users interactions (D. Norman, 2013b). Therefore it seems that for providing a 

better UX with the SRSs, it is helpful if examine if the users is interacting with the system 

or it is a time before or after it.  

4.1.2.4 Derivation of the indicators for Environment context  

As shown in Figure 4.9, environmental situation or context determines the physical 

environment that the users are in including time, location, service type, connecting mode 

and network bandwidth (J. Luo, Dong, Cao, & Song, 2010) and surrounding conditions. 

It seems that environmental contextual information is mostly employed in mobile RSs 

which are characterized by dynamic changes of environment (Biancalana, Gasparetti, 

Micarelli, & Sansonetti, 2013; C.-M. Chen & Yang, 2010). Environment contextual 

information might incorporate into recommendations to ensure that users receive fast, 

secure and relevant services in a dynamic and adaptive environment (Gómez, Zervas, 

Sampson, & Fabregat, 2014). Such context information is used to predict the user 

preferences for a location or specific time (Cheng Li 2008). In this research, only the 

impact of time and location are examined.  The list of references is provided in Appendix 

E. 
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Figure 4.9: Environment context 

4.1.2.5 Derivation of the indicators for system context  

As depicted in Figure 4.10, the system situation or context includes paper quality, 

Interaction Design (IxD) and Interface design (UiD) adequacy which are discussed in 

respectively. In the following, first the paper quality is explained.  

Paper quality refers to the attributes that each paper has to be matched with a specific 

scholar. Researchers argued that apart from the accuracy, other qualities such as diversity, 

novelty and popularity of the recommended papers are also important for the users 

(Adamopoulos & Tuzhilin, 2011; Hurley, 2011; Sridharan, 2014). For example, the aim 

of SRSs is not simply provide papers with similar keywords. To diversify the 

recommendation, the papers from different disciplines but with several shared citations, 

papers on a different topic, but adopting a similar methodology might be a good 

recommendation or papers on similar topics from journals that the user has never accessed 

before (Hurley, 2011).  
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Figure 4.10: System context-paper quality 

In chapter 2, it was discussed why diversity, popularity, and novelty matter in RSs 

(Shown in Figure 4.10). Here, a brief introduction of them is presented. The list of 

reference is provided in Appendix F. 

(a) Accuracy  

To achieve high accuracy, RSs tend to suggest indicators similar to a user profile. It 

means that what really is similar to the users’ preferences and past ratings(T. Nguyen, 

2016) (Felfernig, Burke, & Pu, 2012). So far most of the SRSs aimed to predict more 

accurate recommendations (Bart P Knijnenburg & Willemsen, 2010; Joseph A Konstan 

& John Riedl, 2012; Said, 2013).  Depending on a particular application scenario, 

different actions that a user performs indicate his/her interest.  

(b) Novelty  

In the RSs literature, novelty is define as a recently added item that users have not yet 

rated or used or forgotten item. A user might forget that she/he consumed the item some 

time ago. Also is could be an unknown item that the user has never consumed (Rana, 

2013). In other words, the indicators that users have not previously experienced or seen 

before. Therefore, it might be unpopularity and dissimilarity to a user profile (T. Nguyen, 

2016) (Felfernig, Burke, & Pu, 2012). Adamopoulos and Tuzhilin (Adamopoulos & 

Tuzhilin, 2015) presented an approach to generate unexpected recommendations by 
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maximizing a utility function which combines an item’s relevance and its distance from 

a set of expected indicators. The set of expected indicators includes all indicators rated 

(i.e., seen) by the user and indicators to the seen similar ones. While user experience 

unexpected and fortuitous indicators from the McNee et al’s perspective (Sean M McNee, 

Riedl, et al., 2006b) is called serendipitous indicators. However, Herlocker et al. (2004) 

asserted that novelty and serendipity are different concepts, since novelty only covers the 

new indicators while serendipity covers new and surprising indicators.  

(c) Popularity  

Popular item is widely recognized among a community. For example, a paper which 

has the high citation in a field might be considered as a popular item(Jannach et al., 2013). 

The user may have heard about the indicators from others or through the social 

networks(T. Nguyen, 2016). One of the ways to approximate popularity of 

recommendation is to filter the recommended item by frequent users.  

(d) Diversity  

Diversification is defined the variety in a list of recommendations. Recently, diversity 

has been the main focus of a few studies in RSs and Information Retrieval (IR) to improve 

user satisfaction (Adomavicius & Kwon, 2011; Jannach et al., 2013; C.-H. Tsai, 2017). 

The average of all pairwise distances (representing the differences) of any two 

recommendations is an indicator for measuring the diversity. Typical approaches replace 

indicators in the derived recommendation lists to minimize similarity between all 

indicators or remove “obvious” indicators from them (Adomavicius & Kwon, 2011). 

4.1.2.6 Indicators Derivation - Interaction Design (IxD) Adequacy 

IxD is a part of UX that focuses to understand how a person interact with an entity 

(website, application, car, and microwave) to meet a certain goal and how to tailor 

(design) the process of interaction (user's experience) to help user to meet that goal. Visual 
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elements (user interface design) such as page layout, buttons are utilized to build up the 

process of interaction in a best way. The selection of visual elements (user interface) is 

determined by how helpful the element will be for user to achieve the goal.  Sometimes 

in an interaction, both person and entity have certain goals to achieve. For example, a 

person interacts with a SRS to receive appropriate papers and SRS wants to get users’ 

preference at the same time. During this interaction, the person’s goal and system’s goal 

are different while the ultimate goal is to make a better UX therefore the interaction 

should be tailored in a way that both system and user achieve their goals. In latter 

example, imagine that there are two different actions of rating and gaming available on 

the screen for the user in order to transfer his preference to the system however one of the 

action of rating is the primary action and for providing a better service, the system needs 

to know users’ rating rather than gaming results. So in this case,  

 IxD decides to offer two different options of rating and gaming to elicit the 

user preference whereas one of the options is the primary option. 

  Interface design decides how design these two options while shows to the user 

the one which is more important. 

HCI research has considerably focused on the use of interactive features to enhance 

UX within the intelligent systems (Pu et al., 2011) however in the field of RSs it is almost 

new(Jannach, Nunes, & Jugovac, 2017). Pu and Chen (Pu et al., 2011) have investigated 

the impact of appropriateness of interaction including elicitation of users’ preference, 

revision of users’ preference, and explanation of recommendations on the users' 

perception and concluded that besides recommendation quality, it is also important to 

design a suitable interaction between the users and the system because it influence a lot 

on the users' perception of overall satisfaction.   
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In this research as shown in Figure 4.11, the preference elicitation, preference 

refinement, explanation, privacy consideration are considered as the IxD indicators taken 

from literature. In the following paragraphs, they are explained briefly.  

(a) Preference elicitation 

Preference elicitation refers to the implicit and explicit methods to obtain user 

preferences. In implicit methods such as users’ searching behaviours, users might not be 

aware or actively engage in the preference elicitation but users might expect system to 

give appropriate feedbacks to their searching behaviours. When users need to input their 

interests or rate the recommendations directly, it considered as the explicit elicitation 

method (Chen and Pu 2004; Peintner et al. 2008).The preference elicitation should be 

designed in a way to take out preferences from the user’s mental representation and 

transfer the preferences into the system to reason with (Pommeranz et al., 2012; Pu et al., 

2012a).  McNeee founded through a user survey on a movie recommender that if the users 

are allowed to rate the indicators when they are sign up in the system, this influence 

positively users’ loyalty to the system (Sean Michael Mcnee, 2006).   

System 
Context 

Paper 

Quality

Interface 
Design 

Adequacy

Interaction 
Design 

Adequacy

Preference elicitation 

Preference refinement  

         Explanation 

 Privacy consideration 

 

Figure 4.11: System context-interaction design adequacy 
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(b) Preference refinement  

By applying preference refinements methods, users are allowed to refine their 

preferences (Pu et al., 2012a). Since the initial recommendations might not be accurate 

enough, the preference refinement helps users who seeks more accurate 

indicators(Swearingen & Sinha, 2002). Preference refinement sometimes is called 

relevance feedback mostly in the information retrieval literature(Kelly & Fu, 2006). It is 

a useful method to improve the recommendation after presenting to the users however it 

is mostly ignored in SRSs researches(Beel, Langer, Genzmehr, et al., 2013a). In fact, 

relevance feedback and profile feedback are two types of preference refinement methods. 

Middleton et al. (Middleton et al., 2004) showed that profile feedback (refinement of user 

models) is more effective than relevance feedback however There are not much 

researches on which method surpass the other one in RSs. 

(c) Explanation 

Another key part of a RS is the possibility to explain the inner logic of recommended 

indicators to the user (Felfernig & Burke, 2008). In other words, a RS should be able to 

explain why a set of specific recommendations are being recommended to a target user 

(J. L. Herlocker et al., 2004). Pu and Chen have indicated that explanation interfaces could 

effectively help build users’ trust in the system. Other researchers also contend that 

explanation interfaces can cultivate user trust (Sinha and Swearingen 2002). Chen and Pu 

(Pu et al., 2012a) conducted a study on 54 users and concluded that recommendation 

explanations are more effective than annotations or unorganized lists. Besides, they 

indicated that explanations increase the system’s acceptance and users’ trust.  

Labeling can be considered as a method for explanation of recommendations. For 

example, a study investigated the effect of labeling on paper recommendations. In this 

study similar papers recommended to users by two different labels. The showed papers 
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labeled as ‘sponsored recommendation’ have an negative impact on users compare to 

those papers that  have a label of ‘organic,’ though the recommended papers were 

similar(Beel, Langer, Nürnberger, & Genzmehr, 2013). 

(d) Privacy consideration 

    Privacy consideration aims to protect users’ privacy while acquiring information 

about the users to generate recommendations(Resnick & Varian, 1997).The privacy 

concern is essential once the user’s information is more personal and users intend to keep 

the information confidential(M. S. Ackerman & S. D. Mainwaring, 2005). Some studies 

have shown that users overlook privacy concerns once they receive benefits or perceived 

usefulness from the system(Bart P Knijnenburg & Willemsen, 2010; Tinschert, Natt, 

Mautsch, Augthun, & Spiekermann, 2001). As indicated in chapter 2, SRSs mostly are 

part of other systems like digital libraries and the user’s privacy is very critical in libraries; 

hence, the process of making recommendations should not intrude the users’ privacy (M. 

Ackerman & S. Mainwaring, 2005). RSs should make recommendations based on the 

desired privacy level that users have predetermined in their user profile (Bollen & Van 

de Sompel, 2006) (Geyer-Schulz, Neumann, & Thede, 2003a). 

4.1.2.7 Indicators Derivation - UI Design (UiD) Adequacy  

 One of the most important factors for users’ satisfaction with RSs is how well the 

recommendation presented to the users because most of the time, people are influenced 

by what they see(Pu et al., 2011; Svensson, Höök, & Cöster, 2005). As discussed before, 

Interaction and Interface design work together to meet the users’ goals.  Several studies 

have investigated interface design issues of RS and provided some guidelines  (Hiesel et 

al., 2016; Hu, 2010; Jannach et al., 2017; Ozok et al., 2010; Viriyakattiyaporn & Murphy, 

2009).  For example, a detailed set of design guidelines were proposed in (Cremonesi, 

Elahi, & Garzotto, 2017). As shown in Figure 4.12, in the literature, page layout and  
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navigation are being emphasized rather than other features which influence on overall 

perceived ease of use and usefulness of system (Ozok et al., 2010; Swearingen & Sinha, 

2001).  

 

Figure 4.12: System context-interface design adequacy 

 Based on the best knowledge, this study is the first study which investigates the IxD 

and UiD features in the field of SRSs. Each of the UiD features are described in the 

following.  

(a)  Display 

Display include a set of elements such as layout, input controls, navigational 

components, informational components and containers(Garrett, 2010). As mentioned 

earlier, page layout and navigation are the most important elements influence ease of use 

and usefulness of RSs (R. Rim, M. M. Amin, & M. Adel, 2013b; Swearingen & Sinha, 

2001).  

Number of recommendations or the set size (how many indicators to recommend) is 

one of the features that have been discussed in a few studies (Bart P. Knijnenburg et al., 

2012) (L. Chen & Tsoi, 2011). Set composition of a few recommendations is a mixture 

of different kinds of recommendations such as top-ranked, relevant and diverse. 
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Researchers mostly indicated that showing more than five recommendation might make 

choice overloaded(L. Chen & Tsoi, 2011).  

(e) Visualisation  

Visualization leverages visual and graphical representations to facilitate user’s 

perception(Hiesel et al., 2016). This is contrast to many textual recommendations, which 

precisely explain the recommendation.  Trumper and Dollner (Murphy-Hill & Murphy, 

2014) provide an overview of visualization techniques for RSs in software engineering. 

They emphasize visualization helps to make more transparency and interactivity in RSs. 

Also, another recommender called SmallWorlds visualizes the relationships between 

recommended indicators and similar friends’ profile therefore users understand why 

certain indicators are being recommended to them and consequently it raises transparency 

and ultimately increases the chance of finding indicators. Context visualization also has 

been done by (Hiesel et al., 2016) to denote the user’s current context (time, location, 

weather). Context visualization makes more apparent to users how the recommender 

works and reduce the cognitive effort which is required to uptake the meaning of the 

recommendation when it is presented (di Sciascio, 2017). 

(f) Gamification 

The term gamification consists in the use of game design elements in a non-game 

context to motivate and involve users in an activity, environment or any task for a long 

time that requires user engagement such as item ratings in RSs. In overall, games have 

this amazing ability to make relationships and trust between people, and develop their 

creative potentials (de CA Ziesemer, Müller, & Silveira, 2014; Feil, Kretzer, Werder, & 

Maedche, 2016). Gamification in SRs rewards users with the true recommendations 

generated by game feedbacks results. Moreover,  at the same time, makes fun moments 

for the users (Hussain et al., 2014). Though the academic and scholarly tasks seem 
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involving or relating to serious activities with less fun, this research investigates the role 

of using games in SRSs.   

(g) Consistency 

Consistency is using familiar icons, colors, menu hierarchy, call-to-actions, and user 

flows when designing similar situations and sequence of actions. It makes users to 

perceive the system easy to use and stable (Nielsen, 1995) (Shneiderman, 2004).There is  

not any trackback assumption in past studies discussing the relationships between 

consistency and UX of SRSs however this factor in this research is investigated as this 

factor is one of the most important UI design factors(Nielsen, 1995). 

(h) Information sufficiency   

Information sufficiency indicates the content of the recommendation (a set of 

features) should be sufficient for users to make confident decisions while saving time and 

effort (Ozok et al., 2010). This may evoke users’ interest. In the example of SRSs it might 

be the information about the paper including title, abstract, keywords, author names and 

so on.  Overall, information sufficiency   refers to a piece of information about the 

recommendations that users would like to see once the recommendations are presenting 

to them. Based on the analysis taken from the CiteSeer recommender, Farooq et al. 

(Farooq, Ganoe, Carroll, Councill, & Giles, 2008) pointed out that that the information to 

display varies on the type of recommendation. For example in a RS which recommends 

paper, the bibliographic data such as title, author, citations, etc. are the most important 

data that a user likes to see before using the paper.  Also, they found out that users would 

like to see both bibliographic data and abstract while the recommended papers are similar 

to the users’ publication papers. Beel et al. (Beel, Gipp, et al., 2016) also indicated  the 

Farooq et al.’s  findings are interesting because the majority of SRSs display only the title 

and do not include the abstract in the presented information.  
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4.1.2.8 Indicators Derivation - User’s perception  

When people actively select, organize and interpret the information received to their 

brain by the sense, this process is called perception. In this essential process, the brain 

processes, rationalizes or makes sense the received information. It is noted that the 

perceptions are subjectively intuited by the users therefore they might change time by 

time(Bart P. Knijnenburg et al., 2012). Mahlke & Thüring (Thüring & Mahlke, 2007), 

the perceptions include instrumental (like transparency, dominance) and non- 

instrumental (like visual aesthetic) qualities however, in this study they have not divided  

specifically in two aforementioned categories.  

 

As Figure 4.13 shows, six users’ perception indicators are identified which are 

introduced here.   

(a) Fun  

Perception of fun is not vastly investigated in the field of RSs. Shneiderman has 

indicated(Shneiderman, 2004)that if the experiences are playful and liberating, users 

perceived fun-filled experiences which make users smile. There are two kinds of fun; fun-

in-doing and fun-in-not-doing. The first one might be perceived by physical activities 

such as sports or mental challenges such as solving problems while fun-in-not-doing is 

Users' 

Perception
Fun 

Transparency

Usefulness Visual 
Aesthetic

Dominance

Personalization

Figure 4.13: Users’ perception indicators 
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not tied to action or goals such as relaxing. In creating technologies, mostly the focus is 

on fun-in-doing and the ways in which technology can be designed to make more fun for 

users. The topic of fun-in-doing traces back to early studies of games, such as Tom 

Malone’s study on educational games(Malone, 1981). 

(b) Transparency 

Transparency is related to rationale. It clarifies to users why a particular 

recommendation is given to them (Murphy-Hill & Murphy, 2014). If the recommender 

explain its inner logic to users through the user interface, the users most likely perceive 

transparency(Pu et al., 2011). Also, it might influence the perception of 

usefulness(Swearingen & Sinha, 2002). 

(c) Usefulness 

Usefulness is the extent to which a user believes that using a certain product would 

improve his job performance (Davis et al., 1989) (Pu et al., 2012a). Totally, the objective 

of a SRS is to provide useful papers for the scholars and overcome the overwhelming 

information overload with which scholars are struggling.  

(d) Visual Aesthetic 

Visual design refers to the balance, emotional appeal, or aesthetic of a user 

interface and it might be expressed through colors, shapes, font type, music or animation 

(Cyr, Head, & Ivanov, 2006; Deaton, 2003; Hekkert, 2006). Visual aesthetic of RS has 

been examined in the study of of (Ozok et al., 2010). The users indicated that the color of 

pages are not important for them however the study of (Karvonen, 2000) has shown a the 

influence of aesthetic beauty on the users’ trust. 
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(e) Dominance 

User control of SRSs or dominance is about letting users decide what to do. For 

example, users have this authority to rate the indicators that they like to rate(Pu et al., 

2012a). This approach will likely enables users to control their preferences also motivates 

them to rate more indicators in the future (di Sciascio, 2017; Joseph A Konstan & John 

Riedl, 2012). McNee et al.’s experimented an interface of RS and the results revealed that 

a slower initial rating interface that gave users more control (at the cost of more effort) 

led to higher user retention even though it did not improve actual prediction quality (Sean 

M McNee, Riedl, et al., 2006a). 

(f) Personalization 

SRSs aim to help users in a way that a resource is adapted to each user characteristic 

and preferences. This type of delivering tailored service is referred to in the literature as 

personalized recommendations(J. Luo, Dong, Cao, & Song, 2009; Neves, Carvalho, & 

Ralha, 2014).One of the promising ways to achieve personalized recommendations is by 

exploiting contextual information defined as any information which describes users 

‘situations such as location, time, and task(Joonseok Lee, 2013). Personalization can be 

perceived not only the quality of recommendation but also from the interaction and 

interface.  

4.1.2.9 Indicators Derivation -User’s attitude  

As discussed before perceptions affect attitude. Based on the literature, trust is 

considered as the indicator of attitude.   

(a) Trust 

Trust is an important factor for making a strong and long term relationship (Bitner, 

1995), it helps to maintain the relationship and resolve the  conflicts (Roberts, 2001). In 

this research, trust is a product of user’s perceptions from the interaction with system. 
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Trust influence overall user satisfaction and users’ intention to use the system(Montaner 

Rigall, 2003; Panniello et al., 2015). According to the past studies, recommendation 

quality and explanation impact on users’ of RSs. However, it is sometimes not easy to 

measure trust after a short term interaction of user with the system and it must be 

measured  over time (Lim, 2012) (Viriyakattiyaporn & Murphy, 2009).  

4.1.2.10 Indicators Derivation- User’s feeling  

In a few studies, feeling and attitude can be used interchangeably however in the initial 

framework, they have been considered as two separate components.  

(a) Pleasure  

Since the beginning of time, human has sought pleasure(Jordan, 1998). Pleasure is one 

of the major feelings from the impression occurred. Pleasure is also considered as the 

emotional, hedonic and practical benefits associated with a product(Green & Jordan, 

2003; Hassenzahl et al., 2013). Users might feel pleasure during the experience of 

interaction with the RS. For example, when the user is playing a game and receiving a list 

of good recommendations, the user may feel pleasure.  Like Hassenzahl’s 

model(Hassenzahl et al., 2013), the pleasure with the addition of trust are considered in 

this framework. 

(b) Surprise  

Surprise refers to the feeling of receiving useful and unexpected recammendation  

(Kaminskas & Bridge, 2014b) (Reisenzein, 2000). The term of serendipity coined in the 

18th century (Hu, 2010) also has been used in RSs literature to define the feeling of 

surprise(Kaminskas & Bridge, 2014a). The surprise is considered as an indicator to 

measure the impact of overall feeling.   
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4.1.2.11 Indicators Derivation - User’s appraisal  

Researchers in cognitive studies have conducted many studies to show how feelings 

mostly influence judgment and determination of the product’s quality and also govern the 

user experience with the product (Spillers, 2004). The antecedents of user’s feelings in 

producing the user’s appraisal of SRS which might happen in a long term are examined. 

So, the variable of long term is considered as a moderator variable to show that the user’s 

appraisal may build in a long term period. Like Sander’s model, the user’s appraisal is an 

intersection of three dimensions of user expectation, user behaviour, and overall 

satisfaction.  

(a) Behavioral intention: Usage 

Behavioral intentions are the users’ feedbacks such as usage, rating, reading towards 

a SRS. It represent the ability of RS to influence users’ behaviors and the degree that the 

users have accepted the system(Venkatesh et al., 2003). Once a scholar receives a few 

paper recommendations, the intentions might be one of the following behaviors;  

 Reading the paper 

 Recommending the paper to the interested friends 

 Citing the paper in his academic works 

 Saving in his library such as End note   

(b) Expectation  

When users use apps, websites, or software, they have different expectations about the 

product itself and its associated usage, which is reflected in the dialog design, user 

guidance, and achievement of goals. Users have very different expectations. This includes 

the click of a button, the need for information, or an aesthetically consistent design that 

can also be accessed on mobile devices. 
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(c) Overall Satisfaction 

In a relationship, once people evaluate their experiences over the time and the positive 

status outcomes, it is so-called satisfaction (Anderson & Narus, 1990; Storbacka, 

Strandvik, & Grönroos, 1994). In a relationship or interaction with the RS, overall 

satisfaction measures the overall users’ feeling and opinion in a direct way (Pu et al., 

2011). User satisfaction is measured through two dimensions: internal user satisfaction 

(Torkzadeh & Doll, 1999)and overall satisfaction(Seddon & Kiew, 1996). Based on the 

literature, overall satisfaction can be measured by a single item(Seddon & Kiew, 1996) 

(Keiningham, Perkins-Munn, & Evans, 2003). In this study, the overall satisfaction is 

measured as a single item. 

 Initial framework: How contexts influence UX of SRSs 

After connsidering the limitation of existing models particularly in the field of RSs 

and seting up the component, indicators, relationsips, a framework draft has been initiated 

shown in Figure 4.14 which shows the component, indicators and relatiosnhips. This 

framework is expected to lead developing and designing new SRSs in which UX has been 

centralized.  
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Figure 4.14: Initial conceptual framework 

The initial conceptual framework is also validated through the expert review technique 

explained in the next section. 

4.1.4 Expert Review 

Before the empirically examination, the proposed conceptual framework is also 

validated through expert review technique. Five experts attended the review sessions and 

demographic profiles of the experts are as displayed in Table 4.5. 
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Table 4.5: Demographic Profiles of Experts 

No. Domain  of 
RS 

Field of 
Expertise 

Experience 
(Year) 

Country 

1 Movie RS , HCI 5 Germany 
2 Digital Library RS, UM, HCI 10 Iran 

3 Movie RS, ML, NLP 8 Italy 
4 Tourism RS, HCI 6 Malaysia 

5 Movie RS, ML, UM 5 Malaysia 
 

RS: Recommender System, HCI: Human- Computer Interaction, UM: User Modelling, ML: Machine Learning, 
NLP: Natural  Language Processing 

 

The 13 experts have been selected through the ResearchGate, LinkedIn and Google 

Scholar. From 13 invitations, only five experts accepted to attend the review sessions. 

The selection of expert reviewers are based on the following criteria: 

 Have the PhD degree in Computer Science , Software Engendering or related 

fields  

 Have research background in RSs or SRSs  

 Have knowledge of framework construction in the above mentioned field  

 Have at least five research publications in RSs or SRSs 

4.1.4.1 Instrument and Procedures 

The aim of this expert review is to validate the proposed conceptual framework, its 

components, indicators and relationships. An initial figure of the framework along with a 

questionnaire which examines the following features have been provided for the experts: 

1. The clarity of the terminologies used in the conceptual framework  

2. The logic relevancy of proposed components (5 components) 

3. The logic relevancy of proposed indicators/indicators in each component (36 

indicators) 

4. The connections and flows (12 relationships)  
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5. The usability of  the framework to show how contexts influence UX of SRSs 

6. The overall readability of the  conceptual framework 

The interviews were conducted online through Skype while face-to-face interviews 

were conducted with the participants from Malaysia. The experts were asked to validate 

if the above mentioned component and indicators along with the relationships are 

logically relevant of not relevant in the process of UX of SRSs by giving “yes” if they 

agree with and “no” if vice versa. Lastly, the experts were also asked to add their further 

comments and any suggestions for the parts with which they do not agree in the provided 

questionnaire. At the beginning of the interview sessions, the background of study along 

with the proposed framework explained and introduced briefly by the researcher. The 

review session involved two-way interactions, where experts may ask questions and give 

their opinions of the focused matter. Afterwards, the experts were required to answer all 

the questions. The expert review findings are discussed in the next section. 

4.1.4.2 Findings 

In this section, only the results that need to be revised are explained and visualized. 

(a) The clarity of the terminologies used in the conceptual framework  

The majority of the experts agreed that the most selected terminologies are clear 

enough. They only revised two terminologies that listed in Table 4.6.  

Table 4.6: Experts recommended terminologies 

Component Unclear -terminology Experts recommendation 

User Context Search history(logs) Info Seeking Behaviour 

Feeling  Feeling  Overall Feeling 
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(b) The logic relevancy of the proposed components (5 components) 

As shown in Figure 4.8, the majority of experts were unanimous that two components 

of “Attitude” and “Feeling” should be merged under one component. Therefor the 

“overall feeling” was chosen for the final revision. Consequently, the all indicators of 

“trust”, “pleasure” and “surprise” were moved under the “overall feeling” component. 

After the experts reviewing, Users’ intentions are highly influence by users’ feeling (Y. 

Chen & Pu, 2011). Regarding the other components, the majority of the experts agreed 

that the proposed conceptual components are well relevant in the proposed framework.   

 

Figure 4.15: Relevancy of components 

(c) The logic relevancy of indicators in each component  

For the relevancy of indicators, the majority of the experts agreed that the most 

indicators are relevant however as shown in Figure 4.9, two indicators of “Information 

Sufficiency” and “Serendipity” under the “System Situation Contexts” are not relevant. 

According to the reviewers’ recommendations the indicator of “Serendipity” should be 

removed because the indicator of “Novelty” is more clear and appropriate to explain the 

paper quality. Also, four experts recommended that the indicator of “Information 

Sufficiency  ” is better to be moved under the “IxD” component because in overall, 

“Information Sufficiency” refers to a piece of information about the recommendations 
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that users would like to see once the recommendations are presenting to them and it 

recommended to be categorized under the “IxD ”. The above mentioned indicators were 

revised in the final version of framework.  

 

Figure 4.16: Relevancy of system context indicators 

Apart from the above-mentioned indicators, the experts also recommended a few 

indicators to be add into the components. These indicators have not trace back in the 

literature of RSs however, they have been recommended by experts to be included in the 

initial framework for further empirical examination. The examination of the 

recommended indicators in the field of RSs is quite new. The added indicators based on 

the experts’ point of views, are briefly listed and explained in Table 4.7.Univ
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Table 4.7: New indicators recommended by the experts 

Component 
New 

indicator 
Description 

References recommend by 
experts for more info. 

User situation  
Reasoning 
methods 

Each person might have particular reasoning method to apply the exiting knowledge for making judgements, 
predictions, and explanations or drawing conclusions. Three methods of reasoning are the deductive, inductive, and 
abductive 

(Shneiderman, 2004). (D. 
Norman, 2013b) (Sweller, 1994) 

IxD adequacy Dialog 
The aim of dialogue design is to yield closure in order to prevent users to think much or guess what to do or what is 
the next action.  The dialogue make the system fool-proof as possible by for example using messaging box, flags, 
and icons 

UiD adequacy Signifier 
Signifiers are communication signs or signals that tell users what this object for. Signifiers help users to understand 
what to do and where to do it, what is happening and what is the alternative therefore they convey the individual to 
the possible action. The signifier should be clear for the user who wants to use the product so it is easy to understand 

Perception 

Interactivity It is about building systems and platforms that allows interaction between product/service and its users. It aims to 
build meaningful relationships between people and the product/services they use  

Affordance 

When users interacting with a product, if they perceive affordance, it means that the UI design’s clues or identifiers 
are visually clear enough to guide users what to do. Some of the studies in the field of RS have used term of “Ease 
of Use” which is defined as “the degree to which a person believes that using a certain system would be free of 
effort”. The affordances are based on real-world experiences or standard UI conventions.  

Cognitive  
barrier 

When users interacting with SRSs, if something temporary put a stop to their actions required to complete in order 
to gain their goal, it called cognitive barrier. For example, when the user is not able to find the desired information 
and the system has not a good help option. The less the user perceives cognitive barriers interacting with RSs, the 
more they have a better experience 

Cognitive 
load 

It is about the amount of the required memory being used by the working memory of the user to achieve his goal. 
The less cognitive load and cognitive barrier are the more the positive felling such as pleasure is discerned by the 
users while interacting with the system  

    

    *** It is pointed out that the description of the new indicators are based on the experts’ explanations and the references recommended for further 

information by the experts. As mentioned, these indicators have not trace back in the literature influencing UX of RSs.
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(d) The connections and flows (relationships)  

In the initial framework, a total of 8 relationships were defined between the 

components and sub-components. According to the results of experts review, the whole 

relationships are well-linked but the relationships between the “Attitude” and “Feeling” 

should be removed because of the integration of these two components. Three experts 

pointed out that there are interrelationships between the contexts therefore investigation 

of following impacts is recommended by the experts and added to the initial framework.  

1. The impact of the environment context on  the user context 

2. The impact of the user context on  the paper quality 

3. The impact of the user context on the interface adequacy  

4. The impact of the user context on the interaction adequacy 

They might be a few relationships between some of the indicators, for example, 

signifier might influence, affordance however such relationships are not examined in this 

research. 

(e) The usability of the framework to show how contexts influence UX of SRSs 

From the findings depicted in Figure 4.17, it can be concluded that whole experts 

agreed that the proposed framework is overall useable in terms of showing how contexts 

influence the UX of SRSs however two of the experts remarked on the addition of the 

above-mentioned relationships to make the whole process more useable.  

 

Figure 4.17: Usability and Readability of the framework 
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(f) The readability of the conceptual framework 

Like usability, all the overall readability, which is the ease of framework 

understanding, was acceptable by the experts (Figure 4.17). 

4.1.5 Revised conceptual framework  

As discussed in the previous section, before the empirical examination, the framework 

was reviewed by five experts in this field and after applying the comments and 

recommendation of experts, the framework was revised as depicted in Figure 4.18.This 

is important to add, the time (context) characterises different situations. For example, it 

might represent the time a user spends to receive recommendations which influence UX, 

in this case time is considered as a systemic context not environmental context (Beel & 

Langer, 2014). Moreover, there are other factors such as accessibility of 

recommendations. For examples, in most systems, recommendations are free however 

some SRSs such as Mendeley provides paper recommendations only as a premium 

service (Beel & Langer, 2014) which are not free and unappealing for the users. Also, the 

impact of the accessibility of recommendations was excluded from this research. As 

indicated earlier, this is assumed that the perceptions mediate the impact of contexts on 

users’ feelings. In this framework, context influence user’s perceptions and there are 

interrelationships between the contexts.
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Figure 4.18: Revised conceptual framework
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After the framework has been generated and explained theoretically, it is the time to 

empirically validate it and the hypothesized relationships between its components.  In the 

following, the steps that test the framework has been discussed. Table 4.8 shows the 

terminology used in this section. This terminology helps to understand the model 

specification and data analysis using PLS-SEM method. Additionally, different terms 

have been used for a single concept. For example, indicator, item, measure and scale have 

the same meaning.   

Table 4.8: Terminology used in the empirical section 

 

4.2 Empirical test of framework  

This section aims to respond to RQ2 which indicates how does contextual information 

empirically influence UX with SRSs? To do so, the following sub-questions of are 

addressed: 

SRQ2.1: Are indicators empirically valid? 
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SRQ2.2: Are constructs (components) empirically valid? 

 SRQ2.3: Are relationships between the constructs (components) empirically valid? 

 SRQ 2.4: What is the framework GOF? 

 SRQ2.4: What are the most relevant contexts influencing/contributing into UX of 

SRSs? 

  The quantitative method of PLS-SEM is used to empirically test the framework. This 

method is a predictive technique (Pratley et al., 2014) and useful for exploratory research 

objectives (Hulland, 1999)where theory is less developed (Henseler et al., 2014)a and 

studying a phenomena is relatively new(Sharma & Kim, 2012). In addition, it helps to 

estimate relationship models with latent variables which are mostly subjective and not 

directly measurable. Also, a few pre- processing assumptions such as large sample size 

and normality have been avoided in this method (Hair et al., 2014; Urbach & Ahlemann, 

2010). This method also can be considered as one of the useful methods for data or 

dimension reduction to reduce the complexity and ambiguity in the system. Besides, in 

comparison to the methods that can analyses only one layer of linkages between variables 

at a time, the PLS-SEM method has this advantage to answer a set of interconnected 

enquires in a single, systematic and comprehensive analysis (Hair et al., 2011).  In other 

words, using PLS-SEM, a single run of analysis algorithm can calculate simultaneously 

both the measurement model (the correlation between the measurement indicators and 

their related construct) and the structural model (the conceptualized linkages between the 

various constructs in the research model) (Pratley et al., 2014). Therefore, this method is 

useful for data or dimension reduction to reduce the complexity and ambiguity in the 

system. As illustrated in Figure 4.19, five multi-stage processes have been applied.  
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Figure 4.19: PLS-SEM procedures 

In the following, the PLS-SEM process along with the activities accomplished in each 

process are explained. 

4.2.1 Identification of hypotheses 

In the previous section, the theoretical basis, adoption of main component and 

identification of variables of the framework was discussed and theoretically justified the 

relationships drawn between the various latent variables and concepts leading to the 

proposition of relevant hypotheses. In Table 4.9, the hypothesized relationships are 

summarised.   
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Table 4.9: Hypotheses of this research based on the literature 

No Description 

𝑯𝟏 The user’s context influences resource’s context toward the user experience 
with SRSs  

𝑯𝟐 The user’s context influences interaction’s context toward the user 
experience with SRSs  

𝑯𝟑 The user’s context influences interface’s context toward the user experience 
with SRSs  

𝑯𝟒 The user’s context influences user’s perception toward the user experience 
with SRSs  

𝑯𝟓 The environment’s context  influences resource’s context toward the user 
experience with SRSs 

𝑯𝟔 The environment’s context influences interface’s context toward the user 
experience with SRSs 

𝑯𝟕 The environment’s context influences interaction’s perception toward the 
user experience with SRSs 

𝑯𝟖 The environment’s context influences user’s perception toward the user 
experience with SRSs 

𝑯𝟗 The resource’s context influences user’s perception toward the user 
experience with SRSs  

𝑯𝟏𝟎 The interface’s context influences user’s perception toward the user 
experience with SRSs 

𝑯𝟏𝟏 The interaction’s context influences user’s perception toward the user 
experience with SRSs 

𝑯𝟏𝟐 The user’s perception influences user’s  feeling toward the user experience 
with SRSs 

𝑯𝟏𝟑 The user’s feeling influences user’s  appraisal toward the user experience 
with SRSs 

𝑯𝟏𝟒 The long term moderates the relationships between feeling and appraisal 
toward the user experience with SRSs 

 

The hypotheses examine the impacts of contexts on users’ perception (H1-H11), 

perception on users’ feelings (H12), feeling on users’ appraisal (H12) and finally the impact 

of long- term variable on the users’ appraisal (H14).  
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4.2.2 Model Specification 

Based on the PLS-SEM method guidelines (Hair et al., 2014), the second step is 

modulation or model specification made of two sub-models of structural model (inner 

model) and measurement model (outer model). 

4.2.2.1 Specification of inner and outer models  

The structural model displays the relationships (paths) between the constructs or 

latent variables.  The measurement models display the relationships between the latent 

variables and indicators (measurable variables) (Vinzi, Chin, Henseler, & Wang, 2010). 

The inner and outer models are set up based on the inspiration from the literature as they 

were elaborated previously. Empirically, the inner and outer model relationships are 

examined by using PLS. As Figure 4.20 depicts, user, resource, environment, interface 

and interaction contexts along with the perception, feeling and appraisal compose the 

latent constructs that build up the structural or inner model (Grey circles and relationships 

between them). Each of aforementioned constructs along with its indicators (Green 

rectangular) establishes measurement or outer model (Grey circle and green rectangular). 

The pink circles show the impact of moderator variable of “over time” on the relationships 

between “feeling” and “appraisal” variables. The hypothesised relationships also have 

been shown.      

4.2.2.2 Determination of formative and reflective constructs  

Latent variables can be measured by two different ways of reflective and formative 

measurement. The main goal in the examination of construct conceptualization is to 

specify whether the construct should be conceptualized as a formative or a reflective 

construct. Based on the instructions mentioned by ( Hair et al., 2013; Henseler, Ringle, 

& Sinkovics, 2009), if the indicators cause the constructs meaning that causality direction 

or arrows point is from measure (indicator) to construct(latent variable) then the 
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relationships are formative. In the formative constructs, the indicator(s) form the 

construct therefore they are conceptually not-correlated and independent components of 

a construct. After reviewing the whole construct and indicators as well as consulting 

statistical advisor, the conceptualizing of the latent variables in the modulation are multi-

dimensional formative constructs.  
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Figure 4.20:  Model Specification (Inner and outer model)
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Therefore, based on the PLS regression equation, this is;   

𝑌 =  𝛽ଵ𝑋ଵ + ⋯ + 𝛽௡𝑋௡  +  𝛾 

Where Y = the formative construct being estimated , 𝛽௜ =
𝐵𝑒𝑡𝑎 𝑤𝑖𝑔ℎ𝑡𝑠 𝑓𝑜𝑟 𝑖𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟𝑠 , 𝑋௜ =  𝑖𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟 𝑠𝑐𝑜𝑟𝑠(𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛), 𝛾 =

 𝑎 𝑑𝑖𝑠𝑡𝑢𝑟𝑏𝑎𝑛𝑐𝑒 𝑡𝑒𝑟𝑚 

 

(4.1) 

 

4.2.3 Dataset preparation  

Before evaluating the validity of proposed model and examining the research 

hypotheses, the preparation of the adequate dataset is required. A few activities discussed 

in the following sections have been performed to prepare the dataset.  

4.2.3.1 Measurement of latent variables 

Generally, for meaning the conceptual variable (latent variable), there are two 

methods. One is to use existing measurement scales from the literature if there are and 

the other is to create new measures. The use of exiting scales is recommended and has 

the advantages to save time and cost of study since other studies have already created 

reliable and validated scales. However, if there are not reliable variables scales, the 

creation of  new scales is equally recommend because the effort for creation of new scales 

add an extra contribution to the research field that can be applied in the future 

studies(Straub, Boudreau, & Gefen, 2004).    

 To decide the best scale for each of our latent variables, a thorough literature review 

of existing measurement scales was conducted. The past studies of Pu and Chen (Pu et 

al., 2012a) and Knijnenburg et al (Bart P. Knijnenburg et al., 2012) provided extensive 

questionnaires to test several concepts related to UX of RSs.  The scales which are similar 

to this research concepts are utilized. However, because the scales are for a scholarly RS 

domain and UX is highly contingent upon the purpose of the system (Bart P. Knijnenburg 

et al., 2012), the necessary wording modifications were made to the original scales to suit 

them to the measurement needs of this study without affecting the original conceptual 
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bases of such scales. In addition, past studies mostly do not include latent variables of 

contexts therefore in this study, these scales were developed.  

In this research, most of the second-ordered constructs such as learning style, 

reasoning method are measured by single scales. The reason of measuring them by a 

single scale are as follows;  

1. Too many questions make participants to quit the survey before completing all 

questions.   

2. The length of survey should be short enough that participant pay full attention 

to respond to all questions throughout the survey. Too many questions distract 

the participant’s attention and makes biased results.   

3. Some of the constructs can be measured by an overall or general item such as 

satisfaction.  

4. For all the single scales whenever it is required, the question is clarified by 

presenting a few examples or specification. In other words, instead of creation 

more questions to measure an item, the aspects of an item is exemplified and 

specified in order to transfer a valid and consistent concept to the participants.  

5. Also, more clarification has been made by a question mark icon  for 

each question on the online web application. The more information is presented 

if the participant presses this icon.  

4.2.3.2 Examination of measuring tool    

Before the actual analysis, it is needed to make sure that the test instrument or 

measuring tool is valid and consistent. For examining the validity, Pre-test and for 

examining the consistency, Pilot-test have been performed (Figure 4.21). Obviously, it is 

important to perform the validity examination before the actual analysis since in the 

analysis phase it is too late to change the experiment in order to obtain better validity.  
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Figure 4.21: Measuring tool examination 

4.2.3.3 Pre-test: indicator screening and validation  

Pre-test examine the validity of the test instrument or measuring tool. After preparing 

the list of the indicators list which already confirmed theoretically, the validity of 

indicators empirically were examined and also, a few scales were developed that need to 

be validated. Two validities have been performed; 1. Face validity that can be examined 

by the expert interviews and 2. Content validity by using user card sorting exercises (also 

called Q-Sorting).  

(a) Face validity control 

According to Lewis et al. (Lewis, Templeton, & Byrd, 2005), “the early and prudent 

use of experts in the design of philosophical elements can expedite scientific progress and 

make construct development projects more efficient”. Therefore, it was important that 

experts in the field get involved before any empirical validation with the potential survey. 

The aim of this experts review is to check the validity control of the selected indicators. 

All indicators were reviewed by three experts from the Human- Computer Interaction and 

UX fields to check the indicators linguistically and conceptually. Table 4.10 describe the 

demographic information of experts involved in the face validity control.  
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Table 4.10: Experts’ profile 

No Experts’ Research interests/ profession Field   Country 

1 Recommender Systems, Multimedia Retrieval, 

Active Learning, Human Computer Interaction 

Academia Italy 

2 Human Computer Interaction, Recommender 

Systems 

Academia Malaysia 

3 Recommender Systems, Human Computer 

Interaction, User Experience Research, 

Personalization Technology, User Modeling 

Academia Switzerland 

 

The experts were asked to score (from 1 to 5) to some extent they think the indicator 

can measure the construct. Figure 4.22 shows that the content of indicators are valid and 

transparent from the experts’ point of views.   

 

Figure 4.22: Face validity of indicators from the experts’ views 

From this review, all indicators found to be relevant and valid based on the conceptual 

framework and the design of the study have been shown in Figure 4.22. Some indicators 

or statements, however, needed some language improvements. Such improvements were 

made and all indicators were taken to the next stage of the scale development process. 

Also the indicators which entirely developed in this study were separated and ask two 

more experts to assure the face validity.  
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(b) Content validity control 

The method used to check empirically if the indicators can be classified in a certain 

group or class is Card Sorting or Q-sorting (Moore & Benbasat, 1991). The Q-sorting was 

initially developed by William Stephenson (Stephenson, 1953) in order to inspect 

peoples' views about a target topic.   

 

Figure 4.23: Sorting for the novelty construct 

The Q- sorting is used to double-check the validity of the initial conceptual 

classification of the pre- prepared statements using participants’ feedback and also to 

discover any wording or language issues that made a misunderstanding for participants.   

The cards were provided and selected 15 researchers (5 master/ 5 PhD students/ 5 

lectures) from the Faculty of Computer Science and Information Technology (FSKTM) 

at the University of Malaya at random in order to participate in this survey. At the 

beginning of each Q-sort, a summary of the research and the how to perform the 

experiment was explained to the participants. Then, they were asked to read the 

statements and sort a per-determined number of statements (Q-sort desk which composed 

by cards) into a set of boxes (close sort). The sorting test was designed in the way that 

only a fixed number of cards can be sorted in a box; for example, in the box labeled 

Univ
ers

ity
 of

 M
ala

ya



168 

“Novelty” (Figure 4.24) only four cards can be selected. This guarantees that participants 

give attention to choose carefully those four cards they completely agree with. It was 

made clear to the participants that each card had to be related to one, and only one box. 

If a card can fall into more than one group, the participant had to decide about which 

group the card fits best within. The participants were asked to express their opinion in a 

Likert scale that to how extent they agree with the statement for a particular constructs 

(columns in Figure 4.7). The participant was also requested to ask if they have any 

question during the sorting. Once the participant was done classifying all the statements, 

the data was analyzed quantitatively by carefully reviewing and reading the contents and 

participants notes if there was any. The insights gained from the Q-sort analysis led to 

revising and removing a few indicators such as that were ambiguous and multi-

interpretable to participants. Their feedback and comments were thoughtfully taken into 

consideration and enhancements were made to the instrument. 

4.2.3.4 Pilot-test 

The aim of the Pilot-test is to examine the consistency of the test instrument. The test-

retest reliability was performed by running a same questionnaire twice over a period of 

two weeks by the 15 scholars who already accepted to participate two times.  Table 4.11 

describes the profile of 15 scholars.  

Table 4.11: Scholars who accepted to participate in the Pilot-test 

No Scholar’s role  Number   Country 

1 PhD Students 4 Iran, Malaysia, Canada 

2   Master Students 5 Iran, Malaysia, Canada 

3 Post-doc 4 Iran, Malaysia,  

4 Faculty  3 Iran, Canada 
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To examine the consistency of indicators, the Spearman correlation coefficient 

(Spearman's rho) was applied and tested the reliability of all indicators. Table 4.12 

summarizes the results of Spearman's rho test.  

Table 4.12: Correlation between test and re-test survey for all indicators 

Indicator r Indicator r Indicator r Indicator r 
Q-AC1 0.783 U-SS1 0.938 U-PR1 0.950 I-CO1 0.919 

Q-AC2 0.811 U-MO1 0.890 U-PR2 0.883 I-VI1 0.955 

Q-PO1 0.826 U-PT1 0.944 U-PR3 0.930 I-GA1 0.902 

Q-PO2 0.793 U-RM1 0.985 U-PR4 0.725 I-SI1 0.954 

Q-PO3 0.813 U-LS1 0.970 U-PK1 0.822 I-DI1 0.950 

Q-PO4 0.883 U-IS1 0.951 U-PK2 0.902 P-CB1 0.906 

Q-NO1 0.843 E-TI1 0.977 U-TA1 0.865 P-AF1 0.922 

Q-NO2 0.874 E-TI2 0.980 U-TA2 0.888 P-CL1 0.909 

Q-NO3 0.871 E-LO1 0.700 U-TA3 0.964 P-PR1 0.943 

Q-NO4 0.726 I-PE1 0.712 P-FU1 0.895 F-PL1 0.862 

Q-DI1 0.870 I-PR1 0.777 P-IN1 0.853 F-TR1 0.859 

Q-DI2 0.926 I-EX1 0.948 P-US1 0.896 A-SA1 0.867 

Q-DI3 0.911 I-IS1 0.912 P-VI1 0.849 A-EX1 0.897 

U-NE1 0.841 I-PI1 0.909 P-TR1 0.884 A-US1 0.983 

U-NE2 0.879 I-DA1 0.938 P-DO1 0.854 A-US2 0.986 

 

According to the results all correlation coefficients were above 0.7 which indicates 

that all indicators can be reliable and there is no confusing or correlated item. Figure 4.25 

also visualizes the correlation coefficients values.  
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Figure 4.24: The result of correlation between test and re-test 

After examining the validity and consistency of the indicators, a web application was 

developed which enables the participants to express their feedbacks in 5-point Likert scale 

ranging from 1 (strongly disagree) to 5 (strongly agree). To assess the appropriateness of 

the whole process of data gathering by a highly controlled sample and knowledgeable 

about the construct under investigation, the link of application was sent to one of the 

experts who participated to the face validity control and asked to check the clarity, 

terminology and understanding of indicators in the web application. Hence, it was made 

sure that the final instrument is ready for use in the data collection stage. The final version 

of the questionnaire contains the Plain Language Statement (PLS) that describes to 

participants the research objectives, the questionnaire format and content, approximate 

completion time, operating instructions for the online system, confidentiality provisions 

for information collected, and contact information. This questionnaire along with the web 

application are presented in Appendices G and H. 
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4.2.3.5 Population  

This study targets the population of computer science scholars in three different 

countries of Malaysia, Iran and Canada. Table 4.13 describes the demographic 

information of final participants of this study. On average, the participants spent about 30 

min to respond the questions.  

Table 4.13: Demographic profile of participants 

 Indicators Frequency Percentage 
Gender Female 85 .483 

Male 73 .412 
Not- mentioned 19 .102 

Group PhD 53 .293 
Master 69 .385 
Post-doc 31 .175 
Faculty 24 .136 

University UM  49 .277 
UTM 24 .138 

     UBC 31 .179 
     SFU 28 .152 
     UOI 26 .144 
     UOT 19 .102 

Country      Malaysia 73 .413 
     Canada 59 .334 
     Iran 45 .253 

 

The bachelor students in this examination were excluded because it was assumed that 

under-graduate students are not seriously involved in research and scholarly tasks such 

as finding appropriate papers. Besides, for this study that the academic people are needed 

who have the experience of working with Bibliographic Databases (BDB) such as science 

direct, web of knowledge and also know what a SRS is and what it is for. The computer 

science community was selected because of two main reasons; first the availability of this 

community in the locations where this research has been conducted and second the 

necessity of well-acquainted participants with bibliographic databases. 
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4.2.3.6 Data gathering & data pre- processing  

The Questionnaire went live on the “www.rscholar.com\quest” server from the 24th 

of September 2015 until the 28th of March 2016(Almost 6 months). To encourage 

participation, an incentive was provided in the form of $ 5.00 USD Starbucks Card eGift 

to spend on the favorite drink. Because the Starbucks are not available in Iran, for the 

Iranian participants, this amount has paid via the Iran’s bank eGift cards. During the time 

range of data gathering, a total of 177 useful responses were received and used in the data 

analysis. As Hair et al. indicated the PLS method is not restricted by the sample size and 

normality distribution ( Hair et al., 2014). However, based on suggestion of minimum 

sample size table in Appendix I by Hair et al., the maximum sample size for the minimum 

R2 in the field of Engineering is 189. Therefore, the sample size of 177, is an adequate 

sample size for this study. As the online web-based application was used to collect the 

data, the controls of not responded questions in terms of missing values already have been 

checked. Preparation for analysis also involved checking for errors in the data and 

correcting them before any further analysis is accomplished. Using the SPSS software, 

descriptive statistics were calculated for all variables in the questionnaire to detect out-

of-range or erroneous data entries. As a result of this check, no data entry errors were 

found.  

4.2.4 Empirical results  

Once the inner and outer models were specified and the dataset was prepared, in the 

next step, the Partial Least Square algorithm was run using the SmartPLS3 tool 

(www.smartpls.com) to estimate the research model and test the hypotheses. The 

empirical analysis of the proposed framework consists of four experiments of 1) The 

assessment of the measurement model, 2) The assessment of the structural model, 3) The 

examination of hypotheses and 4) The examination of model goodness of fit.  
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4.2.4.1 Assessment of outer model  

In this section SRQ2.1 is addressed which investigates the validity of the indicators. 

In the PLS-SEM method, it is performed by assessment of measurement model. This 

model is a formative construct model and based on the guidelines by ( Hair et al., 2014), 

the measurement model was assessed by examining the Multicollinearity and 

Significance and relevance of indicator weights (outer weight). The flow of how an 

item/indicator is retained or removed is shown in Figure 4.25.  

Assessment of 
measurement 

model
VIF<10

OW>0
P-value <0.05

OL>0.5

Retain the item

Final Decision 

Yes

Yes No

No

Yes

No  

Figure 4.25: Assessment of measurement model 

(a) Multicollinearity 

Multicollinearity indicates the extent to which an independent variable varies with 

other independent variables; excessively high multicollinearity would challenge the 

statistical assumption that the independent variables are truly independent of one 

another(Hair et al., 2014). The Variance Inflation Factor (VIF) is a metric for 

multicollinearity (Hair et al., 2014). The term VIF is derived from the fact that its square 

root is the degree to which the standard error has been increased due to multicollinearity.  

Amount of the R2 for each item is equal to the square of the load factor between the 

Construct and the Item. As a rule of thumb, the VIF should not exceed a value of 10 (Hair 

et al., 2014).  

Univ
ers

ity
 of

 M
ala

ya



174 

𝐹𝑜𝑟𝑒𝑎𝑐ℎ 𝑖𝑡𝑒𝑚    𝑉𝐼𝐹 =  
1

1 − 𝑅ଶ
 

(4.2) 

If the indicators do not pass the significance level for VIFs, the item is not removed 

from the model because the absolute contribution of formative indicators is assessed outer 

loading, which is always provided along with the item weights. Therefore, after 

measuring the item weight, the decision to remove the indicator or keep the item is made 

as shown in Figure 4.27. As Table 4.14 indicates, the resulting of the VIF for the 

constructs after running the PLS algorithm, are all lower than 10 which indicates the 

absence of multicollinearity in the indicators.  

Table 4.14: Overview of VIFs of outer model (formative indicators) 

Indicator VIF Indicator VIF Indicator VIF Indicator VIF 
Q-AC1 1.374 U-PR1 1.070 U-SS1 1.027 I-CO1 1.082 

Q-AC2 1.595 U-PR2 1.170 U-MO1 1.216 I-VI1 1.153 

Q-PO1 2.234 U-PR3 1.301 U-PT1 1.435 I-GA1 1.184 

Q-PO2 2.113 U-PR4 1.148 U-RM1 1.086 I-SI1 1.075 

Q-PO3 1.142 U-PK1 1.029 U-LS1 1.589 I-DI1 1.146 

Q-PO4 1.251 U-PK2 1.368 U-IS1 1.197 P-VI1 1.297 

Q-NO1 1.606 U-TA1 1.051 E-TI1 1.072 P-TR1 1.055 

Q-NO2 1.537 U-TA2 1.041 E-TI2 1.453 P-DO1 1.176 

Q-NO3 1.319 U-TA3 1.021 E-LO1 1.403 F-PL1 1.845 

Q-NO4 1.267 P-AF1 1.122 I-PE1 1.074 F-TR1 1.846 

Q-DI1 1.346 P-CL1 1.180 I-PR1 1.064 F-SU1 1.198 

Q-DI2 1.744  P-CB1 1.643 I-EX1 1.334 A-SA1 1.165 

Q-DI3 1.756 P-PR1 1.945 I-IS1 1.074 A-EX1 1.192 

U-NE1 1.343   P-FU1 1.267 I-PI1 1.742 A-US1 1.023 

U-NE2 1.148   P-IN1 1.228 I-DA1 1.241 A-US2 1.011 

 M-OT1 1.000 

 

(b) Significance and relevance of indicators 

The Outer Weights (OWs) are checked to examine the significance and relevance of 

indicators using bootstrapping of 3000 sample data (Figure 4.28). The OWs should be 

different from zero ( p-value < 0.05; T-values > 1.96). However, if the OWs is different 

from zero but p-value ≥ 0.05, in such cases, as suggested by ( Hair Jr et al., 2014; Hair et 
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al., 2011; Hair, Ringle, & Sarstedt, 2013), the Outer Loadings(OLs) should be checked 

for the particular indicators to see if they pass a minimum threshold of 0.5 (OL > 0.5). If 

they pass, the indicators should be retained in the analysis otherwise the item is retained 

but it is interpreted as absolutely important and not as relatively important. If the item is 

not significant neither the OW  nor OL, the researcher should decide whether to retain or 

remove the indicator by examining its theoretical relevance and potential content overlap 

with other indicators of the same construct (Hair et al., 2011).  Table 4.15 shows the 

results of significance relevance of indicators by representing of OWs and OLs which 

meet the above mentioned thresholds (Significant level: 95%).  
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Figure 4.26: Bootstrap model 
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Table 4.15: Significance and relevance assessment of indicators 

Indicator OW T - Values P - Values OL T- Values P- Values 

U.IS1  0.674 3.034 0.015 0.420 5.365 0.036 

U.LS2  0.654 3.388 0.014 0.293 2.989 0.001 

LS_Mean  0.664      

U.MO1  0.067 2.381 0.013 0.468 2.972 0.000 

U.NE1  0.334 3.125 0.012 0.912  3.862 0.000 

U.NE2  0.312 2.255 0.011 0.181 2.666 0.048 

NE_Mean  0.323      

U.PK1  0.567 2.493 0.012 0.395 2.771 0.000 

U.PK2  0.556 2.762 0.009 0.529 3.006 0.000 

PK_Mean  0.561      

U.PR1  0.893 3.718 0.008 0.346 2.347 0.010 

U.PR2  0.873 2.587 0.007 0.823 2.484 0.009 

U.PR3  0.894 2.013 0.006 0.518 2.467 0.015 

U.PR4  0.947 2.093 0.004 0.279 2.415 0.008 

PR_Mean  0.901      

U.PT1  0.092 3.678 0.003 0.282 3.144 0.001 

U.RM1  0.054 2.592 0.002 0.614 2.294 0.003 

U.SS1  0.412 3.306 0.001 0.396 4.302 0.002 

U.TA1  0.712 2.668 0.001 0.429 2.583 0.005 

U.TA2  0.721 2.100 0.001 0.591 2.088 0.006 

U.TA3  0.625 5.930 0.002 0.643 4.555 0.009 

TA_Mean  0.685      

 U_Mean  0.417      

Q.AC1  0.376 3.577  0.003 0.113 3.594 0.007 

Q.AC2  0.401 3.808  0.004 0.588 3.899 0.000 

AC_Mean  0.388      

Q.DI1  0.537 2.154 0.005 0.134 2.248 0.005 

Q.DI2  0.614 2.998 0.006 0.722 2.219 0.007 

Q.DI3  0.538 2.053 0.007 0.166 2.770 0.006 

DI_Mean  0.563      

Q.NO1  0.532 2.731 0.008 0.425 3.878 0.004 

Q.NO2  0.630 3.166 0.009 0.192 3.743 0.004 

Q.NO3  0.558 2.870 0.010 0.524 3.965 0.003 

Q.NO4  0.578 2.198 0.011 0.170 2.045 0.000 

NO_Mean  0.574      

Q.PO1  0.286 2.067 0.002 0.304 2.569 0.010 

Q.PO2  0.339 2.507 0.013 0.201 2.943 0.000 

Q.PO3  0.366 2.684 0.004 0.608 3.844 0.004 

Q.PO4  0.357 2.766 0.005 0.165 2.068 0.007 

 PO_Mean  0.336        

 Q_Mean    0.406  

E.LO1  0.052 3.237 0.045 0.846 3.087 0.001 

E.TI1  0.367 2.548 0.042 0.491 3.070 0.001 
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Table 4.15: continued 
Indicator OW T - Values P - Values OL T- Values P- Values 
E.TI2  0.494 2.210 0.033 0.848 3.958 0.001 

TI_Mean  0.430      

 E_mean    0.241 

I.DI1  0.396 3.403 0.008 0.279 3.143 0.001 

I.CO1  0.387 2.211 0.014 0.488 5.862 0.001 

I.VI1  0.124 3.635 0.001 0.843 3.347 0.001 

I.GA1  0.374 2.658 0.011 0.564 2.865 0.001 

I.SI1  0.226 5.216 0.021 0.509 4.742 0.001 

 I_Mean    0.301 

X.PE1  0.526 2.395 0.031 0.741 3.652 0.001 

X.PR1  0.529 3.655 0.002 0.420 3.025 0.000 

X.PI1  0.553 2.731 0.003 0.710 2.756 0.001 

X.IS1  0.460 2.195 0.014 0.464 5.933 0.000 

X.DA1  0.132 2.893 0.029 0.403 4.344 0.000 

x.EX1  0.298 4.681 0.005 0.585 4.161 0.001 

X_Mean  0.416  

P.AF1  0.398 2.884 0.031 0.004 4.036 0.485 

P.FU1  0.385 2.778 0.038 0.494 4.776 0.000 

P.CB1  0.361 2.356 0.009 0.012 4.105 0.458 

P.CL1  0.290 3.242 0.035 0.568 3.322 0.000 

P.TR1  0.235 3.091 0.012 0.580 3.361 0.000 

P.DO1  0.218 2.114 0.057 0.374 3.415 0.000 

P.PR1  0.214 2.180 0.045 0.607 2.562 0.000 

P.US1  0.198 2.791 0.001 0.424 4.355 0.000 

P.VI1  0.196 3.094 0.001 0.105 2.892 0.186 

P.IN1  0.184 2.136 0.016 0.215 3.925 0.027 

P_Mean   0.267  

F.SU1   0.572 3.263 0.001 0.882 3.680 0.001 
F.PL1  0.412  2.275 0.005 0.675 2.015 0.001 

F.TR1   0.367 2.905 0.002 0.814 2.184 0.001 

 F_Mean    0.450  

A.EX1 0.037 2.442 0.029 0.402 2.049 0.071 

A.SA1 0.479 3.639 0.031 0.999 3.615 0.065 

A.US1 0.363 3.045 0.002 0.076 2.794 0.055 

A.US2 0.326 2.353 0.002 0.024 2.240 0.005 

A_Mean 0.286      

 
A high indicator weight suggests that the indicator is making a significant contribution 

to the formative latent variable (Tate, 2010). The results of significance relevance of 

indicators by representing of OWs and OLs which meet the above mentioned thresholds 

(Significant level: 95%) are shown in Table 4.15.   
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4.2.4.2 Assessment of inner model  

In this section SRQ2.2 is addressed which investigates the validity of the constructs 

(components). In the PLS-SEM method, it is performed by assessment of structural 

model.The relationships between the latent variables (constructs) represent the structural 

model. Two criteria were applied to assess the structural model including Coefficient of 

determination (R2) and Effect size (F2) (Hair et al., 2011). For the easier reference, the 

constructs are coded as listed in Table 4.16.  

Table 4.16: Constructs coding  

Construct Code Construct Code Construct Code 

Environmentcontext E IxD adequacy  X User’s Feeling  F 

Usercontext  U UiD adequacy  I User’s overall Appraisal A 

Resource quality  Q User’s Perception P Over time  O 

 

(a) Coefficient of determination (R2) 

The coefficient of determination (R2) is the second key criterion for evaluating the 

structural model and is used determining the degree of linear-correlation of variables in 

regression analysis. It measures the proportion of the variance of a dependent variable 

that is explained by independent variables. It shows the model’s ability to explain and 

predict the dependent latent variables. In other words, R2 explains how much of the 

variability of a factor (latent or dependent variable) can be influenced by its relationship 

to another factor (independent variable).  

The latent variable in this research is UX. Therefore, R2 shows how much of the 

variability of UX can be influenced by independent variables mentioned in Table 4.17. 

An R-squared equal to zero means that the dependent variable cannot be predicted 

using the independent variable. Conversely, if it equals one, it means that the dependent 

of variable is always predicted by the independent variable. 
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Table 4.17: R-Squares of dependent (latent) variables 

IV      R2 R2 effect R2 adjusted 
A 0.554 Moderate 0.546 
E 0.596 Moderate 0.556 
F 0.664 Moderate 0.660 
X 0.762 Moderate 0.758 
I 0.716 Moderate 0.711 
P 0.519 Moderate 0.505 
Q 0.735 Moderate 0.726 
U 0.992 Substantial 0.992 

 

A coefficient of determination that falls within this range measures the extent that the 

dependent variable is predicted by the independent variable. For example, an R-squared 

of 0.99, means that 99% of the dependent variable (UX) is predicted by the independent 

variable (user context). Overall, R2 values of 0.75, 0.50, or 0.25 for dependent variables are 

viewed as substantial, moderate, or weak (Hair et al., 2013). As depicted in Figure 4.27, 

the R2s of the dependent variables indicate that the variance of UX is explained 

substantially only by the effect of User context variable.  
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Figure 4.27: R2s and adjusted R2s of the independent variables 

(b) Effect size (f2) 

Effect size (f2) is an important tool in reporting and interpreting the impact of a 

construct on another one. It simply shows the correlation between two variables 

(constructs). The f2 is calculated by Cohen’s formula (Cohen, 1992). According to Cohen, 

the values of 0.35, 0.15, and 0.02 signify respectively large, medium, and small effects. 

f2 values of less than 0.02 indicate that there is no effect.  

The direct and in-direct relationships between the constructs, defined in the proposed 

model, have been illustrated in Table 4.18. The correction between two variables of X and 

Y is shown by 𝜌 (𝑋, 𝑌). Based on the f2 values, the smallest effects are between the 

environment context construct and other constructs. It means that environment changes 

such as location, time might not be influence on the interaction adequacy, interface 
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adequacy and user’s perception however the environment changes may impact on 

resource quality which includes novelty, accuracy, diversity and popularity of a paper in 

this research. For example, the academic time can impact on the recommended paper. 

Also there is a small correlation between the overtime construct (moderating variable) 

and appraisal. As mentioned before, f2 does not necessarily mean that the change in one 

variable is the cause of the change in the values of the other variable.  

Table 4.18: f2 values  

𝝆 (𝑿, 𝒀) f2 Effect 𝝆 (𝑿, 𝒀) f2 Effect 

𝜌 (E, Q) 0.161 Medium 𝜌 (Q, P,F) 0.282 Medium 

𝜌 (E, X) 0.003 Small 𝜌 (Q, P,F,A) 0.282 Medium 

𝜌 (E, I) 0.004 Small 𝜌 (I,P) 0.174 Medium 

𝜌 (E, P) 0.002 Small 𝜌 (I, P,F) 0.162 Medium 

𝜌 (E, P,F) 0.011 Small 𝜌 (I, P,F,A) 0.280 Medium 

𝜌 (E, P,F,A) 0.006 Small 𝜌 (X,P) 0.102 Medium 

𝜌 (U, Q) 0.376 Large 𝜌 (X, P,F) 0.148 Medium 

𝜌 (U, I) 0.351 Large 𝜌 (X, P,F,A) 0.102 Medium 

𝜌 (U, X) 0.356 Large 𝜌 (P,F) 0.354 Large 

𝜌 (U, P,F) 0.271 Medium 𝜌 (P,F,A) 0.371 Large 

𝜌 (U,P,F, A) 0.282 Medium 𝜌 (F,A) 0.374 Large 

𝜌 (Q, P) 0.375 Large 𝜌 (O,A) 0.001 Small 

 

The following constructs have obtained the large effect and the correlations between 

the user’s context and resource quality is the largest effect.    

Largest effects = [(𝜌 (U, Q), 0.376), (𝜌 (U, I),0.351), (𝜌 
(U, X),0.356), (𝜌 (Q, P), 0.375),(𝜌 (P,F), 0.354)), (𝜌 (P,F,A), 

0.371)), ( 𝜌 (F, A), 0.374)] 

 

4.2.4.3 Hypothesis testing (β test) 

To examine the hypothesized relationships between the constructs, the path 

coefficients (β) are assessed which have standardized values of linear regression weights 

between -1 and + 1 (Hair et al., 2011). Estimated path coefficients close to + 1 represent 
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strong positive relationships (and vice versa for negative values) that are almost always 

statistically significant (p-value < 0.05; T-values > 1.96) (Hair et al., 2011). The closer 

the estimated coefficients are to 0, the weaker the relationships are (Normal data 

distribution). In other words, very low values close to 0 are usually none-significant. 

Figure 4.28 shows the Normal data distribution.  

As shown in Table 4.19, the obtained path coefficients (p-value < 0.05; T-values > 

1.96) examined the relationships between the constructs. Among the hypothesized 

relationships, all relationships were found statistically significant other than the 

relationship of the Moderating Effect (over time)  Appraisal (p-value = 0.201) which 

is discussed in the next section. The results also revealed that the strongest relationships 

are between the constructs listed below;    

              Usercontext  Resource quality      0.790 
              Usercontext  IxD adequacy             0.788 
               Usercontext  UiD adequacy     0.786 
              Resource Quality Perception        0.760 

 

In PLS-SEM method, all direct and in-direct coefficients paths between the variables 

are assessed by using bootstrapping test. Since the focus of this research is on the 

contextual data and the strongest relationships were predicted between (U, Q), the direct 

and in-direct coefficients paths of variables were assessed and illustrated in the Appendix 

K and J. The relationships between the contexts are the source of inspiration for the 

construction of BN model and UI for SRSs which are discussed respectively in Chapters 

5 and 6.  
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Table 4.19: Significance of the path coefficients (β) 

Constructs β T-value P-value + Hypo. Testing 

E  X 0.305 3.656 0.000 Weak Supported 

E  I 0.350 3.020 0.000 Weak Supported 

E  P 0.387 2.012 0.022 Weak Supported 

E  Q 0.449 1.787 0.037 Moderate Supported 

F  A 0.586 2.035 0.000 Moderate Supported 

X  P 0.428 2.846 0.002 Moderate Supported 

I  P 0.456 2.590 0.005 Moderate Supported 

O  A 0.056 0.837 0.201 - N-Supported 

P  F 0.605 3.076 0.000 Strong Supported 

U  X 0.788 2.609 0.000 Strong Supported 

U  I 0.786 2.118 0.000 Strong Supported 

U  P 0.649 2.376 0.354 Moderate Supported 

U  Q 0.790 2.942 0.000 Strong Supported 

Q  P 0.760 3.942 0.003 Strong Supported 

Environment Interaction Environment Interface 

Environment Perception Environment Resource 

Feeling Appraisal Interaction Perception 

Interface Perception Over timeAppraisal 

Perception Feeling 

Perception Feeling 

User Interaction 

User Interface User Perception User Resource 

Figure 4.28: Normal distribution(s) 
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(a) Moderating effect impact 

As mentioned above, the results of path coefficients showed that the moderating effect 

indicator (over time) does not surpass the minimum threshold of p-value (p-value 

overtime = 0.201) which means that there is not statistically significant relationship 

between this construct and overall appraisal (Figure 4.29).  

 

Figure 4.29: The impact of moderator variable 

As discussed earlier, researchers have emphasized that the UX is not built one night. 

The users’ appraisal of SRSs might be changed over the time and it is not stable. 

Therefore, from the conceptual view point, there must be a relationship between these 

two constructs. However, the empirical results revealed no relationship. One main reason 

might be that the ratings collected in this research, were provided by the users not while 

experiencing the paper recommendations but by imagining the situation and providing 

judgments. Hence, the impact of “over time” construct has not been assessed significant. 
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4.2.4.4 Framework revision  

Based on the PLS-SEM method guidelines, different tests have been applied to 

empirically validate the framework (shown in Table 4.20). For the Significance and 

relevance of indicators OWs and VIFs have been applied. The results reveled that all 

defined indicators are empirically valid therefore no indicator is removed in the revised 

conceptual framework. Also, the R2 and F2 tests examined the validity of the constructs 

(components) and the results revealed that all predefined components empirically 

contribute into construction of UX of SRSs. In addition, the results of path coefficients 

(β) and F2 showed that all the relationships are valid in the conceptual framework 

however, the moderating effect indicator (over time) does not surpass the minimum 

threshold of p-value (p-value overtime = 0.201) which means that there is not 

statistically significant relationship between this construct and overall appraisal. 

Therefore, this relationship is removed in the conceptual framework. As discussed earlier, 

some of the relationships are weak but they remain in the framework as long as they are 

statistically significant.    

Table 4.20: Tests applied for the empirical examination 

Step Examination Test 

Dataset 
  

Validity of measuring tool 
(Pre-test) 

-Face validity (Expert’s interview) 
-Content Validity (Q-soring) 

Consistency of measuring 
tool (Pilot-test ) 

-Test- retest (Spearman’s rho) 

Measurement 
(outer) model 

 Multicollinearity -Variance Inflation Factor (VIF) 
Significance and relevance 
of indicators 

-Outer weight (OW) 
-Outer load (OL) 

Structural 
(inner) model  

The constructs’ variabilities -Coefficient of determination (R2)  
The constructs’ effects -Effect size (F2) 

Hypo. Testing  Variables’ relationships -Significance of the path coefficients (β) 
GOF The model performance in  

explaining different datasets 
-The Standardized Root Mean Square   
Residual (SRMR) 

 

. 
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User Experience of SRSs Framework 

Perception Feeling  AppraisalContext

 Interface Adequacy
Environment

Time

Location

Recourse Quality
Novelty

Accuracy

Popularity

Diversity

 Interaction Adequacy

Preference Elicitation

Preference Refinement

Information Sufficiency

Explanation

Overall
Satisfaction

(Past)

Expectation
(Future)

Usage 
(Present)

Over Time 

Trust

Surprise

Pleasure
Dialog 

Affordance

Transparency

Cognitive Load

 Cognitive Barriers

Dominance

Interactivity

Usefulness

Visual Aesthetics

Personalization

Fun

Display 

Visualisation
Gamification

Signifiers  
Consistency 

User Situation

Cite, View, Read, 
Recommend to 
others, Rate,...

Privacy Consideration

Personality Trait

Mood

Task(Goal, Need)

Pre-Knowledge

Reasoning Method
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Search Status

Networks

Learning Style

Info Seeking Behaviour

 

Figure 4.30: Revised framework after the empirical experimentUniv
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4.2.4.5 Goodness of Fit (GoF) 

There is no overall fit index in PLS path modeling. The GoF can be useful to assess 

how well a PLS path model can explain different sets of data (Henseler et al., 2014). A 

measure of the Goodness of Fit (GoF) index has been proposed by (Tenenhaus, Amato, 

& Esposito Vinzi, 2004). This criterion takes into account the model performance in both 

the measurement and the structural model while provides a single measure for the overall 

prediction performance of the model and is obtained as the geometric mean of the 

Average Variance Extracted (AVE) and the average R2 value shown by the following 

formulas (Tenenhaus, Amato, & Esposito Vinzi, 2004): 

The Standardized Root Mean Square Residual (SRMR) is another measure introduced 

by Henseler et al. (2014) to evaluate the GoF. The SRMR is defined as the difference 

between the observed correlation and the model implied correlation matrix which allows 

assessing the average magnitude of the discrepancies between observed and expected 

correlations as an absolute measure of (model) fit criterion. The Smart-PLS calculates 

SRMR by bootstrapping and for the proposed model in this research is 0.09. A value of 

less than 0.10 (Hu and Bentler, 1999) is considered a good fit and allows to conclude that 

the model performs well compared to the baseline values. However, in the recent years, 

a few researchers such as Henseler and Sarstedt (2012) criticized that the GoF by 

Tenenhaus et al. (2004) does not represent a fit measure and should not be used as such. 

𝑮𝑶𝑭 =  ඥ𝑨𝑽𝑬തതതതതത × 𝑹𝟐തതതത (4.3) 

   𝑭𝒐𝒓 𝒏 𝒊𝒕𝒆𝒎:    𝝁
𝑨𝑽𝑬ୀ 

𝟏
𝒏

෍ 𝒙𝒊

𝒏

𝒊ୀ𝟏

   𝒂𝒏𝒅       𝝁
𝑹𝟐ୀ 

𝟏
𝒏

෍ 𝒙𝒊

𝒏

𝒊ୀ𝟏

 

𝑹𝒆𝒍𝒂𝒕𝒊𝒗𝒆 𝑮𝑶𝑭 =  ඥ𝝁𝑨𝑽𝑬തതതതതത × 𝝁𝑹𝟐തതതതത 

(4.4) 

 

(4.5) 
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Researchers showed this measure is unsuitable for identifying mis-specified models and 

have advised not to use it (Henseler et al., 2014).  

4.2.4.6 Detection of the most relevant contexts 

The R2s of the dependent variables indicated that the variance of UX of SRSs is 

explained substantially only by the effect of User context variable. In addition, based on the 

outputs of Outer Weights (OWs) (Table. 4.15; Section: 4.2.4.1), among the indicators of 

one construct, the indicator which have more weight is relevant for the construction of 

the formative index demonstrates a sufficient level of validity. Among the user context 

construct, respectively profile (PR_Mean, 0.901), task (TA_Mean, 0.685), learning 

style (LS_Mean, 0.664), pre-knowledge (PK_Mean, 0.561) and, information 

seeking behavior have obtained the highest weights which confirm that they have a 

significant contribution to the formation of user contexts for a SRS.  

Uweight = [(PR_Mean, 0.901), (TA_Mean, 0.685), (LS_Mean, 0.664), 

(PK_Mean, 0.561), (IS, 0.460)] 

 Also, between time (TI_Mean, 0.430) and location (E.LO1, 0.052) for the 

environment context, time is more relevant for the construction of the formative the 

environment context and demonstrates a sufficient level of validity. Although the weight 

of location is low but the value of 0.52 still surpasses the threshold. Therefore, it is not 

removed. Among the paper quality context constructs, novelty (NO_Mean, 0.574) and 

diversity (DI_Mean, 0.563) have more weights. 

 Qweight = [(AC_Mean, 0.388), (DI_Mean, 0.563), (NO_Mean, 

0.574), (PO_Mean, 0.336)]  

Also, display (I. DI1, 0.396), consistency (I. CO1, 0.387) and gamification 

(I.GA1, 0.374) have the highest weights among the UiD’s indicators. And for the IxD 

construct, as Table 4.15 explains, the preference elicitation, refinement and privacy 
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consideration have received the highest weights in contribution to the IxD the formative 

latent variable; 

IxDweight = [(X.PE1, 0.526), (X.PR1, 0.529), (X.PI1, 0.553), 
(X.IS1, 0.460), (X.DA1, 0.132), (X.EX1, 0.298)] 
 

Between the perception’s indicators, the three highest weight respectively belong to 

affordance (P.AF1, 0.398), fun (P.FU1, 0.385) and, cognitive barrier (P.CB1, 

0.361).  

Pweight = [ (P.AF1, 0.398), (P.FU1,0.385),( P.CB1,0.361),( 
P.CL1, 0.290),( P.TR1, 0.235),( P.DO1, 0.218),(P.PR1, 
0.214),( P.US1, 0.198),( P.VI1, 0.196), (P.IN1,0.184)] 

 
Among the perception indicators, affordance is the indicator which has contributed 

mostly in UX of SRS. Interestingly, transparency has not been the most contributed 

indicator.   

 
Between the users’ feeling and appraisal indicators, surprise and satisfaction have the 

highest weight (F.SU1, 0.572), (A.SA1, 0.479).  

Fweight = [(F.SU1, 0.572), (F.PL1, 0.412), (F.TR1, 0.367)]  
 Aweight = [(A.EX1, 0.037), (A.SA1, 0.479), (A.US1, 0.363), 
(A.US2, 0.326)] 
 

The results path coefficients (β) (section 4.2.4.2) revealed that the strongest 

relationships are between the constructs listed below;    

              Usercontext  Resource quality      0.790 
              Usercontext  IxD adequacy             0.788 
               Usercontext  UiD adequacy            0.786 
              Resource Quality Perception        0.760 

 

Additionally, the results of f2 test showed that the following constructs have obtained 

the large effect and among them, the correlations between the user’s context and resource 

quality is the largest effect.    
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Largest effects = [(𝜌 (U, Q), 0.376), (𝜌 (U, I),0.351), (𝜌 

(U, X),0.356), (𝜌 (Q, P), 0.375),(𝜌 (P,F), 0.354)), (𝜌 (P,F,A), 

0.371)), ( 𝜌 (F, A), 0.374)] 

  

Considering the above mentioned data analysis results emphasizing on the strong 

relation between the Usercontext  Resource quality , the relationships between the 

relevant contexts in this two variables are the source of inspiration for the construction of 

BN model. Hence, for more assessment of the relationships between these two variable 

and their indicators, the path coefficients (β) of specific indirect effects were assessed and 

listed in Appendices J.  

In summary, as Figure 4.31 depicts, the predicted relevant contexts are applied in both 

development of both UM and UI in this research. More details are provided in chapter 5 

and 6.  The focus of this research is not on the designing the gamification and visualization 

solutions for the SRSs. 

 

Figure 4.31: Contribution of the relevant context into UX of SRS 
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4.3 Discussion 

This chapter continues existing lines of research that aim to better understand the UX 

of SRSs and does not stop here. However, the implication of this study is multi-fold. First, 

it proposes a theory-based conceptual framework for understanding how contexts 

influence UX of SRSs. It attempts to unify various conceptualizations in the literature 

relating UX and RSs to give them a theoretical foundation with the help of relevant 

experts. It also makes the first attempt to empirically examine the impact of contexts on 

UX and to detect the most relevant contexts and their conditions influencing UX in the 

field of SRSs. Moreover, the proposed framework bridges the user’s contexts with the 

system contexts and provides finer insights into both back-end and front-end of RSs 

development from a UX design perspective.  Additionally, the relationships between the 

contexts are the source of inspiration for the construction of a BN user model and UI for 

SRSs which are discussed respectively in Chapters 5 and 6. This research makes 

important contributions for both academics and the SRS providers, however, some 

limitations are acknowledged in the following.  

First, the participants of this study had a certain background in Computer Science. 

While they are part of scholarly community, there may be aspects of UX of RSs that are 

different in other majors. Second, this research focus to detect contexts influencing 

research paper recommending. The empirical results showed that location does not have 

a significant impact on UX of SRSs while for offering a book, location might be one of 

the most influencing contexts. Another possible limitation is that, the ratings collected in 

this research, were provided by the users not while experiencing the paper 

recommendations but by imagining the situation. Finally, there are possible relationships 

between contexts and user’s perceptions. However, analysis of those relationships 

requires huge data collection which creates a complex predictive model. Hence, the 

analysis of their direct impacts were ignored and left for the future studies. 
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4.4 Summary 

 

 

 

 

 

 This chapter proposes a framework that the primary goals are to explore how 

contexts influence UX with SRSs. Furthermore, it identifies what are the relevant 

contexts incorporated in the UX. To achieve this goal, first the existing models and 

theories of UX especially with RSs are reviewed and then several gaps in existing 

works through reviewing the current studies and experts feedbacks in this field are 

identified. The proposed framework consists four main components including context, 

perception, feeling and appraisal and manifests in what way contexts (latent variables) 

influence UX with SRSs. Additionally, it not only enriches our conceptual 

understanding of how contextual information influences UX of scholarly recommender 

systems but also serves as a foundation for further theoretical and empirical 

investigations. The proposed framework is evaluated empirically by using PLS-SEM 

method. Besides, the relevant contexts influencing UX of SRSs are assessed and 

discussed in this chapter.  
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CHAPTER 5: CONTEXTUAL BAYESIAN USER EXPERIENCE MODEL 

In this chapter, the relevant contexts identified in objective 1 are exploited to design a 

Bayesian UM for assisting the diagnosis of scholars’ information needs in terms of 

accurate, novel, diverse and popular papers. Prior to explaining the UM development, a 

few essential definitions are briefly presented, and then the reasons behind applying the 

BNs technique are discussed. Thenceforth, three phases of BN modeling including dataset 

preparation, network structure learning, and parameter learning and inference are 

elaborated. The proposed user model can be embedded in the process of recommending 

to identify the users’ information needs and help recommenders retrieve more appropriate 

recommendations which consequently leads to the enhancement of the UX of SRSs.      

5.1 Essential definitions 

Bayesian networks (BNs) are powerful tools used for uncertainty modeling. Their first 

appearance was in the field of medical decision systems in the late 1970s (Pearl, 1985). 

For better understanding of BN modeling, in the following, a few crucial definitions are 

discussed succinctly. 

5.1.1 Bayes’ theorem  

The inference in BNs is based on a probabilistic theory called Bayes’ theorem  or 

Bayes’ law which spreads knowledge within the network (Heckerman et al., 1995; 

Neapolitan, 2004). Bayes’ theorem is a widely accepted and uncontroversial formula and 

has  been around for hundreds of years(Korb & Nicholson, 2003). It describes 

the probability of an event based on prior knowledge of the conditions that might 

be related to that event. For instance, for hypothesis H and evidence E, Bayes theorem 

states that the relationship between the probability of the hypothesis before getting the 

evidence 𝑝(𝐻) and the probability of hypothesis after getting the evidence 𝑝(𝐸|𝐻) which 

defines as follows (Jameson, 1995): 
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𝑝(𝐻|𝐸) =
𝑝(𝐸|𝐻) × 𝑝(𝐻)

𝑝(𝐸)
 

 

(5.1) 

Where the prior probability is 𝑝(𝐻), 𝑡ℎ𝑒 𝑝(𝐸|𝐻)is the likelihood function of H, and 

𝑝(𝐸)is the prior probability of E which is called marginal probability. Thus, 𝑝(𝐻|𝐸)is a 

posterior probability of H given E (Rim et al., 2013a). 

In a general form, where 𝑝(𝐻)and 𝑝(𝐸)≥0 and 𝑝(𝐻௜)consist of mutually exclusive 

events within the universe S, the Bayes’ formula would be (Bolstad & Curran, 2016); 

𝑝(𝐻௜|𝐸) =
𝑝(𝐸 ∩ 𝐻௜)

𝑝(𝐸)
=

𝑝(𝐸|𝐻௜) × 𝑝(𝐻௜)

∑ 𝑝(𝐸|𝐻௜) × 𝑝(𝐻௜)
௡
௝ୀଵ

 

 

(5.2) 

BNs are better suited not only to reason with the knowledge and belief uncertain, but 

also the structure of knowledge representation (Darwiche, 2009; Mahjoub & Kalti, 2011). 

5.1.2 BN Graph structure 

More precisely, BNs are a class of graphical models that allow a concise representation 

of the probabilistic dependencies between a given set of random variables (nodes) 

𝑋 = {𝑋ଵ, 𝑋ଶ, 𝑋ଷ, … 𝑋௡} as a Directed Acyclic Graph (DAG) G=(V,A). Each node 𝑣௜ ∈

𝑉 corresponds to a random variable 𝑋௜ which might represent a causal link from parent 

node to their children (Rim et al., 2013a). Each node is associated with a conditional 

probability distribution which assigns a probability to each possible value of this node for 

each combination of the values of its parent nodes (Zukerman & Albrecht, 2001). 

 Graph G is an independency map (I-map) of the probabilistic dependence structure P 

of X if there is a one-to-one correspondence between the random variables in X and the 

nodes V of G, such that for all disjoint subsets A, B, C there is;  
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𝑨 ⊥ 𝒑 (𝑩|𝑪) ⟸ 𝑨 ⊥ 𝑮 (𝑩|𝑪) 

Similarly, G is a dependency map (D-map) of P if X , there is 

(5.3) 

𝑨 ⊥ 𝒑 (𝑩|𝑪) ⟹ 𝑨 ⊥ 𝑮 (𝑩|𝑪) 

G is said to be a perfect map of P if it is both a D-map and an I-map, 

(5.4) 

𝑨 ⊥ 𝒑 (𝑩|𝑪) ⟺ 𝑨 ⊥ 𝑮 (𝑩|𝑪) 

and in this case, P is said to be isomorphic or faithful to G. 

(5.5) 

Overall, BNs consist of both qualitative and quantitative parts. With regard to the 

qualitative part, it is the structure of the network: a directed acyclic graph where nodes 

correspond to variables and arcs representing influences between variables. The 

quantitative part, however, provides the conditional probability tables that make up the 

network settings (Zukerman & Albrecht, 2001) (Korb & Nicholson, 2003). The learning 

applies both the network structure and parameters that can be obtained from complete or 

incomplete data(Mahjoub & Kalti, 2011). The correspondence between the structure of 

the DAG G and the conditional independence relationships is elucidated by the directed 

separation criterion (Pearl, 1988), or d-separation, as discussed below.  

5.1.3 D-separation 

 
If A, B, and C are three disjoint subsets of nodes in a DAG G, then C is said to d-

separate A from B, denoted 𝐴 ⊥ 𝐺 (𝐵|𝐶), if along every sequence of arcs (path) between 

a node in A and a node in B, there is a node v satisfying one of the following two 

conditions(Zukerman & Albrecht, 2001):  

1) v has converging arcs (i.e., there are two arcs pointing to v from the adjacent nodes 

in the path) and none of v or its descendants (i.e., the nodes that can be reached from v) 

are in C.  

2) v is in C and does not have converging arcs. 
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5.1.4 Markov property of BNs 

The Markov property of BNs, which follows directly from d-separation, enables the 

representation of the joint probability distribution of the random variables in X (the global 

distribution) as a product of conditional probability distributions (the local distributions 

associated with each variable Xi) (Nagarajan, Scutari, & Lèbre, 2013) (Ono, Kurokawa, 

Motomura, & Asoh, 2007). This is a direct application of the chain rule (Korb and 

Nicholson, 2010). In the case of discrete random variables, the factorization of the joint 

probability distribution 𝑷௑ is given by 

P௑(X ) =  ෑ P௑೔
(𝑋௜| ∏𝑋௜) 

௣

௜ୀଵ

 

where ∏𝑋௜  is the set of the parents of Xi; in the case of continuous random variables, 

the factorization of the joint density function 𝑓௑  is given by 

 

(5.6) 

𝑓௑(X ) =  ෑ 𝑓௑೔
(𝑋௜| ∏𝑋௜) 

௣

௜ୀଵ

 
(5.7) 

 

Bayes’ theory is an old and tested math rule which helps to make good decisions when 

there is uncertainty (W. S. Geisler, 2008). It can be applied not only in developing 

complex systems but also in making an individual a better thinker in its daily life. It asserts 

that this theory is the single most important tool for representing appropriate strengths of 

belief to understand human opinion which is constrained by ignorance and 

uncertainty(Korb & Nicholson, 2003). In other words, it is the closest technique to the 

human reasoning or rationality which is so-called Bayesian thinking or Bayesianism 

philosophy (Korb & Nicholson, 2003) (Easwaran, 2011). As shown in Figure 5.1, the 

Bayes’ rule applies the past data (prior probability) and present data (likelihood of the 

evidence) to predict the future (posterior). Therefore, it updates the degree of belief in 
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order to come up with a new or updated strength of belief (posterior) (Korb & Nicholson, 

2003) 

 

Figure 5.1: Bayesian thinking 

To summarize, Bayesian thinking can be used to avoid common mistakes and fallacies 

in thinking since having a strong opinion/belief about an issue can make it hard to take in 

new information about it or to consider other options when they are presented.  It can also 

be used to reach decisions in those circumstances when very few observations or pieces 

of evidence are available.  

In the next section, it is given a substance why the BNs method is an appropriate 

method for contextual users modeling for SRSs in this research.  

5.2 The reasons for selection of BNs method   

This research aims to develop a UM which exploits the relevant contexts (Objective 

1) in order to identify the users’ information needs for a SRS. The BN method is a suitable 

method to achieve objective 2 in this research. The reasons for the choice of BNs are 

varied and are discussed as what follows.  
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5.2.1 Suitable to deal with uncertain and dynamic contexts 

As discussed in chapter 2, contexts are dynamic and change over the time. Therefore, 

their conditions are very complex and uncertain (Hariri, Mobasher, & Burke, 2014). 

Moreover, the user’s need of scholarly papers is uncertain and changes due to the different 

contexts such as background knowledge, preferences, and goals. The BN method 

provides an effective approach for constructing and manipulating probabilistic models for 

handling uncertainty in context awareness applications (Rim et al., 2013a). Besides, this 

method is appropriate for representing complex relations between the variables which 

their states change over the time (Codina Busquet & Ceccaroni, 2014; Ono et al., 2007).  

5.2.2 Well adapted for UMs developing  

A fundamental goal of HCI research is to make systems more usable and more useful, 

and to provide users with better experiences which fit their situations (Fischer, 2001). A 

UM strives to accomplish this goal by discovering the laws of nature and inferring 

unobservable information about a user from observable information to analyze perceptual 

and cognitive processes and characterize individual differences. BNs are well adapted to 

the problem of user modeling because they can represent the uncertainty related to the 

modeling of users’ preferences (Guo, 2011; Korb & Nicholson, 2003). In addition, BN 

method is a natural and scientific method to cope with the variability and the complexity 

of users’ situations by probability distribution of over the whole related variables and 

explicitly represents causal relations (Long et al., 2010) (French, 1986; Peterson, 2009). 

Apart from this, as discussed in chapter 2, several ML methods can be applied for UMs 

developing such as BNs, fuzzy logic, and neural networks (Ono et al., 2008). The use of 

ML algorithms in RSs has been reviewed by Portugal et al.( 2015) and the results revealed 

that no study has applied BNs for SRSs. Interestingly, among the existing SRSs studies, 

there is no work on contextual BNs models for CASRSs (Hassan, 2017).  
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5.2.3 Appropriate for diagnose of user’s information needs  

Quality of recommendations (papers) refers to the capability of the system to predict 

exactly those papers that make the user would like or use (Berkovsky et al., 2008; Kobsa, 

2001). In other words, those papers which are well matched with the user’s information 

needs. The information needs vary among users owning to different contexts such as 

background knowledge, preferences, and goals. The results of path coefficients (β) from 

objective 1 unveiled that among the contexts, the strongest relationships are between 

[(Usercontext  Resourcequality), 0.790].Additionally, the Analysis of OWs, in 

chapter 4, attested that four indicators of novelty, diversity, popularity, and accuracy form 

the quality of a paper (Qweight = [(AC_Mean, 0.388), (DI_Mean, 0.563), 

(NO_Mean, 0.574), (PO_Mean, 0.336)]).Therefore, as Figure 5.2 shows, a user 

model should match the recommended papers on the basis of four identified levels of 

accurate, novel, popular, and diverse with users’ information needs or users’ contexts.    

 

Figure 5.2:  Paper quality matching with user’s information needs 

As mentoned ealier, BNs are flexible models not only to reason with the knowledge 

and belief uncertain(Sean M McNee, Riedl, et al., 2006a), but also the structure of 

knowledge representation (Darwiche, 2009; Mahjoub & Kalti, 2011) (Park, Yoo, & Cho, 

2006).  They make the system dynamic and evolving in order to infer users’ needs and 
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react depending on them (Guo, 2011). Also, BNs provide the predictions to be made about 

a number of influential variables rather than a single variable by using probability 

distribution (Zukerman & Albrecht, 2001). Hence, BNs are relevant for diagnosing users’ 

information needs. 

5.2.4  Appropriate for representation of casualty relationships  

The results of objective 1 showed that there are cause-effect (casualty) relationships 

between the contexts (presented in appendix J). Among the methods that can be used to 

represent uncertain domains such as decision trees, neural networks, mixtures of basic 

functions, and Markov networks, etc., researchers have claimed that BNs are better suited 

for representation and learning of the directed causal relationships (Darwiche, 2009; 

Mahjoub & Kalti, 2011). In addition, BNs aim to facilitate the description of a collection 

of beliefs by making explicit the relationship of causality and conditional independence 

among these beliefs and to provide a more efficient way to update the strength of beliefs 

when new evidence is observed(Mahjoub & Kalti, 2011).  

5.2.5 Well adapted to other recommending approaches 

An important feature of BNs is that they are able to support hybrid recommending 

approaches of the CF and CBF. The CF might be used to obtain the conditional 

probability tables and the initial beliefs of a BN (Bart P. Knijnenburg et al., 2012). These 

beliefs can then be updated in a CBF manner when the network is accessed by a user. 

This mode of operation enables a predictive model to overcome the data collection 

problem of the CBF (which requires large amounts of data to be gathered from a single 

user), while at the same time enables the tailoring of aspects of a collaboratively-learned 

model to a single user.  
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5.3 Framework & tools applied for Bayesian UM development 

As Table 5.1 explains, different frameworks, libraries, and tools as well as languages 

such as R, Python, and ASP. NET have been utilized in the Bayesian UM development.      

Table 5.1: Frameworks & Tools for Bayesian UM development 

Phase 
Programming 

Language 
Frameworks & Libraries Tools 

Web-based 
application 
& Dataset 

preparation 
 

ASP.NET 
JavaScript (JS) 

HTML 
CSS 

.NET; Bootstrap; 
Language Integrated Query( 

linq) 

Visual 
studio.net 

Data preprocessing 
 

Python 
 

Pandas; Numpy; openpyxl; 
xlsxwriter; nltk; 

sklearn.metrics.pairwise; tabulate; 
TfidfVectorizer; operator; 

SV;consine_similarity; 
 

Ubuntu 
Server 14.04 

LTS; 
Amazon 

EC2; Jupyter; 
SPSS 

Model structural 
learning 

R bnlearn 
R Studio 
Netica 

MSBNx 
Model parameter 

learning 
 

The existing R packages (libraries) for BN modeling developing are less restricting 

and well-tested in terms of operations compared to other existing libraries such as PyMC3 

library in Python. Some of the R packages only deal with structure learning while others 

only deal with parameter learning and inference. Table 5.2 illustrates the features of 

different packages in R for BN modelling. Within the existing BN packages in R, 

“bnlearn” offers a wide variety of structure learning algorithms, parameter learning 

approaches (maximum likelihood for discrete and continuous data, Bayesian estimation 

for discrete data), and inference techniques (cross-validation, bootstrap, conditional 

probability queries, and prediction) (Albert, 2009). It is also the only package that keeps 

a clear separation between the structure of a network and the associated probability 

distribution, which are implemented as two different classes of R objects (Albert, 2009). 

Hence, “bnlearn” package is applied for developing the BN model in this research. 
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Table 5.2: Features of BN packages in R (Albert, 2009) 

 

To implement model construction and parameter learning, the R Studio 3.4.0 has been 

used in this study.   

5.4 Bayesian Network algorithms 

Generally, the BN modeling development task involves some major  activities 

including structural, parameter learning, and inference (Darwiche, 2009) (Margaritis, 

2003) (Korb & Nicholson, 2003). The structure and parameters learning can be yielded 

either by experts’ knowledge or by automatic learning from a dataset, provided that the 

dataset is complete and unbiased  (Tibshirani et al., 2013) (Flores et al., 2011). Despite 

the variety of theoretical backgrounds and terminology, the methods for automated 

learning of structure and parameter are categorized into three methods: constrained-

based, scored-based or metric/search –based (Albert, 2009)(Amirkhani, Rahmati, Lucas, 

& Hommersom, 2016; Margaritis, 2003), and hybrid methods (Korb & Nicholson, 2003). 

Figure 5.3 depicts a classification of BN algorithms exploited in the existing studies along 

with an algorithm example.   

Univ
ers

ity
 of

 M
ala

ya



204 

Bayesian 
Learning

Algorithms 

 
Structure/
Parameter 
Learning

Expert 
Learning

Known

Automatic 
Learning

Un-known

Scored-based 
methods

Constrained
-based 

methods

Peter–Clark 
(PC) algorithm

Expectation-
Maximization 

(EM) algorithm

Evolutionary 
algorithms 

Gibbs based 
Sampling 
algorithm

Grow-Shrink 
algorithm

 

Figure 5.3: Algorithms applied for Bayesian Network learning 

Constraint-based methods apply information about conditional independencies gained 

by performing statistical significance tests on the data(Albert, 2009) (Guo, 2011).Score-

based methods search for a BN to minimize or maximize a score (Flores et al., 2011; Korb 

& Nicholson, 2003) (Albert, 2009) (Guo, 2011). In fact, scored and search based methods 

have two major components: a scoring metric that measures every candidate BN using a 

score function with respect to a dataset and a search procedure to move through a solution 

space composed by possible BNs (Guo, 2011). The Bayesian inference algorithms are 

also used to calculate marginal probabilities, given an evidence set (Scutari & Denis, 

2014). The Grow-Shrink algorithm (constrained based algorithm) in the “bnlearn” 

package is one of the most recommended algorithms for the BN structure, parameter, and 

computation of the posterior probability distribution (Albert, 2009) which is applied in 

this research.  The performance of the Grow-Shrink algorithm is compared to a hybrid 

BN algorithm by applying the expected loss metric which is discussed in Chapter 7.  

It is noted that the BN parameter learning can be conducted by the domain experts and 

also knowledge engineering method but the most basic problem here is finding suitable 
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experts who have the time and interest to assist with the parameter learning modelling 

process.  

Another difficulty is that humans including expert humans, almost always display 

various kinds of bias in estimating probabilities. One of the biases in estimating 

probabilities is the tendency to attribute higher than justifiable probabilities to events that 

have a probability sufficiently greater than 0.5 (Flores et al., 2011; Korb & Nicholson, 

2003). This bias estimating is so- called overconfidence. Thus, an event which objectively 

has a probability of 0.9 is usually attributed a probability that is somewhat higher. 

Availability is another difficulty of parametrising by using exerts’ knowledge. 

Availability is considered as assessing an event as more probable than is justifiable since 

it is easily remembered or more salient. There is an extensive and problematic literature 

on assessing these biases and proposals to eliminate the bias of human probability 

estimates. Therefore, the BN model in this research is semi-known and parameters 

(conditional probabilities) are unknown and are computed by the data.  

5.5 Bayesian UM development: Addressing RQ2 

The process of BN model development in this research is accomplished in three phases 

of dataset preparation, structure, and parameter learning. Figure 5.4 depicts the phases 

and major activates performed in this research for BN model development.  The 

evaluation of proposed UM is discussed in Chapter 7.  Univ
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Figure 5.4: BN development phases                                                  

                       

5.5.1 Dataset preparation 

In practice, obtaining the sufficient data for user modeling to deliver high quality 

recommendations is difficult (Mobasher, 2013) (Berkovsky et al., 2008). Among the 

current datasets using for SRSs, there is no dataset which includes the required contexts 

as well as indexes or labels for novel, diverse, popular, and accurate papers. Therefore, 

there is an urgent need to prepare an appropriate dataset for the BN modeling. In the 

following, the activities undertaken for the dataset preparation are discussed.  

5.5.1.1  Feature selection 

The experts unanimously agree that the feature selection (engineering) is a key and 

vital step in the success of applied ML which leads to improving the prediction 

performance of the predictors, providing faster and more cost-effective predictors, and a 

better understanding of the underlying process (Guyon & Elisseeff, 2003). Besides,  it 

overcomes the problem of dimensionality curse (Sarwar, Karypis, Konstan, & Riedl, 

2000) which mostly happens in processing of  too many features in a ML problem. Apart 

 Feature selection  
 Data collections 
 Data pre processing 
 Data cleaning    

 BN structure by 
knowledge 
engineering  

 BN Structure 
learning by data  

 Estimation of 
Conditional 
Probability Tables 
(CPTs) 

 BN inference  
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from the problem, the feature selection reduces the unbounded computational processing 

to discover useful knowledge patterns. Consequently, it reduces the extra costs for system 

development, especially in the data acquisition(Guyon & Elisseeff, 2003). In the 

contextual modeling, using too many contexts leads to computational complexity. 

Therefore, identification of the relevant contexts is considered as the feature selection for 

the data or dimension reduction to reduce the complexity and ambiguity in the system 

(Mobasher, 2013) (Berkovsky et al., 2008).  

As discussed in chapter 2, researchers have applied different methods such as 

correlation analysis, regression, and factor analysis to find the relevant contexts and there 

is no technique that is widely accepted as the best. In this research, PLS-SEM method, 

which is based on the partial least square regression, elaborated in chapter 4, has been 

applied to find the relevant contexts influencing UX of SRSs. Accordingly, the users’ 

contexts in addition to four levels of novelty, diversity, accuracy and popularity are 

exploited to contribute in the UM development. Among the environment contexts, time 

is used in this research as well.  

5.5.1.2 Data acquisition (web-based app) 

The goal of Bayesian UM is to diagnose the users’ information need in terms of four 

levels of accurate, novel, diverse, and popular papers based on the contextual data. As 

mentioned earlier, among the current SRSs datasets, there is not an appropriate dataset 

coupled with the goal of this research. Therefore, one of the research contributions of this 

study is to prepare the required dataset, which can be used for the future studies in this 

field.  

To acquire the data, a web-based application was developed. The data acquisition 

procedure was composed of a large-scale questionnaire survey. The questionnaire’s fields 

(items/ features of each context) were designed based on the comprehensive studies that 

have been performed in chapter 4 on the contexts influencing UX of SRSs. The details of 
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identification and validation of all items/ features of each context have been elaborated in 

Chapter 4 and further information is provided in Appendix G.  

This study targets the population of computer science scholars including master, PhD 

students, post-doc researchers as well as faculty members. For the privacy, more details 

of participants are kept confidential.  

Requirements for participating in this survey are listed as below;  

 Participant must be a master or PhD student or Postdoc or Faculty member in 

computer fields. 

 Participant must have the experience of working with WoS bibliographic 

database.  

 Participants must have minimum 15 minutes time to conduct and finish the 

survey. 

  For this survey, the scholars were asked to conduct searches for suitable papers for 

their current work in a naturalistic setting by using Web of Science (WoS) bibliographic 

database. This data collection was performed in two steps; in step 1 as shown in Figure 

5.5, the participants are asked to submit their current contexts such as task, pre-

knowledge, etc. If the participants have no idea of how to respond and fill out the form, 

more information is provided by clicking the blue question mark buttons provided for 

each field. Also, the clear button enables the participants to remove the whole information 

in the form if it is required.  Univ
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Figure 5.5: Acquisition of Bayesian data-Step 1 

In Step 2, the scholars were asked to select the most appropriate paper relevant to their 

current needs and to rate the paper in a 5 Likert scale in terms of novelty, accuracy, 

popularity, and diversity as shown in Figure 5.6. Finally, participants were required 

to submit the paper ID (identification paper produced in WOS) or upload the paper in the 

PDF format.  Univ
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Figure 5.6: Acquisition of Bayesian data-Step 2 

The data acquisition survey was conducted from January 2016 until 30 July 2017. In 

the primary assessments, 1121 records have been registered during the one and half a year 

data collection period. After dataset preparation, a few tasks were accomplished to 

prepare the final dataset for the BN model learning. In the following, the pre-processing 

tasks are discussed.  

5.5.1.3 Data pre- processing  

A crucial step in ML is pre-processing (Kotsiantis, Kanellopoulos, & Pintelas, 2006). 

Depending on the data and the selected methods for the problem which is going to be 

solved (research purpose), there are many pre-processing tasks that can be undertaken 

(Flores, Nicholson, Brunskill, Korb, & Mascaro, 2011). In this research, a few activities 
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have been performed in order to prepare the final dataset for the BN modeling.  As shown 

in Figure 5.7, after users’ and paper’s data collection through the web application, the 

papers’ data such as title, authors, and citations were retrieved from the WOS. Then, the 

CSV data files of users’ data and paper’s data were merged to make the final dataset.  

 

Figure 5.7: Final dataset preparation process 

For the data pre-processing and data cleaning tasks, mostly the libraries in Python such 

as numpy and pandas were chosen. The hand out libraries in Python have a great strength 

among all existing options with supreme functionality for analyzing and cleaning the data 

(Bird, Klein, & Loper, 2009). The details of the tasks are discussed in the following 

sections. 

(a) Exporting data to CSV file by LINQ to SQL query 

The collected data by the web application is required to be exported to a CSV file for 

the further analysis. It is possible to export the data from the web application to a CSV 

file by querying to database through LINQ to SQL query in the Visual studio.net (Figure 

5.8).   
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This original CSV file (CSV file 1 in Figure 5.7) contains users’ contexts, users’ 

ratings and papers’ IDs. The users’ data was transformed into a separate CSV file (CSV 

file 2 in Figure 5.7).   

 

Figure 5.8: Data export by using LINQ to SQL query 

The primary dataset contains 1121 participants’ records. Among the collected records, 

675 participants have entered the paper’s IDs and 446 participants have uploaded the PDF 

paper files. However, 10 records of users’ data were invalid and 58 files of paper data 

were useless and irrelevant files. Therefore, the whole 68 invalid records have been 

eliminated from the dataset and the final dataset size is 1053 records.  

(b) Importing data from text to CSV  

As four levels of accuracy, diversity, popularity, and novelty of the papers have been 

considered in the BN modelling, more bibliographic information about the papers such 

as title, authors, and keywords are also required. The papers’ bibliographic information 

is provided by using the WOS exporting option. Figure 5.9 shows the procedure of data 
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exporting the data from WOS and then emporting the plain text to a CSV file (CSV file 

3 in Figure 5.7) by using convert option in the Microsoft EXCEL.  

 

Figure 5.9: Paper data import from the WOS 

The WOS approximately retrieves 73 bibliographic features for a paper. The list of the 

whole paper’s information is provided in the Appendix K. 

(c) Combining datasets   

By taking on the above-mentioned tasks, two CSV files were produced. The CSV file 

2 (Figure 5.7) includes the users’ data and CSV 3 (Figure 5.7) includes the papers’ data 

imported from the WoS. For the further data analysis and data cleaning, the datasets were 

merged by using the pd.merge () function in numpy library as follows in the following 

codes shown in Figure 5.10. 
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Figure 5.10: Dataset combining 

5.5.1.4 Data cleaning 

Handling the missing data and incorrect (invalid) values are the most common task in 

data cleaning. In this research, the users’ data were collected through a web application. 

Therefore, most of the input data were validated runtime during the data collection using 

JavaScript and HTML 5 by throwing validity exceptions in terms of data type validation, 

data range validation, and constraint validation. The participants are able to submit the 

data while the inputs are valid and non-null. Figure 5.11 shows a sample of data validity 

controls which allows users to upload only PDF files for the paper data in step 2 of data 

collection.   

 

Figure 5.11: Throwing validity exceptions in data collection 
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Additionally, to ensure the data accuracy, a sample of 200 records were selected 

randomly and examined manually in order to check the quality of the data. Among the 

records in the selected sample, no invalid data was detected.  

As mentioned earlier, the WOS approximately provides 73 bibliographic features for 

a paper (Appendix K).  In this research, only 15 features have been exploited and the rest 

such as PI: Publisher City, PA: Publisher Address, SN: International Standard Serial 

Number (ISSN), BN: International Standard Book Number (ISBN), DI: Digital Object 

Identifier (DOI) were omitted from the papers’ dataset. The empirical results in chapter 

4 revealed that the valid indicators contributed to the formation of novel, diverse, popular, 

and accurate papers (Appendix G); therefore, the irrelevant identified bibliographic 

features were not considered in the UM development.  

5.5.1.5 Numerical data discretisation 

Based on guidelines provided by Korb & Nicholson (2003), the nodes that take 

mutually exclusive and exhaustive discrete values are recommended for the BN 

modeling. It means that the variable should take on exactly one of the values at a time. 

For example, a user might have two scholarly tasks at the same time but in the BN 

modelling, one of the tasks should be considered at a time.  The Boolean nodes (binary 

values of true & false), ordered values (low, medium, high), and integral values (values 

from 1 to 120 for the users’ age) are three common types discrete nodes in BN modeling 

(Korb & Nicholson, 2003). 

 In this research, most of the variables have different states such as LS = [visual, 

verbal, physical]; TA = [Thesis writing, Paper writing, Course taking, Topic 

finding, Course teaching]. Therefore, based on the guidelines, the best modelling 

solution is to have Boolean variables for each state. In other words, for the different states 

of the same variable, separate variables are created and they must be mutually exclusive 

and it is solved by adding an extra arc between the nodes and a deterministic CPT that 
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enforces the mutual exclusion (Korb & Nicholson, 2003) (Darwiche, 2009). When 

considering the variables, it is also required to decide what states or values the variable 

can take. For example, when modeling the user’s contexts, the pre- knowledge (PK) 

variable could take the two values of advanced and basic which are represented by the 

values of 0 and 1 (binary values) in the final dataset. Moreover, some of the variables 

might represent integral values. For instance, search time might have possible values of 

more than 20 minutes or less than 20 minutes. The following code (Figure 5.13) is a 

sample of the variable definition and of assigning the relevant values using R 

programming to prepare the dataset for the BN modeling development and evaluation.  

 

Figure 5.12: Assigning variables' values 

The knowledge of engineer method might be very helpful to examine the final 

variables and also the suitable values (Korb & Nicholson, 2003) which is discussed more 

in the BN structure learning phase.  

Most of the variables in this research are already discrete or transferred to 

Boolean/binary scales. There are only two continuous variables (time and paper impact 

factor).  To cope with the continuous variables, the selected BN learning algorithm is 

appropriate for continuous variables to automatically convert them to discrete data types. 

Thus, by using an objective function and a search algorithm, the discretization algorithm 

estimates the cut-off points for numerical attributes, splits them into well-defined 

numerical ranges covering the whole numerical domain. More details on the BN learning 

algorithm is provided in BN structure and parameter learning phases.    
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5.5.1.6 Converting text data to numeric  

In the data collection phase, the participants were asked to identify their research 

interests and input search keywords which are text data and should be converted to the 

numeric data type for the BN learning (Korb & Nicholson, 2003). For the diagnosis of 

the problem in this research, the similarities between users’ input search keywords and 

paper’s keywords, title, and abstract were calculated using Cosine Similarity (CS). CS is 

a measure, which calculates the similarity between two texts or vectors (on the vector 

space) by calculation of the cosine of angle between two vectors (Huang, 2008). As; 

Cos 0° = 1   two vectors are similar 

Cos 90° = 0 two vectors are not similar 

The cosine of two vectors (non-zero) is calculated by the Euclidean dot 

product formula, therefore the cosine similarity, cos(θ), is defined as similarity between 

two vectors a and b (Huang, 2008): 

𝒂 . 𝒃 =  ‖𝒂‖ ‖𝒃‖ 𝐜𝐨𝐬 𝜽 

𝐒𝐢𝐦𝐢𝐥𝐚𝐫𝐢𝐭𝐲 =  𝐜𝐨𝐬 𝜽 =  
𝒂 . 𝒃

‖𝒂‖ ‖𝒃‖
 

(5.8) 

To calculate the similarity between the above –mentioned text variables, first, the 

target columns were selected from the data () and tabulated separately. Then, by using 

two functions of dep_product and getSimilarity, the similarity was calculated. To 

calculate the cosine similarity, NLTK, sklearn.metrics.pairwise libraries as well as 

sklearn.feature_extraction.text have been utilized (Bird, 2009) (appendix L).  The CS 

function returns a value (between 0 and 1) which is the similarity between two columns 

(e.g. users’ search keywords (UKW) and paper’s keywords (PKW)). Figure 5.13 shows 

the CSs between the text data for the first five records of dataset.  Therefore, the text data 

(columns) of users’ search keywords, papers’ keywords and abstract have been removed 

and the CSs were added to the dataset.  
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Figure 5.13: Calculation of cosine similarity for the text data 
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The similarities between the users’ interests and the uploaded papers were assessed 

through the “criteria” filed. This field determines the relevance of the uploaded papers to 

the users’ tasks, research interests, etc. If the paper is selected based on the research 

interests; then, the similarity between these two columns is considered as 1 otherwise it 

is considered as 0. In this research, the CSs have been calculated for the titles, keywords, 

and abstracts of the papers. The CS of a paper body was not calculated because, firstly, 

an accurate CS calculation requires to be compared with classification systems such as 

the ACM computing classification system (ACM- CCS). The ACM- CCS is a poly-

hierarchical ontology based on semantic vocabularies, which reflects the state of the art 

of the computing disciplines, concepts, and categories. Secondly, text classification is out 

of the scope of this research.   

5.5.1.7 Final dataset  

The objective of the Bayesian UM in this study is to diagnose users’ information needs 

for four levels of novel, accurate, diverse, and popular papers based on users’ contexts. 

Figure 15.14 shows, the dataset preparation, BN modeling activities, and evaluation. The 

BN evaluation is discussed in Chapter 7.  

 

Figure 5.14: BN modeling process 
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By performing the above pre-processing tasks, the final dataset was produced. As 

proposed in ML guidelines, when the dataset is not so large, the whole dataset is applied 

for the training phase and K-Fold Cross Validation (KFCV) method is recommend 

(Russell & Norvig, 2016) (Tibshirani, James, Witten, & Hastie, 2013). 

5.5.1.8 Preparing data codebook 

The codebook serves as a reference and ensures that the data is understood and 

interpreted properly. The data codebook in this research has been created by uploading 

the final CSV data file in SPSS Analysis-> Report-> Codebook (Figure 5.15). It contains 

data, values, and assigned variable codes for user and paper data files. The data code book 

also represents more information about the data such as measure (e.g. nominal, ordinal, 

and scale) and type (i.e. numeric, string; how many characters wide it is; how many 

decimal places it has) which are omitted for brevity.  
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Figure 5.15: Data codebookUniv
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5.5.2 BN structure learning 

The BN structure or topology learning is defined a set of relevant variables and their 

possible values built by connecting the variables into a DAG to represent a network which 

best describes the observed data (Flores et al., 2011) (Guo, 2011). In particular, two nodes 

should be directly connected if one affects or causes the other with the arc indicating the 

direction of the effect (Amirkhani et al., 2016) (Korb & Nicholson, 2003).  

The BN structure can be built either manually by knowledge engineer (expert 

elicitation) or by automated learning from the data. Applying the hybrid method leads to 

the better analytical and predicting ability of the BN model (Ono et al., 2007) (Flores et 

al., 2011). In the coming sections, the BN structure using the experts’ knowledge and 

automatic learning are discussed respectively.  

5.5.2.1 BN structure by the knowledge engineer 

The engineering discipline which involves integrating the high level of human 

expertise into computer systems in order to solve complex problems is called knowledge 

engineering (Korb & Nicholson, 2003). The knowledge engineering aims to build a model 

for an expert system which represents realistically the problem features and is able to 

reason and respond as close as an expert human (Tibshirani et al., 2013) (Korb & 

Nicholson, 2003).  

To create a BN structure by the knowledge engineers, four sessions have been 

conducted. In the first three sessions, the draft of the BN structure has been built and in 

the last session, the structure has been reviewed. Overall, the whole sessions took nine 

hours. Since the experts were located far from the knowledge engineer (researcher of this 

study), the most communications were electronic and have been performed by Zoom 

video conferencing software. The experts who already agreed to contribute in this 
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research are in the fields of scholarly communication and recommending system. The 

sessions are discussed in the following subsections.  

(a) Session 1: variable checking  

The knowledge engineer and experts reviewed the variables (presented already in data 

codebook) that could influence the users’ needs of scholarly papers based on four levels 

of accurate, novel, diverse, and popular. Afterwards, the clarity and consistently 

examination have been performed. In the clarity test, the whole identified variables were 

checked to have a clear operational meaning and clear agreements on the following 

statements.    

 Are all the relevant variables included? Are they named usefully? 

 Are all states (values) appropriate? Exhaustive and exclusive? 

 Are all state values useful, or can some be combined? 

 Are state values appropriately named? 

 Where variables have been discretized, are the ranges appropriate? 

Also, the consistency of the state spaces across different variables was examined. For 

example, the states or values of a parent and its child must be consistent and do make 

sense without causing any misunderstanding. 

(b) Session 2: relationships  

According to the guidelines indicated in the BN modelling literature (Tibshirani et al., 

2013) (Korb & Nicholson, 2003) (Flores et al., 2011), it is appropriate to create direct 

questions about the causes or effects to elicit  and identify the relationships between the 

nodes. Hence, with the help of the experts, the first several questions have been posted 

and then, based on these questions, the arcs (relations) were added from those causal 

variables to the affected variables. For the brevity, only the questions conducted for the 

novel paper node is presented in the following. In this research, the users’ perceptions 
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were not considered in the BN model because of the difficulties faced in the data 

collection of users’ perceptions. 

Q: “What are contexts that would cause users to need a novel paper?”  

A: “topic finding and course teaching” 

Modelling: suggests arcs from those nodes to the novel paper node. 

 

Q: “Is there any context which prevents need for a novel paper?” 

A: “if the user has already knows and have advanced pre -knowledge in the.” 

Modelling: suggests an arc from pre- knowledge to the novel paper. 

 

Q: “What can cause a paper to be considered as a novel paper?” 

A: “publication data, users’ awareness” 

Modelling: suggests the arcs from those nodes to a novel paper. 

 

Q: “What are the effects of looking for a novel paper?” 

A: “searching behaviour” 

Modelling: suggests the arcs from novel paper to different searching 

behaviour. 

 

Q: “Is there any context that might interfere with the users’ need for a novel 

paper?” 

A: “Yes, the users’ perceptions” 

 

Q: “what are the possible states and values for the variables incorporating in 

need for a novel paper? 

A: “definition of values and states as indicated in the BN structure model”   

 

 

(c) Session 3: pairwise relations by the expert elicitation  

In the BN structure, the main focus was on capturing expert understanding of the 

relationships between variables performed by pairwise elicitation method. The expert was 

provided with a cross-table of 42 rows (R) and 42 columns (C). For each cell in R and C, 

the expert indicated the relations providing the below signs.   
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To reduce the complexity of BN structure and the possibilities of inconsistent 

information as well as elicitation burden on the expert, which consequently cause 

mistakes, the reverse direction relationships were not considered. The result of the expert 

elicitation was the set of priors for pairwise relations shown in Figure 5.16. The 934 cells 

out of 1764 (56.26%) are signed by    which represents no relations. As mentioned, the 

sign of – or ∼ also shows the non-directional relationship. The total of 105 relations were 

indicated as → (directly causes), 7 ≺ (R occurs before C) and 718 ∼, - (correlations & 

relations) have specified by the knowledge engineering method which provided 830 of 

the 1764 possible pairwise relationships. In addition, there are no ⇒ relationships, as the 

experts did not consider non-direct causality a natural relationship to specify.  

In some studies, the Delphi method (Hsu & Sandford, 2007) or focus group method 

(Kontio, Lehtola, & Bragge, 2004) is recommended to validate expert opinion and to elicit 

information independently from a group of experts to reach a consensus (Korb & 

Nicholson, 2003). In this study, only one expert has contributed into the BN structure by 

practical considerations because among the three relevant experts identified in this field, 

only one individual agreed to dedicate this research. Moreover, this study also applies 

automated BN construct learning using the dataset, which avoids adding the additional 

complexity to the BN structure process. 

(d) Session 4: BN structure review  

At the final session, the graph structure was reviewed. It is about looking at the 

implications of the d-separation dependencies and independencies and at whether the 

structure violates any prior knowledge about time and causality considering the pairwise 

relations. The BN structure for four paper levels (Figure 5.17) elicited by the experts' 

knowledge was drawn by MSBNx. MSBNx is a component-centric toolkit for BN 

modelling designed at Microsoft company (Kadie, Hovel, & Horvitz, 2001). 

Univ
ers

ity
 of

 M
ala

ya



226 

 

Figure 5.16: Pairwise relations through the expert elicitation process 
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Figure 5.16: Continoued 
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Figure 5.17: BN structure by expert’s elicitation 
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5.5.2.2 Automated BN structure by data (GS algorithm) 

The purpose of this section is to illustrate BN structure by data computations using 

“bnlean” library based on the guidelines given by Albert (2009). The latest version of 

“bnlearn” and its dependencies are available at CRAN (https: //cran. r-project.org,) 

(Gentleman et al. 2010) (Scutari & Denis, 2014). As mentioned earlier, the GS algorithm 

was implemented in this study to learn the BN structure by the data. Also, the Pearson’s 

Linear Correlation (Cronbach′s 𝛼: 0.05) was used as the conditional independence test.  

After loading the data, an empty network with the nodes (variables) was made using 

the empty.graph function. > ug = empty.graph(names(bn train)). In addition, by 

Complete.subset function, the missing data was checked once again and the BN object 

was built accordingly using the bn class, which provides description of the network 

structure.   

The structure of the BN associated with the dataset was learned with the GS algorithm, 

implemented in the gs function, and stored in an object of class bn. As Figure 5.18 shows, 

a node is a parent of a child, if there is an arc from the former to the latter (TA4 & PK1 are 

parents of ST1 ). Therefore, if each node is defined as X, then BN structure is defined as;  

𝑷(𝒙𝟏, 𝒙𝟏, … , 𝒙𝒏) = ෑ 𝑷 (𝒙𝒊|𝑷𝒂𝒓𝒆𝒏𝒕𝒔 (𝒙𝒊))

𝒊

 

                        Provided 𝑷𝒂𝒓𝒆𝒏𝒕𝒔 (𝒙𝒊) ⊆ {𝒙𝟏, 𝒙𝟏, … , 𝒙𝒊ି𝟏} 

(5.9) 
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In this directed chain of nodes, TA4 & PK1 are ancestors of NO1 & AC1 since they appear 

earlier in the chai and AC1 is a descendant of TA4 node because it comes later in the chain.  

 

Figure 5.18: Markov blanket sample 

The Morkov blanket node PK is composed of the node’s parents, its children, and its 

children’s parents and all the other nodes sharing a child with PK. Although BNs are 

considered as the graphs rather than trees but there are terminologies that represent any 

node without parents as a root node (TA4 & PK1), any node without children as a leaf node 

(NO1 & AC1)  and a non-leaf and non-root node as intermediate node. Therefore, root nodes 

(TA4 & PK1) represent original causes and the leaf nodes (NO1 & AC1) represent final 

effects, which make the casual BN structure.  

In the most constrained – based algorithms such as GS algorithm for building the BN 

structure, the Markov blanket is computed separately. Also, each neighborhood is a subset 

of the corresponding Markov blanket and therefore, can be learned independently from 

the others(Korb & Nicholson, 2003). Figure 5.19 shows the Morkov blankets and 

neighborhoods of PK1and NO1 nodes learned by the data using GS algorithm.   
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Figure 5.19: Learning Markov blanket & neighbourhood 

According to the BN modeling guidelines, before learning the neighborhoods, the 

consistency of all Markov blankets should be checked to examine their symmetric 

differences(Albert, 2009) (Gentleman et al. 2010). Therefore, all pairs of nodes were 

checked and were removed from each other’s Markov blanket if they did not appear in 

both of them. Figure 5.20 shows the automated BN structure derived from data analysis 

using GS algorithm.  
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Figure 5.20: BN structure derived from data 

After learning the Markov belanket and neighbourhoods, the correlation between the 

variables was computed to create a correlation matrix using the dataset. Then, the nodes 

and relationships were compared to the results and consequently, the BN structure was 

built. As shown in the following code, by applying the Pearson function in R, the 

Pearson’s Correlation was applied to investigate the dependence between multiple 

variables at the same time. The function rcorr() in Hmisc package also was applied to 

calculate the significance levels for Pearson  correlations which return the correlation 

coefficients for all possible pairs of variables. It is a value in the range of (-1, +1). The 

values of -1 and +1 stand respectively a strong negative correlation and strong positive 

correlation.  The value of 0 also represents zero correlation or no correlation.  
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The colored correlation matrix plot, as depicted in Figure 5.21, shows relatively strong 

and statistically significant relationships. As mentioned earlier, the values of -1 and +1 

stand respectively a strong negative correlation and strong positive correlation between 

the 42 variables. Highest positive correlations that are shown in navy blue (Figure 5.21) 

also represented the value near to +1.  

In the following, it is discussed how the results taken from the knowledge engineer 

and automated learning as well as coloration matrix are compared to build the final BN 

structure.   
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Figure 5.21: Correlation matrix Univ
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After comparison of the BN structure derived from the knowledge engineer and 

automated learning, it was noticed that there are a few nodes that do not have same 

correlations based on the results of automated BN learning, therefore, by consulting with 

the knowledge engineer and expert, the final relationships are decided for four paper 

levels as depicted in Figure 5.22.  

 

Figure 5.22: BN structure four paper’s levels 
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5.5.3 BN parameter learning and inference  

After  BN structure modelling, the next step is the specification of conditional 

probability distribution or the Conditional Probabilities Tables (CPTs) entailed by a 

network which is called parameter learning(Korb & Nicholson, 2003) (Guo, 2011).  

In the BN modelling literature, Expectation-Maximization (EM) algorithm is normally 

applied for the numerical parameter learning when there are missing values or biased data 

(Babas, 2014). However, for the complete and fairly unbiased datasets, the maximum 

likelihood is recommend for the calculation of CPTs (Margaritis, 2003) (Ono et al., 2007) 

(Gentleman et al. 2010). Hence, in this research, the parameters were calculated applying 

the bn.fit function using bnlearn package which utilises the network data to estimate their 

maximum likelihood(Albert, 2009) (Scutari & Denis, 2014).  

For each variable in a Boolean network which has n parents, the size of CPT would be 

2 n+1 probabilities(Albert, 2009). So, in this research, for four nodes of the novel, accurate, 

diverse, and popular papers, the sizes of the CPTs are respectively 210, 213, 212, and 28 

probabilities.  

For the brevity, in the next, only the probability distributions of a single node are 

provided. Figure 5.23 shows part of the BN network along with the joint probability 

distributions.  
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Figure 5.23: BN network along with the distributions 

In addition, the following code shows the learning of parameter estimations using 

bn.fit function for the nodes of LS1, LS2, andLS3 that represent the user’s learning style 

in the BN structure. For the other nodes, the parameter learning is in the same way.   

 

The single BN structure along with the possible sates and values were drawn (Figure 

5.24) by the Netica tool (Norsys, 1998) which is a powerful, easy-to-use, complete 

program for working with BNs and diagrams.   
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Figure 5.24: BN network and parameters (Netica)
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After parameter learning, it is time to investigate the estimated probability distributions 

of the model(Albert, 2009) (Scutari & Denis, 2014). The BN inference is carried out to 

estimate the posterior probability distribution or suitable values for the tuning 

parameters(Korb & Nicholson, 2003) (Margaritis, 2003). There are various methods for 

performing the inference on a Bayesian model such as bootstrapping, conditional 

probability queries, and cross validation. Based on the guidelines, cross validation is the 

most used and appropriate method to validate BN models algorithms and 

parameters(Albert, 2009). Sensitivity analysis and predictive performance assessment are 

key elements of the modelling process (Chen and Pollino, 2012;Fienen and Plant, 2015). 

The validation of BN structure and parameters are discussed in detail in chapter 7.    

5.6 Discussion  

The more a SRS meets the users’ information needs, the better is the SRS(Beel, 

Breitinger, et al., 2016) (Shirude & Kolhe, 2018). Prior works on RSs argued that users 

would be more satisfied by a list of the papers that not only are accurate but also are novel 

and diverse (Kotkov, Wang, et al., 2016) (Kotkov, Veijalainen, et al., 2016). Also, a few 

studies have emphasized on the diversification of recommendations (Ziegler, McNee, 

Konstan, & Lausen, 2005). Moreover, today the user might look for novel papers in a 

particular area while tomorrow she/he might be interested in the most popular papers. 

Therefore, the users’ information needs change due to different knowledge, preferences, 

goals, and contexts. (Beel, Breitinger, et al., 2016). In addition, the results of regression 

analysis in Chapter 4 in this research revealed that there are significant relationships 

between users’ contexts and paper quality (diversity, popularity, novelty, and accuracy of 

a paper).The proposed Bayesian UM in this research aimed to diagnose the users’ 

information needs. This model could be embedded in the recommending process to 

generate more appropriate paper recommendations related to their contexts. The 

development of the BN model was both expert oriented and data-oriented. However, a 

Univ
ers

ity
 of

 M
ala

ya



240 

few contexts such as users’ reasoning method and the mood have been left out for the 

future researches because they had small effect on the UX of SRSs based on the 

examinations derived from chapter 4. The identification of users’ information needs is 

not an easy task and needs better understanding about the users’ perceptions via long term 

studies and observations.  

5.7 Summary  

 
  This chapter proposed a contextual Bayesian UM for supporting the diagnosis of 

scholars’ information needs in terms of four levels of diverse, novel, accurate, and 

popular papers exploiting the contexts identified in objective 1. Such diagnoses are 

important because of high prevalent emphasizes on providing paper recommendations 

which are relevant to the users’ context and appropriate to their information needs. The 

proposed decision UM in this research applied a BN probabilistic approach where the 

contexts and four paper levels are all connected together to build a realistic graphical 

model. The model could be used to build more intelligent SRSs, which diagnose 

scholars’ information needs and provide better experiences for them. The UM 

development involved three major phases of dataset preparation, structural network 

learning, and parameter and inference learning. The BN structure modeling was built 

by the domain expert elicitation method and automated learning by the data leading to 

a more robust and reliable UM. This UM is able to deal with partial observations and 

uncertainty, which make the model suitable for SRSs where the scholars’ information 

needs are changing consistently. Additionally, a brief description on the BN modelling 

and essential definitions as well as the reasons for selection of BNs method for this 

research were discussed at the beginning of this chapter. The UM evaluation is 

explained in chapter 7.  
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CHAPTER 6: USER INTERFACE DESIGN 

In this chapter, the proposed User Interface (UI) called rScholar is discussed and 

presented. The rScholar design is mostly based on the empirical results of the most 

influencing elements of UiD and IxD adequacy identified in objective 1 and the inputs 

and outputs for the proposed Bayesian UM developed in objective 2. To embed Bayesian 

UM into SRSs, it is crucial to gain access to a stream of user actions data. The UI is a 

critical tool to support gaining the required data. First, the importance of UI and IxD in 

RSs and SRSs is briefly discussed. Meanwhile, the existing UI guidelines have also been 

reviewed and those which can be potentially applicable for enhancement of SRSs have 

been utilized. To design the proposed UI, five steps are performed; the first four steps are 

discussed in this chapter and the details of the last step, which is the evaluation, is 

explained in chapter 7.  

6.1 The importance of UI and IxD in the RSs and SRSs  

As already mentioned in Chapter 2, RSs development can be divided into two parts: 

the back end that decides what to recommend, and the front end that delivers the 

recommendation (Murphy-Hill & Murphy, 2014). Both industry practitioners and 

academic researchers argue that the interface of a RS may have profound effects on users’ 

experience with the recommender than the recommender’s algorithmic performance 

(McNee et al., 2006; Baudisch & Terveen, 1999; Murray & Haubl, 2008; Xiao & 

Benbasat, 2007; Ziegler et al., 2005; Ozok et al., 2010) (T. T. Nguyen et al., 2013). 

According to the RecSys09 keynote presented by Francisco Martin, up to 50% of the 

value of recommenders comes from a well-designed interface (Ge et al., 2010b). This 

hypothesis is also empirically supported by the results of the framework presented in 

Chapter 4 of this study which indicates that the adequacy of UI and IxD can have a critical 

as well as decisive effect on users’ perceptions and consequently on the experience of 
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SRSs. In other words, no matter how accurate the algorithms might work, if the UiD and 

IxD are poorly designed and evaluated, it can degradethe interaction between the users 

and system in a way that users might find the system intrusive, annoying or distracting, 

and they might perceive it as a factor that negatively affects their experience (Ozok et al., 

2010) (Pu and Chen 2007; Pu et al. 2012). As an example: if the recommending algorithm 

performs very well and retrieves an appropriate set of novel and accurate 

recommendations for a target user but the delivery of recommendation set is not well 

enough; hence, the user might not able to touch upon the usefulness of 

recommendations(Ge et al., 2010b). In this case, the users might be confused or 

misunderstood. That is why such certain recommendation set is provided for them 

because they might not able to find any link between their real needs and 

recommendations. This misleading perception might make users stop using the system 

forever (Callahan and Koenemann, 2000) (Ozok et al., 2010). Exploiting the UI and IxD 

features help users visually understand the logic behind the recommendations (algorithm 

functionality) and consequently, help them perceive the usefulness of these 

recommendations. In addition, selecting the interface and items which are carefully 

presented to the users for rating can have significant effects on dealing with the “new user 

problem” in RSs (Sean M McNee, Riedl, et al., 2006a). 

The little attention given to UiD and IxD of RSs derives from the fact that they have 

been mostly implemented as a part of other systems (Abdrabo & Wörndl, 2016). SRSs 

are mostly part of digital libraries, reference management tools, and bibliographic 

databases such as Science Direct recommender, Mendeley and Docear. Despite the given 

fact, RSs are usually considered as one of the critical components of e-commerce websites 

such as Amazon, e-Bay (Calero Valdez et al., 2016). None of the researches surveyed so 

far has considered the impact of the distribution of UI of SRSs on the user's experience. 

This is where this study provides one of its main contributions. In this research, the 
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Bayesian UM is embedded into recommending process in order to predict the appropriate 

recommendations in four levels of accuracy, novelty, popularity and diversity; hence, it 

is essential to gain access to a stream of user actions and preferences to retrieve the 

tailored recommendations for the users. Unfortunately, as discussed in Chapter 2, SRSs 

have not been developed with an eye on user modelling. Thus, a censorious problem in 

developing probabilistic enhancements is to design effective interface and interaction 

which establish a link between user actions and system events and synchronise the 

interchange information in a way that users experience positive feelings when they 

interact with the system (McNee et al., 2006; Murray & Haubl, 2008; Xiao & Benbasat, 

2007).   

6.2 The UI development process  

Figure 6.1 depicts the steps accomplished for designing the rScholar. The aim is to 

apply the UiD and IxD features identified in objective 1 and to make a link between those 

features and the inputs and outputs required for the proposed Bayesian UM developed in 

objective 2. To achieve this, five steps including user search, information architecture, 

interaction design, interface design and evaluation were carried out. The UI development 

process was mostly inspired from the design principle introduced by Staffer (2010) which 

distinguishes between the IxD and UiD and emphasizes IxD adequacy by improving the 

interactions between or among humans and the UI affordances. According to Staffer 

(2010), the UiD is the visible part (physical expression) of IxD. IxD is that part of a 

product or service which is usually invisible. UiD usually controls the manipulation of 

the features and functionality that makes up the IxD. The first four steps are discussed in 

this chapter and the details of step 5 are explained in chapter 7. In the following section, 

each step along with the activities is discussed separately.   
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Figure 6.1: UI development steps 

6.2.1 User research 

User research phase investigates the user requirements for designing an effective 

interface for SRSs regarding the results of objective 1 and 2 of this research. Therefore, 

first the suitable and general UiD and IxD guidelines are reviewed. Then, the user 

requirements are identified and finally, the UiD and IxD features are selected and 

discussed in the upcoming sections. 

6.2.1.1 Review of the general UiD and IxD guidelines 

Table 6.1 describes the most important rules of UiD and IxD which are general as 

proposed and highlighted by a number of studies such as (Galitz, 1985) (Nielsen, 1999; 

Shneiderman, 2010).  Univ
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Table 6.1: Design rules & guidelines (Sarif, 2011) 

 

While it is recommended that general webpage designing guidelines can be applied to 

RSs, it should be noted that the RS is a component of the page that is heavily related to 

the item (paper in this research) that is delivered to the user rather than anything else on 

the Web page (Svensson et al., 2005). Therefore, among the general guidelines those 

which support a pleasant experience of paper delivery to the scholars have been 

considered. It is noted that there are also some overlaps between the general and RSs 

guidelines. 

6.2.1.2 Review of the existing UiD and IxD guidelines for RSs 

The impacts of recommender UIs on user behavior have already been discussed in a 

few studies and have resulted in a few design guidelines and rules, but the applicability 

of these guidelines on the specific RS component have rarely been tested empirically 

(Felfernig et al., 2012) (Bart P. Knijnenburg et al., 2012). Ozok et al  (Ozok et al., 2010) 

and Pu and Chen (2011) provide an in-depth analysis of common design pitfalls when 

developing UIs for preference elicitation, preference revision, page layout and 
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explanation. Besides, Felfernig et al. (2006) analyze the impact of different recommender 

UI functionalities such as explanations, product comparison pages, and repair actions on 

factors such as perceived increase of domain knowledge, increase of usability and trust. 

In another study, Felfernig et al.  (Ozok et al., 2010) also analyze different preference 

elicitation interfaces through three user studies. The results are four design guidelines for 

preference elicitation interfaces: (1) users willing to spend more effort in preference 

elicitation should be able to do so, (2) affective feedback interfaces (e.g., in terms of so-

called affect buttons) should be considered as a means of detailed preference feedback, 

(3) design interfaces should be organized in an explorative fashion where the 

consequences of preference shifts are easily visible, and (4) preference elicitation 

processes should not start from scratch but rather rely on initial system preference 

suggestions. Table 6.2 represents an overview of features emphasized on the design rules 

and guidelines indicated in several RSs researches.  
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Table 6.2: Design rules and guidelines for the RSs 
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6.2.1.3 Defining the user requirements  

The output of the Bayesian UM is detection of the users’ information needs in four 

levels of accurate, novel, diverse and popular papers. To be able to detect the users’ 

information needs, the Bayesian UM requires the data of users’ actions and users’ 

preferences. Based on objectives 1 and 2, the contextual indicators that have the great 

contribution are Research Interests, Learning Style, Task, and Pre-knowledge already 

discussed in details in Chapters 4 and 5. Also, the UiD indicators that have a major 

contribution to the enhancement of SRSs are Display, Consistency, and Signifier and the 

IxD indicators are Pre-elicitation, Pre- refinement, Privacy, Explanation, and Info-

sufficiency. Therefore, the requirements are defined as:  

1. An efficient mechanism to obtain user’s data (user context)  
2. An efficient mechanism to obtain the environment’s data (environment 

context) 
3. An efficient mechanism to show the Bayesian user model outputs ( to present 

recommended papers) (system context) 
4. An efficient mechanism to meet the UiD adequacy (system context) 
5. An efficient mechanism to meet IxD adequacy (system context) 

The final goal of the aforementioned requirements is to make users feel a good 

experience while using rScholar.  

6.2.1.4 Selecting the design solution  

Considering the abovementioned requirements, the user persona design is applied as a 

suitable solution to obtain the required information from the scholars. Based on Cooper 

et al's (2014)  point of view, the personas are very effective in helping designers to know 

more about the users’ contexts since they reflect the users' voice and they are a key 

element in critiques (Cooper, Reimann, Cronin, & Noessel, 2014). The user persona is 

the representation of a user .It is typically based on user’s research and incorporates user's 

goals, needs, and interests, which are realistic. The user persona page can serve as a 

personal web page/profile for the scholars; therefore, they do not need to have their own 
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web pages. Using the user persona design not only makes the rScholar serve as a scholarly 

search engine and a recommender but also as a scholarly personal web page which allows 

the scholars to share their scholarly profile and upload their CVs.  Moreover, in the studies 

of Pu, Chen, & Hu (2012b), guideline #9 emphasizes on setting specific goals for users 

to achieve for motivation of users to contribute. The user persona design also helps users 

identify themselves within scholarly communities and they might contribute more. All 

elements of a user persona are carefully selected through consultation with two UX/UI 

designers for their relevance to the design of rScholar as a recommending system and for 

meeting the defined requirements. It is noteworthy to mention here that the researcher of 

this study has also almost four years job experience in the field of UX/UI design.  

Table 6.3 represents the final selected design elements applied in order to meet the 

abovementioned requirements. Approximately, eighteen design elements have been 

exploited and codded as shown in the Table 6.3.  
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Table 6.3: Design element selection 
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6.2.2 rScholar architecture  

In this section, the rScholar architecture is explained which is a Multilayer (n-tier) 

architecture. Multilayer architecture is a common and successful software 

architecture in software engineering(Richards, 2015). In particular, it is a very suitable 

architecture for web applications and is applied for development of rScholar in this 

research.  

As Figure 6.2 depicts, layering in layered architecture pattern is some sort of 

logical grouping of subsystems according to their functionality. Layering divides the 

process of software development into some logical sections. Each layer of the layered 

architecture pattern functions independently and has a specific role and responsibility 

within the application. Therefore, if a technology used in one of the layers needs 

some changes, it would not require any changes in the other layer since the relation 

between the layers is limited to the service they give to each other. The separation of 

concerns among components is one of the distinctive features of this architecture 

which means that components within a specific layer deal only with logic that 

pertains to that layer (Richards, 2015). For instance, components in the reasoning 

layer have limited relation to other components. As shown in Figure 6.2, three layers 

of data acquisition, reasoning and interface have been developed.  

In the following sections, it is discussed which tools have been selected to develop 

both interaction and visual design.  Univ
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Figure 6.2: rScholar Architecture  
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6.2.2.1 Selection of design framework/tools  

This sub-section presents the technical frameworks and tools used for the development 

of the UI. As Table 6.4 shows, Bootstrap - CSS, JS, and HTML frameworks are applied 

for building responsive web pages. In addition, the Illustrator, a vector graphics editor, 

is used for the primary design of web pages along with logos. ASP.net, a fully supported 

and free web application framework for building standards connected web solutions, is 

also applied to develop the UI. LINQ to XML is a LINQ-enabled, in-memory XML 

programming interface that enables to work with XML from within the .NET Framework 

programming languages. 

Table 6.4: UI development framework & and tools 

Part Framework & Tools 
Front-end  

Frameworks 
CSS3 

JavaScript (JS) 
HTML5 

Bootstrap 
ASP.net 

Database  LINQ/XML 
Design tool Illustrator 

 

6.2.3 rScholar interaction & visual design development 

In this section, it is described how the interaction and visual design are designed to 

meet the defined requirements in the previous section. In the following sub-sections, the 

responses to the SRQ4 and SRQ5 are explained.  

6.2.3.1 Obtaining the required contextual data 

Figure 6.3 shows different screens of the rScholar. In each screen, it is aimed to follow 

the guidelines and rules. The alphabetic letter in each circle corresponds to one of the UI 

screens. The arrows between screens show that the users can navigate from the current 

screen represented by the tail of an arrow to the next screen which is represented by the 

head of an arrow. The description of each screen is provided in separate sub-section 

respectively..
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Figure 6.3: rScholar screens 
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6.2.3.2 Screen A – Login page 

As shown in Figure 6.4, the login page is the first screen visited when rScholar is run. 

This screen represents the procedure used to get access to rScholar (Oval 1). The user 

requires to enter the username and password created before by using Register link (Oval 

2).  After the user's authentication, the user has access to screen C- Home page which is 

unique and personalised for each user.  

The background screen of login and register pages is a board with some notations taken 

from different academic majors such as mathematics, music, literature, computer and etc. 

which recalls the academic environment as the end users of rScholar are academic people.  

 

Figure 6.4: Login page 

6.2.3.3 Screen B – Register page 

If the user is not yet registered s/he needs to register first by entering email address as 

the username and a combination of letters and/or numbers as the password. Once the user 

is registered, s/ he receives a confirmation email. Figure 6.5 shows the data which is 
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needed for the registration (Oval 3) including username, email, password and confirmed 

password. The registration and receiving the services in the rScholar are all free. 

 

Figure 6.5: Register page 

6.2.3.4 Screen C- Home page 

Once the user logged in, Screen C- Home page (Figure 6.6) which has been designed 

based on the user persona design solution and has been personalised for each user is 

presented. In this page: 

1. User is able to submit his academic information such as name, major, contact 

number etc. as well as social media accounts and upload his/her photo (Oval 1:Figure 6.6)  

2. User is able to submit his/her research interests and pre-knowledge. The maximum 

allowed inputs are ten per user. The sliders can be applied to rate the degree of his/her 

knowledge from a range of 0 to 100 % (Oval 2: Figure 6.6). 
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3. User is able to input persona information such as learning style, task and current 

academic semester (Oval 3: Figure 6.6).  

 

Figure 6.6: Home page- user persona 

Figure 6.7 shows the dropdown lists, which represent available options for learning 

style, task and academic semester. As mentioned before, these pieces of information are 

needed for the Bayesian UM, therefore, the Bayesian UM exploits these pieces of 

information and once the user updates his/her information, the Bayesian UM is also 

updated. 
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Figure 6.7: Available options for learning style & task (dropdown lists) 

4 User is able to navigate through different pages via the menu bar including 

homepage, profile, privacy setting and about rScholar respectively on screens D, E, F and 

G. These pages are discussed separately later. In the menu bar, there is also an option to 

log out from the system (Oval 4: Figure 6.6).  

5.  There is another option in the menu bar, which allows the user to change the page 

layout (Oval 5: Figure 6.6). Two different page layouts have been designed including list 

and pie layouts as shown in Figure 6.8. By using this option, the user is able to personalise 

the page layouts based on his/her preferences.    

6. User is able to search in the datasets (Oval 6: Figure 6.6). Screen F in Figure 6.9 

depicts how rScholar presents the search results. User is also able to view the abstract of 

the paper and save the papers to his/her library. This library is a self-created library by 

the user.   

In the future, it can also be connected to reference management tools. However, this 

option has been excluded from the present research. There are a few icons as tooltips 

represent, the user can remove the paper which is not relevant, send the paper as a gift to 

someone else, see the full text and cite the paper (Oval 2-screen F: Figure 6.9). These 
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options can also be considered as the options for the preference elicitation and refinement, 

which are discussed in the next section. 

 

Figure 6.8: Page layout options 

Figure 6.9: Search results 

List Design 

Pie Design 
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Oval 7, 8 and 9 (Figure 6.6) show the recommendation label, recommendation 

presentation and gamification respectively which are discussed in the next section in 

detail.   

6.2.3.5 Screen D- Profile 

In profile menu, the user is able to input information about him/herself and edit the 

data. The user can manage his/her recommendation delivery time interval by choosing 

three options of daily, weekly and monthly (Oval1- Screen D).  In addition, the user is 

able to set if s/he is willing to get mail notifications or not (Oval 2- Screen D). If the user 

is a faculty member and has a few students to supervise, s/he might input the students' 

research interests or topics so that s/he may receive some recommendations related to 

his/her students’ research interests (Oval 3- Screen D).  The user’s CV can also be 

uploaded by using the last option in the profile page (Oval 4- Screen D). As mentioned 

earlier, one of the advantages of the proposed UI is that the user persona page can serve 

as a personal web page/profile for the scholars.  
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Figure 6.10: User profile 

All the fields in homepage are editable through two ways on the homepage and profile 

menu as shown in Screen D. Guideline #9 in Pu et al.'s study, (2012b) emphasizes on 

setting specific goals for users to achieve as users’ motivation to contribute. The user 

persona selection also helps users identify themselves within scholarly communities, thus, 

they might want to contribute more. Besides, Beenen et al. (2004) also discovered that 

most users are social loafers rather than contributors and they work harder when their 

effort is important to the group’s performance and when their contributions to the group 

can be identified.  As mentioned before, the aim of the proposed UI is to develop an 

efficient mechanism to obtain user’s data (user context), the environment’s data 

(environment context) and also an efficient mechanism to show the Bayesian UM outputs 

( to present recommended papers) (system context). In the following sections, it is 

discussed how an efficient mechanism is applied to meet the UiD and IxD adequacy for 

the reposed UI.  

Univ
ers

ity
 of

 M
ala

ya



262 

6.2.4 Meeting the UiD adequacy requirement  

Based on the results of objective 1; display, consistency and, signifier are major 

contributors to the recommendation perceptions. In  online RSs, interface issues such as 

page layout and navigation are the most important factors relating to the overall ease of 

use and perceived usefulness of RSs (Swearingen and Sinha, 2001) (Ozok et al., 2010). 

Gamification and visualization have not been designed seriously in this research since 

they require other studies in terms of design and data analysis. However, they are briefly 

discussed in order to give insights for the future UI design.   

6.2.4.1 Recommendation display  

Page layout, color, icons, number of recommendations, recommendation notification, 

recommendation time, and navigation design patterns all can address the recommendation 

display. Guideline # 14 in Pu et al.'s study, (2012b) gives a special importance to more 

attractive layout design and effective labels in order to enhance users’ perceived accuracy 

, and explains how the systems compute the recommendations (recommendation 

explanation: IxD adequacy indicators). Doing so can increase users’ perception of the 

system’s effectiveness, their overall satisfaction of the system, their readiness to accept 

the recommended items, and their trust in the system. In one of the earlier studies 

examining the HCI aspects of such systems, Swearingen et al. (2001) found that some of 

the interface issues including graphics and color are not strongly correlated to the ease of 

use and perceived usefulness of RSs. In the survey conducted by Ozok et al. (2010), 

participants overwhelmingly (85.5%) preferred to see RSs as part of the regular web page 

content. Chen (2011) has indicated that most of current RSs follow the list structure, 

where recommended items are sited one after another. The grid layout, a two-dimensional 

display with multiple rows and columns, has also been applied in one movie 

recommender sites to display the items. As the third alternative design, pie layout has 

been rarely used in RSs. Howevre, it has been proven as an effective menu design for 
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accelerating users’ selection process and has significantly enhanced the users’ decision 

confidence, enjoyability, perceived recommender competence, and usage intention via 

user evaluation(L. Chen & Tsoi, 2011). Therefore, as mentioned before and shown in 

Figure 6.8, two page layouts, list and pie, have been designed in this research. The 

effectiveness evaluation of the designed page layouts for SRSs is discussed in Chapter 7.   

The number of recommendations, which is also called set composition or 

recommendation set size, is another concern of RSs researchers. Bart P. Knijnenburg et 

al., (2012) and Ozok et al.'s ( 2010) studies  indicate that while showing one item is too 

few, showing more than five items increases users’ choice difficulty. Hence, it seems that 

the adequate recommendation number is three (Ozok et al., 2010). They also imply that  

different kinds of items should be mixed and balanced to make up the final set 

(Knijnenburg et al. 2012) (McNee et al. 2006a; Ziegler et al. 2005). Besides, presentation 

is a crucial factor in persuading users to accept the recommended items; therefore, each 

RS must carefully employ special strategies that are sensible to users’ information needs 

as well as the business goals of the RS. For making an adequate recommendation set in 

this research, a set of four paper recommendations consisting of novel, popular, accurate 

and diverse is offered (Figure 6.8).  The user persona solution makes it easier to design a 

good and smooth navigation structure for the users. As depicted in Figure 6.3, the user is 

able to navigate easily through the screens. 

There are two ways of reactive (manual) in which the recommendations are sent to 

users when they ask for it and proactive initiation (automatic) in which the 

recommendations are sent as they are planned at a scheduled time to deliver the 

recommendation (Murphy-Hill & Murphy, 2014). Several user interface techniques have 

been proposed to help balance the need for timely recommendations with the need to 

avoid distracting users which informs the user that a recommendation is available without 
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forcing the user to acknowledge it immediately. It seems that providing both ways and a 

combination of them is preferable by users. In other perspective, Ho & Tam (2005) 

indicate that in the early stage of the decision process, the users are more likely to accept 

and review the recommendations; therefore, exactly at that time, it is better to present 

some recommendations to them. In rScholar, users receive recommendation by the time 

they explicitly ask for it at a set time or after searching and interacting with the system. 

As discussed earlier and shown in Figure 6.10 (oval 1 & 2), rScholar has two methods of 

recommendation delivery in three time intervals of daily, weekly and monthly including 

recommendations that are delivered via email notification and those presented in rScholar 

homepage. The user is able to set his /her preferable method. If the email method is set, 

the recommendations are sent to the users’ mail inbox at a set time as Figure 6.11 shows. 

The user is also able to view more detailed information about the recommendations. The 

deactivation of receiving recommendations is provided by the link at the bottom of email 

notification.  

 

Figure 6.11: Sample of recommendation delivery by email notification 
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Visualization techniques are used in RSs to support transparency, acceptance and 

controllability of the recommendation process. As pointed out earlier, visualization has 

not been designed seriously in this research. PeerChooser and SmallWorlds are good 

examples of visual interactive recommenders that show relationships between users and 

recommended items (Murphy-Hill & Murphy, 2014). Recently, a few studies have 

utilized visualization techniques specially to denote the user’s current context such as 

time, location and weather along (Hiesel et al., 2016) and also multidimensional 

visualization to promote the diversity of recommended items through an interpretable and 

interactive interface (C.-H. Tsai, 2017). Like the dashboard on a car, RS dashboards 

typically integrate recommendations of different types from different sources allowing 

the user to glance at recommendations frequently and with low commitment (Murphy-

Hill & Murphy, 2014). In the design of rScholar, not any specific game and visualization  

method have been desinged since they have not been the objectives of this research. In 

addition, adequate design of a game and visualization for SRSs are not easy tasks and 

require separate studies. However, the game icon is considered in UI design in order to 

emphasise using the game in scholarly contexts for consideration in the future studies and 

achieving the users’ feedback at the  User Studies evaluation which is discussed more in 

chapter 7. 

6.2.5 Meeting the IxD adequacy requirements  

In the following, it is discussed how the features influencing the IxD adequacy have 

been considered in the design of rScholar.  

6.2.5.1 Preference elicitation & refinement  

The preference elicitation method is the way in which the RS discovers what the user 

likes and/or dislikes (Chen and Pu 2004; Peintner et al. 2008). In rScholar, there are a few 

methods for discovering the users’ preferences implicitly and explicitly.  In the explicit 
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mode, users are asked to rate items or specify preferences on the features of the products 

such as user profile, item rating (and using filtering methods) and Questionnaire. In the 

implicit mode, the system makes predictions of the users’ preferences by observing users’ 

browsing, searching, selecting, purchasing, and rating behaviors. As a matter of fact, 

feature-based preference elicitation has been more popularly applied to high-risk and 

high-involvement products, such as cars, computers, houses, cameras, with which users 

rarely have experience (so it is difficult to obtain their ratings), while it is feasible to ask 

them to identify criteria on specific features (Herlocker et al. 2004). Figure 6.12 shows 

the implicit and explicit preference elicitation applied in the design of rScholar. Based on 

the interface design guidelines for preference elicitation indicated in Pommeranz et al. 

(2012), the profile/interest selection serves as an easy (i.e. reduced effort) starting point 

for showing default preferences that can subsequently be adapted by the users.  Game is 

also an implicit method for getting the users’ preferences. 

Amazon employs a simple preference refinement method. It asks users to rate some 

specific items under the box that says “Improve Your Recommendation”. This facility 

may convince users that their work leads to more accurate recommendations and 

encourage them to put forth more effort. Guideline #11 in Pu et al.'s research (2011) 

indicates that refinement facilities, such as critiquing helps the system increase 

recommendation accuracy and the users’ sense of control. 
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Figure 6.12: Implicit and explicit preference elicitation 

In rScholar design, the users’ feedbacks are used to develop and update the Bayesian 

UM. Table 6.5 illustrates the preference refinement methods used in rScholar. In other 

words, users take these actions towards the recommended papers in order to refine their 

preferences.    
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Table 6.5: Preference elicitation/refinement methods 

Method rScholar 

Deleting   

Viewing the full-text  

Saving to the library    

Citing  

Sending as a gift to a friend  

Changing the rate of paper   

Updating the user profile  

 

This preference elicitation likely helps establish a more accurate user model for finding 

the users’ information needs. According to Swearingen and Sinha (2002), this aspect is 

highly correlated to the users’ trust in the system.  

6.2.5.2  Recommendation label 

  The recommendation label identifies the area on the screen where the recommended 

items are displayed. “Recommendation for you” (by Amazon), “Movies you’ll like” (by 

Netflix), or simply “Suggestion” (by YouTube) are samples of recommendation labels 

(Murphy-Hill & Murphy, 2014).  In rScholar, the statement of “’User’s name, rScholar 

thinks that you may enjoy these papers” is applied as the recommendation label (Figure 

6.13).  
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Figure 6.13: Recommendation labelling 

6.2.5.3 Explanation  

In addition to labels, recent recommenders employ explanation techniques to help 

users understand the recommender’s logic and thus, augment the transparency of the user 

interaction (Murphy-Hill & Murphy, 2014) which is one of the IxD indicators that plays 

a highly important role in the success of the recommenders (Ozok et al., 2010) (Felfernig 

et al., 2012). To date, many researchers have demonstrated that providing good 

explanations for  recommendations could help inspire users’ trust and satisfaction, 

increase users’  involvement and educate users on the internal logic of the system 

(Herlocker et al. 2000 (Joseph A Konstan & John Riedl, 2012); Sinha and Swearingen 

2001, 2002; Simonson 2005; Tintarev and Masthoff 2007a,b). Table 6.6 summarizes the 

explanation type and methods for recommendations stated in various studies.  
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Table 6.6: Methods for the recommendation explanation 

Type Method/Technique References  

Textual Comments, feedback, chat 
box, social texture 

(Cosley et al., 2003); (Kim et al., 2004); 
(Svensson et al., 2005) 

Graph Statistical presentations, 
images, graphs, Star 

ratings 

(Åberg and Shahmehri, 2000) (Konstan, 
2012); (Herlocker et al. 2000; Tintarev 

and Masthoff 2008; Vig et al. 2009) 

Cascaded Displays only the category 
of information sources 

(Pu and Chen 2007) 

Labelling “Customers who bought/ 
viewed this item also 

bought/ viewed:” 

(Vig et al. 2009) 

Tabular Tables (Ozok et al., 2010), (Pu et al. 2011) 

 

As shown in Figure 6.8, in rScholar, considering the outputs of Bayesian UM, the 

papers recommended to the users include four different categories of novel, accurate, 

popular and, diverse. The recommendations of these four categories are generated by 

considering the users' situation and preferences, which have been completely explained 

earlier. However, it should be noted that, in rScholar, the logic of recommendations is 

based on more than one criteria. In this space, describing the rationale for the 

recommendation is not easy to simply provide some logic such as the same research 

interest. Textual descriptions may be an appropriate method in this situation (Murphy-

Hill & Murphy, 2014) which is considered for the future enhancement.   

6.2.5.4 Information sufficiency  

Information sufficiency refers to the content of the recommendation and specification 

that should be sufficient for users to make confident using decisions while saving time 

and effort (Ozok et al., 2010). In rScholar, as Figure 6.14 depicted, paper title, paper 

author(s), abstract, full text (if accessible), citations, journal publication date, and 

publisher are presented to the users and the detailed information such as abstract are 

provided by additional link. 
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Figure 6.14: Information sufficiency in rScholar 

Based on the study of (Ozok et al., 2010), participants mostly want short and concise 

information.  

6.2.5.5 Privacy consideration  

Privacy is a critical issue for RSs, regardless of whether the adopted user modeling 

method is explicit or implicit (Resnick andVarian 1997; Riedl 2001). To know users well 

enough and make effective recommendations, a recommender must acquire sufficient 

information (e.g., demographic information, preference information, personality 

information etc.) about the users. The privacy concern becomes more important when the 

required information is more personal and the users want to keep it confidential. Finding 

the optimal balance between privacy protection and personalization remains a challenging 

task(Knijnenburg & Berkovsky, 2017). There is a general assumption that people are 

sensitive to privacy issues. However, a mismatch exists between people’s privacy 

preferences and their actual behavior. Spiekermann et al. (2001) compared self-reported 

privacy preferences of 171 participants with their actual disclosing behavior during an 

online shopping episode. In their study, most individuals stated that privacy is important 

to them, with concern centering on the disclosure of different aspects of personal 

information. However, regardless of their specific privacy concerns, most participants did 

not adhere to their self-reported privacy preferences. The results suggest that people 
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overlook privacy concerns once they are highly involved in the system (Ramakrishnan, 

Keller, Mirza, Grama, & Karypis, 2001).  

 

Figure 6.15: Privacy consideration in rScholar 

In addition, when users decide whether to provide personal information or not, they 

would like to know who is able to access the information and its specific purpose (Kobsa 

and Schreck 2003) (Brodie et al. 2004). Figure 6.15 shows that users are asked to give 

permission to the rScholar to access their social media information and search logs while 

apprising them that their information is kept confidential and only is used for making 

more personalized recommendations for them. Although this method protects users’ 

information appropriately (Lam et al. 2006) and might make users trust the system, it is 

still a long way to fully deal with the privacy issues in RSs.     
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6.3 Discussion  

As mentioned in chapter 2, there has been given little attention to UI design for RSs 

and particularly SRSs. rScholar is one of the first serious attempts in the field of UI design 

for the SRSs considering the UiD and IxD adequacy factors and data required for the 

proposed Bayesian UM. However, this attempt does not stop here and requires more and 

more investigations especially to make a trade-off between user contribution and data 

acquisition (e.g. ratings) for UMs to make more effective recommendations. Making this 

trade-off is not always easy since first, the users perceive rating-time costs which means 

they perceive the benefits outweigh the costs they pay (T. Nguyen, 2016). Second, users 

are often more satisfied when they are given control over how the recommender functions 

on their behalf, even when that control increases the effort that is required of them, and 

when the resulting recommendations are objectively less accurate. Therefore, a 

recommender should provide balance between users’ control which they desire and 

effective recommendation service(Joseph A Konstan & John Riedl, 2012). McNee et al. 

(2003) compared three interface strategies for eliciting movie ratings by 192 users. It was 

found that a higher level of user control over the interaction gives rise to a more accurate 

preference UM. The experiment also revealed that although the user-controlled group 

spent more time, they did not perceive any additional effort.  

Besides, design of adaptive RSs, which tailors the user interaction effort to his / her 

individual characteristics and motivates users to expend this effort, might be a good 

solution to provide more trade-off and ultimately a pleasant experience for the users. 

Therefore, this research does not end here and encourages further researches on UI design 

for RSs and SRSs. Recommendations for further studies on this area are discussed in 

Chapter 8.    
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6.4 Summary 

 

 

 

 

 

 

 

 In this chapter, the proposed UI called rScholar was discussed. rScholar is mostly 

designed based on the empirical results (identified in objective 1) of the most influencing 

elements of UID adequacy such as consistency, signifier and, display as well as  IxD 

adequacy including preference elicitation, preference refinement, privacy consideration 

and, explanation. rScholar also was designed to perform effectively for the  data 

acquisition for the proposed Bayesian UM developed in objective 2 and to present four 

categories of novel, diverse, accurate and, popular paper recommendations. . In this 

chapter also the importance of UI and IxD in RSs and SRSs along with the UI guidelines 

were briefly discussed. To design the proposed UI, five steps are performed, first four 

steps was explained. However, the details of step 5 (evaluation) is discussed in chapter 

7.  
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CHAPTER 7: EVALUATION 

This chapter provides details of the methods applied in order to evaluate the UM and 

UI developed respectively in Chapters 5 and 6. Since the proposed products in this 

research are based on the contexts influencing UX of SRSs, multi evaluation methods of 

offline and user studies have been chosen to ensure that the products are effective for 

SRSs (G.Marcot, 2012)(Aggarwal, 2016; Bart P. Knijnenburg et al., 2012; Pu et al., 

2012a). In the offline method, the performance and robustness of the Bayesian UM have 

been examined. The experts and users have assessed the UI, which is a significant way to 

improve the quality of a developed software (Wiegers, 2002). The objective is to gather 

feedback on the rScholar and to compare it with the UI of Google Scholar to improve 

based on the feedbacks from the experts and users. Several tests including T-test, Mann- 

Whitney (MW), Kruskal Wallis (KW), and Wilcoxon signed-rank as well as Friedman 

Kendall's Coefficient of Concordance were applied to analyze the experts and users' 

evaluation data. In this chapter, first, it is discussed how the appropriate methods and 

metrics for evaluation of UM and UI have been selected and then, each of the evaluation 

task is separately discussed and accordingly, the results are reported.  

7.1 Bayesian UM evaluation 

        In the following section, the selected method and metrics for the evaluation of 

Bayesian UM are discussed, and then, the results are reported.   

7.2 Methods and metrics for BN model evaluation 

As discussed in chapter 2, there are three different methods for the evaluation of the 

RSs including offline, online and user studies (J. L. Herlocker et al., 2004). However, 

each method has its shortcomings and strengths (Shani, 2011). In this research, the offline 

method, the highly used method in the evaluations of SRSs (Beel, Genzmehr, et al., 2013; 

Beel & Langer, 2014; Beel, Langer, Genzmehr, et al., 2013b), is applied to evaluate the 
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BN model. Based on the literature, the majority of  studies have applied the offline method 

and have assessed  the performance and robustness of the BN models (Seixas, Zadrozny, 

Laks, Conci, & Saade, 2014) (Korb & Nicholson, 2003; Kuenzer, Schlick, Ohmann, 

Schmidt, & Luczak, 2001) by using the metrics such as Entropy, F-measure (G.Marcot, 

2012), Mean Square Error (MSE), and Mean Cross Entropy (MXE)(Flores et al., 2011; 

Margaritis, 2003). Additionally, Albert (2009) and Long et al. (2015) have also 

recommended to evaluate the performance of the applied BN learning algorithm by 

employing the measure of expected loss (Long et al., 2015) (Albert, 2009).  

Elicitation review is another method for the BN models evaluation (Tibshirani et al., 

2013) (Korb & Nicholson, 2003). The aim of elicitation review is to check the clarity and 

consistency mostly in the structure of the BN model by knowledge engineers and domain 

experts' involvement.  As explained in Chapter 5, rather than the automated structure 

learning, in this research, the BN structure model was built by using the knowledge 

engineer who examined the clarity and consistency as well. Therefore, the elicitation 

review method has been ignored in the evaluation part.  

As Figure 7.1 shows, the entropy metric is applied to measure the robustness of BN 

model structure and parameters. The expected loss is also gauged in order to evaluate the 

performance of the applied learning algorithm (GS algorithm). Three predictive 

performance metrics of F-measure, MSE, and MXE have been applied to evaluate the 

performance of the BN model. Moreover, the cross validation technique has been used to 

perform the above mentioned assessment. Before reporting the results, the cross 

validation technique is briefly discussed here.  
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Figure 7.1: BN model evaluation measures 

7.2.1 K-Folds Cross Validation  

According to Albert(2009), cross-validation is the most widely used technique to 

validate statistical models such as BNs and to select suitable values for their tuning 

parameters. It can be applied to evaluate any combination of structure learning 

algorithms, parameter learning methods, and the respective tuning parameters. There are 

three different techniques for the cross validation including Holdout, K-Folds, and Leave-

one-out (Hastie et al., 2009). For examining the BN model predictive performance, the 

K-Folds Cross Validation (KFCV) was used. KFCV is an evaluation technique model, 

which iteratively selects K different learning sets and test sets, and then, based on these 

sets, learns the networks and evaluates the performance. Compared to the other cross 

validation techniques mentioned above, in KFCV technique, most of the data is used for 

the model fitting and validation; hence, the data bias is reduced significantly (G.Marcot, 

2012). Besides, the training and test sets are interchanged and this adds to the 

effectiveness of this technique.   

In the KFCV, the original dataset is split into equal K subsets/folds and is repeated K 

times. In each time, one of the K subsets is applied as the test or validation set and the 

remaining subsets (K-1) are utilized as the training set.  
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Figure 7.2: Visualisation of K- Fold Cross Validation (K=10) 

There is no rigorous rule for the number of K (G.Marcot, 2012), but in BN performance 

validation, K=10 is mostly preferable (Scutari & Denis, 2014). Thus, in this research, K= 

10 is also considered which means for the total dataset of 1053 cases, each fold contains 

around 105 randomly drawn cases for the test (leave out for the test set), and the remaining 

964 cases as the training set (shown in Figure 7.2). Prior to the explanation of results, it 

is explained how the dataset is randomly split using the KFCV technique.  

7.2.1.1 Dataset randomly split into K-Fold 

As mentioned before, the golden standard is 10 runs of 10-fold cross validation 

(Scutari & Denis, 2014) in particular for small datasets. Cross validation can be applied 

by using bn.cv() method in “bnlearn” package (R programming) as shown in the 

following code.   
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7.2.2 Bayesian UM evaluation results 

The results of the structure and parameters of the BN model using the aforementioned 

metrics are reported in the following sections separately. 

7.2.2.1 Robustness- Sensitivity analysis 

For examining the BN structure robustness, the sensitivity analysis is carried out which 

analyses how sensitive the network outputs or parameters are against the inputs 

(observations) (Tibshirani et al., 2013)(Korb & Nicholson, 2003). This analysis assures 

the BN structure is correct or highlight errors(Chan & Darwiche, 2004) (Hansson & 

Sjökvist, 2013).The Entropy is the widely used metric in sensitivity analysis to examine 

the uncertainty in a probability distribution or BN modeling (Tibshirani et al., 2013)(Korb 

& Nicholson, 2003). In the proposed UM, the inputs are the users’ contexts and the 

outputs are the users' information needs for novel, accurate, diverse, and popular papers. 

Therefore, it is examined how the model diagnoses for novel, accurate, diverse and, 

popular papers are sensitive against the users’ contexts changes. Therefore, the Entropy 

H(X) in the target node X, where for example; X represents the probability of the user 

needs a novel paper (positive for diagnosis of novel paper) is calculated as (Korb & 

Nicholson, 2003); 

𝐻(𝑋) = − ෍ 𝑃(𝑥) log 𝑃(𝑥)

௫∈௑

 (7.1) 

Thus far, there is only limited support in current BN software tools for sensitivity 

analysis (Tibshirani et al., 2013); In this research, the “sensitivity to findings” function in 

the Netica’s software was used to measure the Entropy of four nodes of novel, accurate, 

diverse, andpopular papers against the users’ contexts.  

Since the calculation of Entropy is performed by using GUI in the Netica software 

(Figure 7.3), it gives this benefit to change the nodes which have high Entropy in the GUI 

and then, calculate the new Entropy for the target node easily. The advantage of using 
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Netica software for calculating the Entropy is its GUI. As shown in Figure 7.3, the target 

node H(X) is chosen and, “the sensitivity to findings” function from the network menu 

(Network → Sensitivity to Findings) is run, then, the sensitivity report for the target node 

is displayed. Entropy is calculated for the nodes of novel, accurate, diverse, and popular 

papers after performing the Sensitivity to Findings function using each piece of evidence 

(contextual nodes) separately. 

 

Figure 7.3: Sensitivity analysis using Netica software 

The sensitivity analysis or entropy values for diagnosis of 

  𝐻(𝑋ଵ), 𝐻(𝑋ଶ). , 𝐻(𝑋ଷ), 𝐻(𝑋ସ) where the contextual nodes are evidences (𝐶), are defined 

as follows:  

 𝐻(𝑋ଵ) → 𝑝𝑟(𝑋ଵ =  Positive|𝐶) >0.5  (𝑁𝑜𝑣𝑒𝑙 𝑝𝑎𝑝𝑒𝑟) 

  𝐻(𝑋ଶ) → 𝑝𝑟(𝑋ଶ =  Positive|𝐶) >0.5 (𝐴𝑐𝑐𝑢𝑟𝑎𝑡𝑒 𝑝𝑎𝑝𝑒𝑟) 

𝐻(𝑋ଷ) → 𝑝𝑟(𝑋ଷ =  Positive|𝐶) >0.5 (𝑃𝑜𝑝𝑢𝑙𝑎𝑟 𝑝𝑎𝑝𝑒𝑟) 

𝐻(𝑋ସ) → 𝑝𝑟(𝑋ସ =  Positive|𝐶) >0.5 (𝐷𝑖𝑣𝑒𝑟𝑠𝑒 𝑝𝑎𝑝𝑒𝑟) 

 

(7.2) 
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So, the entropy value helps better understand which node (evidence (𝐶)) is more 

relevant to corresponding positive or negative diagnosis.  

   

For the binary variables, the entropy ranges from zero to one (𝐻(𝑋): (0,1)). Zero 

indicates the minimum uncertainty and one represents the maximum uncertainty for a 

target node against the evidence. Therefore; 𝐻(𝑋) = 0  represents → min௨௡௖௘௥௧௔௡௜௧௬ 

and 𝐻(𝑋) = 1  represents → max௨௡௖௘௥௧௔௡௜௧௬. The sensitivity analysis results were 

ranked by entropy value in Table 7.1. These results only consider observations one at a 

time. Additionally, each variable or node was associated to a diagnosis node, which has 

certain states.  
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Table 7.1: Sensitivity results 

 

As Figure 7.4 shows, the results of sensitivity to diagnoses nodes revealed that, for all 

four nodes of novel, popular, diverse, and accurate, the entropy reduction values were 

approximately equal to zero for the nodes of SI5, SE1, SE2, SE3, SE4, SE5 and ST1. 

Further examination of the CPTs of the mentioned nodes confirmed that SI5, SE1, SE2, 

SE3, SE4, SE5 have no impact on the rest of the network. For this reason, these nodes 

were removed from the network. However, since the ST1 node has an impact on the PK 

node, this node remained in the network.  

Interestingly, the results of sensitivity analysis also confirms the empirical outputs 

revealed in chapter 4 which indicates that the impact of environment context is not 

significant compared to other contexts. Thus, entropy values substantiate that BN model’s 

outputs are not sensitive against the SE1, SE2, SE3, SE4 variables that represent the time 
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(environment context). Figure 7.5 shows the maximum uncertainties for 

𝐻(𝑋ଵ), 𝐻(𝑋ଶ). , 𝐻(𝑋ଷ), 𝑎𝑛𝑑  𝐻(𝑋ସ).  The nodes of pre-knowledge and task are in a 

positive group. The nodes that are in a positive group for a novel, accurate, diverse, and 

popular papers are as follows:    

        𝐻(𝑋ଵ) → 𝑝𝑟(𝑋ଵ =  Positive|𝑃𝐾, 𝑇𝐴, 𝑅𝑈, 𝑆𝑈, 𝑆𝐼) >0.5   

  𝐻(𝑋ଶ) → 𝑝𝑟(𝑋ଶ =  Positive|𝑆𝐼, 𝐴𝑆, 𝑇𝐴, 𝑃𝐾) >0.5  

𝐻(𝑋ଷ) → 𝑝𝑟(𝑋ଷ =  Positive|𝑆𝐼, 𝑃𝑅, 𝐽𝑅, 𝑃𝑘, 𝑇𝐴) >0.5 

𝐻(𝑋ସ) → 𝑝𝑟(𝑋ସ =  Positive|𝑆𝐼, 𝐽𝑅, 𝑃𝐾, 𝑇𝐴 ) >0.5  

(7.3) 

Based on the entropy values, a moderate uncertainty level has been obtained for the 

diagnosis nodes against the users' learning style nodes (SL1, SL2, and SL3) which 

divulges   the moderate significance of this context compared to other contexts such as 

TA and PK for the accuracy of the BN model. 
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Figure 7.4: Entropy values of BN nodes 

 

Figure 7.5: Maximum entropies   
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7.2.2.2 Comparison of BN algorithm- Expected loss  

As mentioned in chapter 5, for learning the BN structure, a constraint-based learning 

algorithm called Grow- Shrink (GS) algorithm has been applied based on the guidelines 

indicated by (Albert, 2009). To evaluate the performance of the GS algorithm, the 

Expected Loss 𝛒(𝐚) of the applied algorithm is calculated and compared to the 𝛒(𝐚) of 

Max-Min Hill-Climbing (MMHC) algorithm  which is a combination of constraint-based 

and search-and-score techniques (Hybrid algorithm) (Tibshirani et al., 2013) using the 

same dataset. The Bayesian expected loss is defined as the expected loss under the 

predictive distribution (G.Marcot, 2012): 

𝛒(𝐚) = න 𝒍(𝐚, 𝐲)𝐏(𝐲|𝐱, 𝐃)𝒅𝒚  
(7.4) 

 

As shown in Figure 7.4, if training examples are drawn independently at random 

according to unknown distribution P(x,y) and the learning algorithm analyzes the training 

examples and produces a function f, given a new point <x,y> drawn from P,  the function 

is given x and predicts ŷ = f(x) therefore the loss L(ŷ,y) is measured (Schain & Schain, 

2015). The goal of a Bayesian learning algorithm is to find the f that yields the the lowest 

expected loss 𝐸௉(௫,௬)[𝐿(𝑓(𝑥), 𝑦)]. In other words, loss function is used to determine 

which Bayesian learning algorithm is better suited for a certain problem and dataset.  

 

Figure 7.6: Loss function for a supervised ML algorithm 
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To calculate the 𝛒(𝐚), the bn.cv method in “bnlearn” package was used. The less is the 

expected loss, the better is the algorithm in terms of the performance (Albert, 2009).  

 

As Figure 7.5 represents, the results disclosed that the EL of GS algorithm is (ρ(a) = 

0.341486) and MMHC is (ρ(a) = 2.350423) applying KFCV method.  

 

Figure 7.7: Loss function  

It means that the GS algorithm produces a BN model which fits the data of this study 

better than the MMHC algorithm. Therefore, GS performs better than the MMHC 

algorithm and it is more fitted to the dataset of this study for the BN modeling.  

7.2.2.3 Predictive performance assessment  

To assess the predictive performance of the BN model, three metrics of F1-score, Mean 

Square Error (MSE), and Mean Cross- Entropy (MXE) have been estimated using CFCV 

method (K=10) as recommend in the literature (Seixas, Zadrozny, Laks, Conci, & Saade, 
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2014) (G.Marcot, 2012) (Albert, 2009) (Olson & Delen, 2008). In the following sections, 

first, a brief description of each measure is presented and accordingly, the results of the 

predictive performance assessment are reported.  

(a) F1-score 

F1-score or F-measure is a very common measure and is obtained by the harmonic 

mean of precision and recall (Olson & Delen, 2008) (Seixas, Zadrozny, Laks, Conci, & 

Saade, 2014). F-score is a composite measure which benefits algorithms with higher 

sensitivity and challenges algorithms with higher specificity(Sokolova, Japkowicz, & 

Szpakowicz, 2006). 

(b) Mean Square Error (MSE) 

MSE is a metric that can be applied to examine how well a statistical model fits the 

data (Witten, Frank, Hall, & Pal, 2016) by calculating the mean of the squared difference  

between the estimated parameters by the model and known parameters. MSE can be used 

to minimize the errors of a given model. For dataset 𝐷ே which contains  𝑖 𝑡ℎ samples, the 

MSE prediction error is calculated by Equation 7.5 (G.Marcot, 2012) (Witten, Frank, 

Hall, & Pal, 2016) as follows: 

(c) Mean Cross- Entropy (MXE) 

MXE is used to measure in average how close all predicted probabilities are to the true 

probabilities. It can be shown that minimizing the cross entropy gives rise the maximum 

likelihood hypothesis. Skalak and Caruana (2007) showed that for the probabilistic output  

models with small available data, MXE is the most robust metric (Skalak, Niculescu-

Mizil, & Caruana, 2007) in comparison to other accuracy metrics. The MXE for N cases 

𝑀𝑆𝐸 =
ଵ

ே
∑ (𝑦௜ − 𝑦పෝ)ଶே

௜ୀଵ                                      (7.5) 
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is calculated by Equation 7.6 (Witten, Frank, Hall, & Pal, 2016) (Huang, Ling, Zhang, & 

Matwin, 2008). 

As mentioned earlier, 10-fold cross validation has been applied for the experiment 

which is particularly recommended for the small datasets and assures a comparative data 

distribution in all folds (Scutari & Denis, 2014).  The training was iterated 10 times using 

90% data and testing using 10% data on the corresponding fold. Table 7.2 represents F1 

score, MSE, and MXE of the BN model (overall and four levels) for each of the folds. In 

addition, the mean of the measures has been calculated. The best score for F1 score, MSE, 

and MXE are respectively 1, 0, and 0 which indicate that the results surpass the 

determined thresholds. Figure 7.8 shows the average for means calculated for 10 folds. 

The performance results in this research are promising, however, better results might be 

achieved by using a large dataset with more instances.  

 

 

Figure 7.8: F1score, MXE & MSE means of 10 folds  

 

 

𝑀𝑋𝐸 =
ଵ

ே
∑ −𝑦௜. log[𝑃𝑟(𝑦௜ = 1)] − (1 − 𝑦௜). log [1 − Pr ( 𝑦௜ = 1)]ே

௜ୀଵ                                     

 

(7.6) 
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Table 7.2: BN model predictive performance results 
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7.3 UI evaluation 

In the following sections, the selected method and metrics for the evaluation of UI are 

discussed, and then, the results are reported. 

7.3.1 Methods and metrics for evaluation of the UI 

The results of empirical framework in Chapter 4 revealed that the UiD and IxD 

adequacy features influence UX of SRSs. In chapter 6, rScholar (proposed UI) was 

designed with regard to the identified UiD and IxD adequacy factors. In this section, the 

evaluation of rScholar is performed and in turn, the results are discussed.  

In the study conducted by Vermeeren et al(2010) 96 methods for UX evaluation were 

collected and analyzed. In addition, a list of all UX evaluation methods have been 

provided on http://www.allaboutux.org/all-methods. UX Curve method, Evaluating 

Long-Term User Experience, EAX are a few samples, but none of them has been applied 

in evaluation of RSs so far. The results of SLR conducted on evaluation methods and 

metrics of SRSs (discussed in Chapter 2) showed that UX evaluation has only started 

recently and is still in its infancy. Besides, very little attention has been paid to the UI 

design in the RSs studies (Beel, 2011). Hence, there are not many certain metrics for 

measuring UI adequacy. However, Knijnenburg et al. (2012) and Pu & Hu (2012) have 

proposed frameworks and guidelines for evaluation of RSs from a user- centric 

perspective. Several guidelines by the above-mentioned studies emphasize UI and IxD 

adequacy already discussed in details in Chapter 4 and Chapter 6. For the rScholar 

evaluation, it was concluded that combining and inspiring survey questionnaires (UI & 

Ix aspects) of the above-mentioned studies with the questionnaire (UI & Ix aspects) in 

this study (Chapter 4) might provide a comprehensive method about the UI evaluation of 

Scholarly recommending systems. The questionnaire has 34 questions along with the data 

codes presented in the Appendix O. As mentioned earlier, the expert evaluation and user 

studies have been performed in order to evaluate the UI. In users’ studies, users’ 
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experiences were examined over time (at three months intervals). Figure 7.9 depicts the 

tests applied in order to analyse the users’ and experts’ feedbacks on the rScholar 

evaluation.  

 

 

 

 

 

 

 

7.3.2 Expert Evaluation 

Expert evaluation has been accepted as a significant way to improve the quality of a 

developed software and as a complement for testing other products (Wiegers, 2002). 

Thus, this study adopted experts in the evaluation of rScholar. The objective is to gather 

feedback on the rScholar and to compare it with the UI of Google Scholar to improve 

according to the suggestions and opinions of the experts. The Goal, Question, Metric 

(GQM) statement to perform this validation is shown in Figure 7.10.  

 

Figure 7.10: GQM statements to perform validation with experts 

Evalautaion of rScholar UI

Expert's evaluation 

End-users evaluation

(User Studies) 

 

Figure 7.9: Evaluation method and metric for the UI 

 T-test  
 Mann- Whitney (MW)  
 Kruskal Wallis (KW) 

 T-test 
 Wilcoxon signed-rank  
 Friedman test 
  Kendall's Coefficient of Concordance 
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7.3.2.1 Evaluation instrument and procedure   

The experts were selected based on their professional backgrounds, research interests, 

and their publications as well as job experience after pursuing their due willingness to 

participate. The invitations, along with the details of the validation study, were sent to 15 

experts within the field. However, only nine experts were willing to participate. The 

research interest and country-wise distribution of the participants are shown in Table 7.3. 

The rest of the details of the experts are kept hidden in order to maintain the privacy of 

personal data. 

Table 7.3: Expertise of the participants 

No Experts’ Research interests/ profession Field Country 

1 RSs, HCI & Cognition Academia Italy 

2 UI/UX Design Industry Canada 

3 UI Design Academia Malaysia 

4 HCI, Interaction Design, Computer 
Supported Cooperative Work 

Academia Canada 

5 HCI Academia Malaysia 

6 RSs, HCI, UX Research, Personalization 
Technology, User Modeling 

Academia Switzerland 

7 UX Design Industry Iran 

8 UX/UI Design Industry Malaysia 

9 UX Design Industry Iran 

 

Both the rScholar and the questionnaire were accessible through www.rscholar.com. 

First, the participants were asked to work with Googlescholar for five minutes without 

providing any information or guidance to how to use the system. Then, they were asked 

to use the rScholar and rate the features indicated in questionnaire in a 5- Likert scale for 

both Googlescholar and rScholar separately. The rates were recorded in an excel file 

automatically and the validity and missing data were checked at runtime. Figure 7.11 

depicts the screenshots of paper recommending in Googlescholar. 
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Figure 7.11: Googlescholar recommending system 

The experts also were highly welcomed to express their additional feedbacks through 

a Skype talk or leave written comments via the available text field in the questionnaire. 

Among eight experts, only one expert left some comments and one expert was willing to 

make a Skype talk. After agreement time set, the Skype talk was made with the expert 

and recorded.   

7.3.2.2 Differences of rScholar & Googlescholar 

Before examining the UiD & IxD differences of rScholar and Googlescholar from the 

experts’ viewpoints, the Normality test has been performed in order to choose the suitable 

parametric or non-parametric tests for the features indicated in the questionnaire. Figure 

7.12 shows a sample of Normality test for the PE feature. The complete list of features 

and codes is provided in Appendix O.  
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 As shown in Table 7.4, for comparison of two independent samples of rScholar and 

Googlescholar, for CSM1 and RDM2 features (sig. > 0.05), the parametric test of T-test 

and for comparing other features (sig. < 0.05), non-paramedic test of Mann- Whitney 

(MW) should be applied. In addition, for the features that are ordinal measures, Kruskal 

Wallis (KW) is applied.  

 

Figure 7.12: Normality test results 

 

                                                 

1 CS is abbreviation of consistency and CSM presents the average of CS rates  

2 RD is abbreviation of recommendation display and RDM presents the average RD rates  
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Table 7.4: Results of Normality test-experts’ data 

 Kolmogorov-Smirnova Shapiro-Wilk 
Test  type Test 

Statistic df Sig. Statistic df Sig. 

PEM .366 18 .000 .759 18 .000 Non- parametric MW 

PRM .210 18 .035 .880 18 .026 Non- parametric MW 

PCM .234 18 .010 .864 18 .014 Non- parametric MW 

EXM .223 18 .019 .868 18 .017 Non- parametric MW 

CSM .208 18 .038 .922 18 .138 Parametric  T-test 
RDM .170 18 .182 .957 18 .541 Parametric  T-test 
UIM .211 18 .034 .842 18 .006 Non- parametric MW 

SIM .205 18 .043 .871 18 .018 Non- parametric MW 

Ordinal measures  Non- parametric    
KW 

a. Lilliefors Significance Correction 

 
In the following sections, the parametric and non-parametric test results are discussed. 

(a) T-test results 

As mentioned, t-test is applied to examine if there is any significant differences 

between the CSM (consistency) and RDM (recommendation display) features in 

comparison of the two independent systems of rScholar and Google scholar. As the data 

analysis results in Table 7.5 shows, there is not significant differences (sig. = .622 >.05) 

between these two features in two systems, however, by comparing the means (r_CSM = 

4.00 < g_CSM = 4.27; r_RDM =4.22 > g_RDM=3.77) (Table 7.6), it is concluded that experts 

have indicated more rates to the Google scholar’s consistency than rScholar and also expressed 

more rates to rScholar recommendation display than Googlescholar. The reason of giving more 

consistency rates to Googlescholar might be the familiarity of experts with Google products and 

their design.    
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Table 7.5: Independent samples test results (T-test) 

 

Table 7.6: Group Statistics for CSM & RDM 

 C6 N Mean Std. Deviation Std. Error Mean 
CSM (C6) r_CSM 9 4.0000 .66144 .22048 

g_CSM 9 4.2778 .44096 .14699 
RDM(C8) r_RDM 9 4.2222 .23810 .07937 

g_RDM 9 3.7778 .23810 .07937 

 r rScholar                    gGooglescholar 

 Levene's Test for 
Equality of 
Variances 

t-test for Equality of Means 

 

F Sig. t df 
Sig. (2-
tailed) 

Mean 
Difference 

Std. Error 
Difference 

95% Confidence Interval 
of the Difference 

Lower Upper 

CSM (Equal variances 
assumed) 

.253 .622 -1.048 16 .310 -.27778 .26498 -.83952 .28396 

CSM (Equal variances not 
assumed) 

 -1.048 13.938 .312 -.27778 .26498 -.84635 .29079 

RDM (Equal variances 
assumed) 

.253 .622 -1.048 16 .310 -.27778 .26498 -.83952 .28396 

RDM (Equal variances not 
assumed) 

 -1.048 13.938 .312 -.27778 .26498 -.84635 .29079 
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(b) Mann Whitney & Kruskal Wallis tests results 

As mentioned before, for the scaled measures, Mann Whitney tests and for the discrete 

measures Kruskal Wallis test have been applied in order to examine the defined features 

of rScholar and Googlescholar.  

As Table 7.7 shows, among the defined features, the distribution of PEM (preference 

elicitation), PRM (preference refinement), and EXM (explanation) are not the same across 

categories of rScholar and Googlescholar (Sig. < .05), therefore, the null hypothesis is 

rejected. The distribution of the rest of features is the same across categories of rScholar 

and Google scholar which means from the experts’ point of view statistically there is not 

significant difference between two systems among those features; hence, the null 

hypothesis is retained.  

So, based on the test results, among the examined UiD and IxD features, statistically, 

there is not significant difference (sig. >.05) in CSM, RDM, PCM, IS and SIM features. 

However, there is significant difference (sig. <.05) in PEM, PRM, EXM features between 

rScholar and Googlescholar.  

 

 

Figure 7.13: UiD & IxD differences in rScholar & Googlescholar 

Figure 7.13 shows the experts’ rates means. The means comparison reveals that experts 

have indicated more rates to rScholar for the features of Preference Elicitation (PEM) 
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(r_CSM = 4.22 > g_CSM = 3.22), Preference Refinement (PRM) (r_CSM = 4.38 > 

g_CSM = 2.38), Privacy Consideration (r_PCM = 4.61 > g_PCM = 3.27) as well as 

Explanation of recommendation (EXM) (r_EXM = 4.44 > g_EXM =1.77) features in 

rScholar than Googlescholar.  

7.3.2.3 Overall evaluation 

The overall perception, feeling as well as appraisal of experts’ feedback in terms of 

UiD and IxD on both UIs of rScholar and Googlescholar have been examined by a few 

questions (indicated in appendix O). The results of the experts’ rates are illustrated in 

Table 7.7 and Figure 7.14. 

 

Figure 7.14: Experts’ Overall evaluation 

Features 
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Table 7.7: Independent samples test results (Mann Whitney & Kruskal Wallis) 

 

*Decision Null Hypo. Sig. Feature Mean Decision Null Hypo. Sig. Feature Mean Decision Null Hypo. Sig. Feature Mean 

PEM (C1)  .006 r-PEM 4.22 CL1(C10)  .667 r-CL 4.33 AF1 (C17)  .608 r-AF 3.77 
g-PEM 3.22 g-CL 4.11 g-AF 3.44 

PRM (C2)  .000 r-PRM 4.38 CB1 C11)  .445 r-CB 4.15 SU1 (C18)  .169 r-SU 4.22 

g-PRM 2.38 g-CB 4.66 g-SU 3.43 
PCM(C3)  .000 r-PCM 4.61 FU1(C12)  .713 r-FU 2.55 PL1 (C19)  

 
.879 

 
r-PL 3.33 

g-PCM 3.27 g-FU 2.33 g-PL 3.33 
EXM (C4)  .000 r-EXM 4.44 AV1(C13)  .396 r-AV 3.44 TR1(C20)  

 
.95 

 
r-TR 4.22 

g-EXM 1.77 g-AV 3.66 g-TR 3.55 
IS1 (C5)  1.00 r-IS 4.00 PS1(C14)  .268 r-PS 3.55 UIM (C21)  .190 r-UIM 4.00 

g-IS 4.00 g-PS 3.11 g-UIM 3.61 
SIM (C7)  .190 r-SIM 3.94 US1(C15)  1.00 r-US 4.22 OS (C22) 

 
 .136 r-OS 3.77 

g-SIM 4.22 g-US 4.22 g-OS 3.00 

DO1 (C9)  .171 r-DO 4.44 EU1(C16)  .077 r-EU 4.00 r rScholar                    gGooglescholar 
g-DO 3.88 g-EU 3.00 

* Rejected null hypothesis (): The distribution of feature is not the same across categories of rScholar and Google scholar      
 * Retain null hypothesis (): The distribution of feature is the same across categories of rScholar and Google scholar       
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Figure 7.15: Mean experts’ rates in rScholar & Google Scholar  
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As Figure 7.14, 7.15 demonstrate among the users’ perception features, it is clear that 

the feature of FU (perceived fun) is the lowest rate for both UIs of rScholar and 

Googlescholar. This result might suggest more attentions on using gamification and 

visualisation in the field of SRSs. There is not any difference between two UIs among 

other features, except CB (perceived cognitive barrier). In this examination, the experts 

were asked to rate the CB item by considering the steps that they have performed in order 

to do what they have wanted. Based on the results, for this item, Googlescholar surpass 

the rScholar which means the Googlescholar design does create less cognitive barriers. 

Based on the experts’ feedback, between the UiD & IxD in both UIs, IxD features 

including preference elicitation, refinement, privacy consideration, explanation, and 

information sufficiency have the lowest rates compared to the UiD features.   

7.3.2.4 Evaluation of design ideas  

As Figure 7.16 depicts, six different design ideas have been exploited in rScholar 

design including paper gift, logo, pie design, list design, logging page and background as 

well as user persona. They have been elaborated in Chapter 6. 

  

Figure 7.16: Experts’ rates on design ideas in rScholar 
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Since the aforementioned design ideas have not been applied in other existing RSs, the 

experts’ feedback on them were separately examined in three dimensions of “appeal”, 

“novel” and “simple” by using scale of 1-5. As mentioned in Chapter 6, the pie layout 

design of recommendations has been a user- friendly design for the users of a movie 

recommender (Chen & Pu, 2014). In rScholar, the pie layout design is fairly appealing 

and extremely novel from the experts’ viewpoints. However, the list layout design is 

simpler than the pie layout design. In other words, the experts have found the Pie layout 

not a simple design which might cause cognitive load or barrier for the end-users. 

Athough the rScholar logo is simple (Mean rate~4), among the all design ideas, the 

experts have given the logo the lowest rate.  

A paper gift icon was designed which enables users to send a paper as a gift to their 

friends or colleagues. Experts have indicated the highest rate (Mean rate~5), of three 

dimensions of “appeal”, “novel” and “simple” to this idea. Therefore, this idea has fully 

been supported by the experts of this research. The idea of user persona also seems the 

simple and engaging one. Finally and interestingly the idea of logging page (background) 

design has not been simple to understand for the experts. In the following section, the 

rScholar evaluation by the users is discussed.  

7.3.3 Users studies evaluation  

The objective of this evaluation by end-users’ feedback is to examine the UiD and IxD 

features influencing UX two times in a three month interval by applying user studies method. 

The Goal, Question, Metric (GQM) statement to perform this validation is shown in Figure 

7.17.  
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Figure 7.17: GQM statements to perform validation with end-users 

7.3.3.1 Evaluation instrument and procedure   

The announcement for the user studies evaluation was advertised through the bulletin of 

FSKTM at UM. The people, who accepted to participate in the evaluation phase in two 

interval times, received a gift-card of 20RM after the second session. Four groups of Master, 

PhD students, Post-doc researchers, and Faculty members have participated in this research. 

Each group consists five participants, which means the total of participants are twenty. Like 

the expert evaluation, both the rScholar and the questionnaire were accessible through 

www.rscholar.com. First, the participants were asked to work with rScholar for five minutes 

without providing any information or guidance to how to use the system. Then, they were 

asked to provide their rates on the features indicated in the questionnaire in a 5- Likert scale. 

The rest of the evaluation is like the experts evaluation. The data was collected in two times 

with three months time interval. The first data collection is a pre-test and the second is a post-

test (after three months).     

7.3.3.2 Differences in users’ ratings after three months 

First, the Normality test has been applied to select the appropriate statistical test in 

order to understand the differences between users’ rating in pre-test and post-test (after 

three months) and the differences between the users in groups of PhD, Master, Faculty 

member and post-docs in evaluating the rScholar.  
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Table 7.8: Test of Normality for differences of pre & post tests 

 Kolmogorov-Smirnova Shapiro-Wilk 
Statistic df Sig. Statistic df Sig. 

Dif_PEM .520 20 .000 .354 20 .00 
Dif_PRM .527 20 .000 .351 20 .00 

Dif_PCM .413 20 .000 .732 20 .00 
Dif_EXM .414 20 .000 .686 20 .00 
Dif_CSM .441 20 .000 .624 20 .00 

Dif_SIM .509 20 .000 .433 20 .00 
Dif_RDM .414 20 .000 .689 20 .00 

Dif_UIM .527 20 .000 .351 20 .00 
a. Lilliefors Significance Correction 

 

As Table 7.8 and Figure 7.18 indicate, the results of Normality test on both the difference 

of scaled pre-test and post-test data showed that non-parametric tests should be applied to 

analyze the scalded data (Sig. = .00 < 0.05). Besides, the samples of pre-tests and post-tests 

are related samples. Therefore, the Wilcoxon signed-rank test is applied to examine the 

scalded data, which is the non-parametric test equivalent to the dependent t-test.  

 

Figure 7.18: Test of Normality 
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(a) Wilcoxon Signed Ranks tests 

To measure the changes resulting from experimental environment, pretest-posttest 

designs are mostly used to compare the changes in different groups and times. High 

changes in pre-test and post-test scores assert low reliability (Dimitrov & Rumrill Jr, 

2003). 

The Wilcoxon signed-rank test is applied for the comparison of two sets (2-ralated 

samples) of scores that come from the same participants to investigate any changes in 

scores from one time point to another, or when individuals are subjected to more than one 

condition and  for the discrete data, also, the Wilcoxon signed ranks test is used (Woolson, 

2007).  

In user studies evaluation, the Wilcoxon signed ranks test is used to determine if the 

time (three months) as an intervention has a significant effect on the users’ scores on UiD 

and IxD accuracy features and on users’ overall evaluation.  

As the results in Tables 7.9 and 7.10  reveal, the median of differences between Pre-

test and Post-test equals zero (0) for all features which statistically means there is no 

difference between the scores of participants. In other words, there is no change in scores 

from the first time to the second time after three months, therefore, it can be discerned 

that the users’ rates are reliable.  
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Table 7.9: Related samples test results-scale data (Wilcoxon Signed Ranks) 

*Decision Null Hypo. Sig. Decision Null Hypo. Sig. *Decision Null Hypo. Sig. *Decision Null Hypo. Sig. 

Pre_PEM  
Post_PEM 

 .180 Pre_PCM  
Post_PCEM  

 .060 Pre_CSM  
Post_CSM 

 .581 Pre_RDM  
Post_RDM 

 .216 

Pre_PRM  
Post_PRM  .157 

Pre_EXM 
Post_EXM  .396 

Pre_SIM  
Post_SIM  .083 

Pre_UIM 
Post_UIM      .157 

* Retain null hypothesis (): The median of differences between Pre-test and Post-test equals zero (0)       
* Rejected null hypothesis ():The median of differences between Pre-test and Post-test does not equal zero (0)       

 

Table 7.10: Related samples test results- discrete data (Wilcoxon Signed Ranks) 

Feature  Pos_IS1 / Pre_IS1 Pos_DO1/Pre_DO1 Pos_CL1/Pre_CL1 Pos_CB1 /Pre_CB1 Pos_FU1 /Pre_FU1 Pos_AV1/ Pre_AV1 Pos_PS1/ Pre_PS1 

Z -1.000b .000c .000c .000c -2.152d .000c -1.000d 

Asymp. Sig. 

(2-tailed) 

.317 1.000 1.000 1.000 .131 1.000 .317 

 Feature  Pos_US1/Pre_US1 Pos_EU1/Pre_EU1 Pos_AF1/Pre_AF1 Pos_SU1/Pre_SU1 Pos_PL1 /Pre_PL1 Pos_TR1 / Pre_TR1 Pos_OS1/ Pre_OS1 

Z .000c .000c -1.000d .000c -1.000d .000c .000c 

Asymp. Sig. 

(2-tailed) 

1.000 1.000 .317 1.000 .317 1.000 1.000 

b. Based on positive ranks. c. The sum of negative ranks equals the sum of positive ranks. d. Based on negative ranks. 
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7.3.3.3 Differences in users’ groups 

In this section, it is examined if statistically there is any difference between the means 

scores of users’ groups (Master, PhD student, Post-doc researcher, and Faculty member) 

on UiD and IxD features, and users’ overall evaluation.  

(a) Analysis of Variance (ANOVA) 

To examine the above-mentioned difference, the Friedman Two- way Analysis of 

Variance (ANOVA) and Kendall's Coefficient of Concordance tests have been applied. 

Table 7.11 shows that the pretest-posttest data differences are not normal.        

Table 7.11: Tests of Normality: Pretest-posttest differences 

 Kolmogorov-Smirnova Shapiro-Wilk 
Statistic df Sig. Statistic df Sig. 

Dif_IxD .210 20 .022 .937 20 .206 

Dif_UiD .265 20 .001 .825 20 .002 

Dif_PER .492 20 .000 .425 20 .000 

Dif_OFE .538 20 .000 .236 20 .000 

Dif_OAP .527 20 .000 .351 20 .000 

a. Lilliefors Significance Correction 

 
The analysis of two above-mentioned tests shown in Table 7.12 revealed that there is 

not statistically significant differences between the different groups of users in ratings to 

rScholar evaluation and that the distribution of all features in different groups are the 

same (Sig. = .00 < 0.05).   
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Table 7.12: Differences between users’ groups 

*Decision Null Hypo. *Sig.1 *Sig.2  *Decision Null Hypo. *Sig.1 *Sig.2 
IXD_Mas  
IXD_PhD 
IXD_ Pos 
IXD_Fac 

 .597 .567 
UiD_Mas 
UiD_PhD 
UiD_ Pos                
UiD_Fac 

 .351 
 

.351 

PEM_Mas  
PEM _PhD 
PEM _ Pos 
PEM _Fac 

 .300 .300 
OFE_Mas       
OFE _PhD 
OFE _ Pos 
OFE _Fac 

 .392 
 

.392 

OAP_Mas  
OAP _PhD 
OAP _ Pos 
OAP_Fac 

 .572 .572 

*Retain null hypothesis (): The distribution of k1,k2 ,k3 and k4 are 
the same ( k= feature)    
* Rejected null hypothesis ():The distribution of k1,k2 ,k3 & k4 are 
not the same 
*Sig.1: Friedman Two- way Analysis of Variance (ANOVA)  
*Sig.2: Kendall's Coefficient of Concordance 

Mas: Master student; PhD: PhD student; Pos: Post-doc researcher;  
Fac: Faculty member IxD: Interaction Design adequacy;  

UiD: User interface Design adequacy; PEM: User Perception; OFE: 
User Overall feeling; OAP: User Overall appraisal 

 

 

Therefore, the rScholar (UiD & IxD) features have the same effects on different user 

groups. In addition, there is not significant difference in overall evaluation of users’ 

groups (Figure 2.19). However, between the UiD and IxD features, the UiD features 

including consistency, signifier and recommendation display represented lower scores 

(Figure 7.20).   
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Figure 7.19: IxD &UiD features scores for different groups 

 

Figure 7.20: IxD &UiD scores for different groups 

As discussed in Chapter 6, consistency is using familiar icons, colors, menu hierarchy, 

call-to-actions, and user flows when designing similar situations and sequence of actions. 

It makes users perceive the system as easy to use and stable (Nielsen, 1995) and it also 

leads less congestive load while using the system (Shneiderman, 2004). Based on the 

evaluation results, it was concluded that both experts and users have not rated the 

rScholar’s consistency high compared to other features.   
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7.4 Summary  

 
In this chapter, the details of the methods applied for evaluating the proposed UM 

and UI developed in Chapters 5 and 6 have been discussed. In the offline method, the 

robustness of the Bayesian UM was examined by sensitivity analysis. Entropy is the 

highly used metric for the sensitivity analysis. Aftercomputation of entropy reduction 

values for four diagnoses of novel, accurate, popular, and diverse paper; the nodes 

which showed minimum entropy to corresponding diagnoses were removed from the 

BN network. To evaluate the performance of the GS algorithm applied for BN 

modeming, the expected loss𝛒(𝐚) of the GS algorithm is calculated and compared to 

the 𝛒(𝐚) of Max-Min Hill-Climbing (MMHC) algorithm. The results show that the 

applied algorithm performs better and is more fitted to the dataset of this study for the 

BN modeling. Finally, to assess the predictive performance of the BN model, three 

metrics of F1-score, Mean Square Error (MSE), and Mean Cross- Entropy (MXE) have 

been estimated using CFCV method (K=10) which surpassed the thresholds and 

revealed the promising results. The proposed UI called rScholar has been evaluated by 

nine experts and twenty end-users including master, PhD students, post doc researchers, 

and faculty members. Several tests including T-test, Mann- Whitney (MW), Kruskal 

Wallis (KW), Wilcoxon signed-rank as well as Friedman Kendall's Coefficient of 

Concordance were applied to analyse the data. The results divulged that between the 

UID and IxD features, consistency has obtained the lowest rates not only from the end-

users’ evaluation but also from the experts’ evaluation comparing with Googlescholar. 

Additionally, the results showed that there is not statistically significant difference 

between the different groups of users in rScholar evaluation and the examined features.  
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CHAPTER 8: CONCLUSION AND FUTURE WORK 

This chapter discusses the overall work that has been carried out throughout this 

research. First, it presents the findings in line with the research objectives and research 

questions. Second, it presents the future work that can be conducted using this research. 

8.1  Research objectives revisited 

 
The following discussion revisits all of the research objectives related to this 

research.  

 
8.1.1 Research objective 1  

The first objective is to construct a framework which explores how contextual 

information influence UX and to assess the most relevant contexts incorporating in the 

UX of SRSs. To this end, initially, the conceptual framework was proposed and then, it 

was empirically examined. To develop a conceptual framework, the following activities 

have been completed; 

 Review of relevant existing models, frameworks, and theories  

 Review of the literature to identify the components and relationships  

 Review of the literature to identify the indicators  

 Systematic review of the literature to identify the contextual information  

 Validation of the proposed conceptual framework by experts’ review  

The main goal of the proposed framework is to present a set of structurally relevant 

contexts influencing UX of SRSs. The framework provides insights into development of 

SRSs both back- end (algorithms) and front- end (user interface) in order to enhance the 

UX of SRS.  After the experts’ revisions, four main components of context, perception, 

feeling and appraisal were confirmed along with the relationships and relevant indicators 

for each component were also confirmed. After theoretically justifying the relationships 

drawn between the various latent variables leading to the proposition of relevant 
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hypotheses, the experiment of the conceptual framework and detection of most relevant 

contexts are performed using the quantitative method of Partial Least Squares (PLS) 

Regression and Structural Equation Modelling (SEM). Based on the PLS-SEM method, 

the following activities and relevant tests have been done to empirically validate the 

framework;  

 Dataset preparation--- Face validity; Content validity; Spearman’s rho tests 

 Examination of identified indicators (assessment of measurement model in 

PLS-SEM terminology)--- VIF and OWs tests 

 Examination of identified components (assessment of structural model in 

PLS-SEM terminology)--- R2,  F2 tests   

 Examination of relationships ( assessment of hypotheses)—β tests  

  Examination of Goodness of Fit  

 Assessment of relevant context --- OWs tests 

The empirical results reveled that all defined indicators are empirically valid, therefore 

no indicator was removed in the revised conceptual framework. Also, the R2 and F2 tests 

examined the validity of the constructs (components) and the results revealed that all 

predefined components empirically contributed into the construction of UX of SRSs. In 

addition, the results of path coefficients (β) and F2 showed that all the relationships are 

valid in the conceptual framework, however, the moderating effect indicator (over time) 

does not surpass the minimum threshold of p-value (p-value overtime = 0.201) which 

means that there is not statistically significant relationship between this construct and 

overall appraisal. Therefore, this relationship is removed in the conceptual framework. 

Based on the β tests results, some of the relationships are weak, but they remain in the 

framework as long as they are statistically significant.  The R2s of the dependent variables 

indicated that the variance of UX of SRSs is explained substantially only by the effect of 

User context variable. In addition, according to the outputs of OWs, among the user context, 
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respectively profile (PR_Mean, 0.901), task (TA_Mean, 0.685), learning style 

(LS_Mean, 0.664), pre-knowledge (PK_Mean, 0.561), and information seeking 

behavior have obtained the highest weights which confirm that they have a significant 

contribution to the formation of user contexts for a SRS. Moreover, between time 

(TI_Mean, 0.430) and location (E.LO1, 0.052) for the environment context, time 

was more relevant for the construction of the environment context and demonstrates a 

sufficient level of validity. Although the weight of location was low, the value of 0.52 

still surpasses the threshold. Therefore, it was not removed in the framework. The 

empirical results also attested that four indicators of novelty, diversity, popularity, and 

accuracy form the quality of a paper and novelty (NO_Mean, 0.574) and diversity 

(DI_Mean, 0.563) have more weights. Additionally, the results of β test demonstrated 

that among the contexts, the strongest relationships are between [(Usercontext  

Resourcequality), 0.790]. A user model should match the recommended papers for 

four identified levels of accurate, novel, popular, and diverse with users’ information 

needs which change by the users’ contexts. Thus, the relationships between the relevant 

contexts in these two variables are the source of inspiration for the construction of BN 

model.      

Besides, the results of f2 test showed that IxD and UiD have large effect on the UX of 

SRSs. Also, display (I. DI1, 0.396), consistency (I. CO1, 0.387) and gamification 

(I.GA1, 0.374) have the highest weights among the UiD’s indicators and for the IxD 

construct, the preference elicitation, refinement, and privacy consideration have received 

the highest weights in contribution to the IxD adecuacy (formative latent variable).  The 

IxD and UiD indicators, which have most contribution to the UX of SRSs, are the source 

of inspiration for the UI development in this research.      
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8.1.2 Research objective 2 

The second objective entails developing a contextual Bayesian UM using the relevant 

contexts identified in objective 1 that can be embedded in the process of recommending 

to diagnose the accurate, novel, diverse, and popular papers by considering the users’ 

contexts. BN method has the ability to deal with partial observations and uncertainty, 

which makes the model suitable for a context-aware SRS. Based on the BN modeling 

guidelines, three phases including dataset preparation, BN structure learning, and 

parameter learning have been relatively accomplished.  

A web-based application was developed to gather the required data. The data 

acquisition procedure was composed of a large-scale questionnaire survey. The 

questionnaire’s items were designed based on the comprehensive studies performed in 

objective 1. After the data collection procedure, the following activities have been 

performed in order to prepare the required dataset for the BN structure and parameter 

learning.  

 Importing data to CSV file by LINQ to SQL query 

  Data retrieving from WOS and importing to CSV 

 Datasets  combining  

 Data cleaning 

After dataset preparation, the Bayesian UM structure was built by applying a hybrid 

method, which applies both the knowledge engineer (expert elicitation), and automated 

learning estimated by a learning algorithm from data. The hybrid method leads to the 

better analytical and predicting ability of the BN model and makes the proposed UM more 

robust and reliable. For the consistency and clarity of the contributed variables in the 

Bayesian UM, the knowledge engineer with the help of an expert checked the variables 

(node) that could diagnose the users’ needs of scholarly papers for levels of accurate, 

novel, diverse, and popular paper. In the clarity test, the whole identified variables were 
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checked to have a clear operational meaning. The structure of BN model includes the 

relationships between the contextual indicators of user profile, task, learning style, pre-

knowledge, and information seeking behavior and indicators of accurate, novel, diverse, 

and popular papers. In the BN structure, the focus was on capturing the expert 

understanding of the relationships between variables performed by pairwise elicitation 

method. The Grow-Shrink algorithm, a constrained- based algorithm, was implemented 

in this research to learn the BN structure by the data. Also, the Pearson’s Linear 

Correlation (alpha threshold: 0.05) was used as the conditional independence test. In 

addition, the Pearson’s Linear Correlation was utilized to investigate the dependence 

between multiple variables at the same time. After learning the BN topology or structure, 

and specification of the relationships between the connected nodes, the conditional 

probability distribution for each node or parameter learning was performed by using the 

Grow-Shrink algorithm. The Conditional Probabilities Tables (CPTs) entailed by the BN 

network for each node overcome the contexts’ changes and uncertainty that might happen 

due to the users’ contexts such as task, background knowledge, and research interests.    

8.1.3 Research objective 3  

The third objective is to design a UI called rScholar. The rScholar was designed mostly 

based on the most influencing indicators of UiD and IxD adequacy identified in objective 

1 and the inputs and outputs of proposed Bayesian UM developed in objective 2. The UI 

development process consists of thesephases;  

 User research 

 Information architecture  

 Interaction design 

 Visual design 

In the user research phase, the user requirements for designing an effective UI for SRSs 

with regard to the results of objective 1 and 2 of this research were analyzed. The inputs 
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are users’ contexts and preferences and the outputs are four papers in different levels of 

accurate, novel, diverse, and popular. In addition, the general UiD and IxD guidelines 

were reviewed. Then, the proper design elements were identified. In the second phase, a 

multilayer (n-tier) architecture was designed and applied for the development of 

rScholar. The separation of concerns among components is one of the distinctive 

features of this architecture, which means that components within a specific layer 

deal only with the logic that pertains to that layer. Three layers of data acquisition, 

reasoning, and UI application were developed. This phase also involved finding the 

technical frameworks and tools, which are suitable for the UI development considering 

the requirements and system architecture. 

The third phase of UI development was interaction design. Based on the results of 

objective 1, preference elicitation, preference refinement, privacy consideration, 

explanation, and info-sufficiency are indicators of IxD adequacy and contributed mostly 

into the UX of SRSs. Therefore, in rScholar development, different methods have been 

designed separately in order to meet the IxD adequacy. For example, for the preference 

elicitation; various options of paper citing, saving to the library, paper rating, user profile 

updating, full-text presenting and, paper gift giving were designed. Paper gift is an icon 

that enables the user to offer a paper to others as a gift.  

In the visual phase, the recommendations display were designed which are often 

related to UiD indicators. Nine different screens (pages) have been designed regarding to 

the identified requirements in phase 1. The whole pages were designed based on the user 

persona solution, which enables the scholars to use the rScholar as an academic profile 

for presenting their skills, academic information, etc. Additionally, for presentation of the 

recommendations, two different layouts of pie and list have been designed.  

rScholar is the first serious attempt for development of UI in the field of SRSs. In the 

design of rScholar, the identified requirements and existing UI/UX standards /guidelines, 
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adapted for the SRSs, were considered. In addition, the design solutions were mainly 

created based on the researcher’s job experience in system analysis and UI/ UX design.     

Gamification and visualization have shown significant impact on the UX of SRSs, but 

they have taken less attention in the rScholar design since game development and data 

visualization for SRSs require separate extensive investigations in both design solutions 

and data analysis. Although it seems that SRSs do not require providing fun for the 

scholars interacting with them; interestingly, gamification has a significant effect on 

making the users’ experiences better in the SRSs and perceiving fun. Hence, in this 

research gamification and visualization were briefly discussed in order to offer insights 

into UI design for SRSs in the future studies. 

8.1.4 Research objective 4 

The last objective is to conduct an experimental evaluation for the Bayesian UM and 

UI proposed for the scholarly recommending system. For this reason, the suitable 

methods and metrics were selected based on the results of meta-analysis carried out to 

identify the methods and metrics applying in the existing SRSs and past studies in the 

field of BN modeling.  

For the Bayesian UM evaluation, the offline method was conducted to measure the 

robustness (sensitivity analysis) and performance of the UM.  In addition, the 

performance of the applied algorithms was examined by the measure of expected loss 

evaluation.  Besides, the task of dataset split into test and train sets have been performed 

using the KFCV method. The following metrics have been applied in order to examine 

the robustness and performance of the UM.  

 Robustness of BN structure --- Sensitivity analysis --- Entropy metric 

 Algorithm performance--- Expected loss 

 Performance of  BN model--- F1-score, MSE and, MXE metrics  
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In the entropy assessment of the BN structure, only three variables’ values did not pass 

the threshold of minimum uncertainty (Pr (X =  Positive|𝐸) >0.5). All the entropy values 

of parameter passed the minimum uncertainty. Also, the results of expected loss have 

shown an acceptable performance for the Grow shrink algorithm applied for the BN 

model learning. The results of predictive performance metrics including MXEMean 

Cross Entropy ([0, ∞] Best score = 0), MSEMean Square ([0, 1] Best score = 0), Error 

F1 F1Score ([0, 1] Best score = 1) also revealed that the proposed Bayesian UM 

achieved acceptable predict performance rates.  

The evaluation of the UI was carried out by two methods of user studies and expert 

evaluation. Two groups including nine experts and twenty users (master, PhD students, 

post-doc researchers, and faculty members) have separately participated in the UI 

experimental evaluation. After collecting data, the data normality tests were performed 

and six suitable statistical tests were selected in order to analyze the data based on the 

defined goals. The following tests: 

 UiD and IxD differences in rScholar & google Scholar experts’ feedbacks --- 

T-test, KW & MW test 

  Experts’ evaluation of design ideas in rScholar--- T-test, KW & MW test 

 Differences in users’ ratings of rScholar after three months --- Wilcoxon 

signed-rank test 

 Differences in users’ groups in evaluation of rScholar --- ANOVA & KCC  

The results of T-test, KW & MW tests showed that there is not statistical significant 

difference (sig. = .622 >.05) between these IxD and UiD features in rScholar & 

Googlscholar. However, by comparison of the features’ means, it is concluded that the 

experts have indicated more rates to the Google scholar’s consistency than rScholar and 

expressed more rates to rScholar recommendation display than Googlescholar. In 

addition, the evaluation of the design ideas including paper gift, logo, pie design, list 
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design, logging page and background as well as user persona showed that the pie layout 

design in rScholar is fairly appealing and extremely novel, but not simple compared to 

the list design from the experts’ viewpoints. In addition, amongst all design ideas applied 

in rScholar, the experts have given the lowest rate to the logo and highest rate (Mean 

rate~5) to the paper gift icon. Besides, the idea of user persona was rated simple and 

attracting. Finally and interestingly enough, the idea of logging page (background) design 

has not been perceived simple for the experts. The median of differences between Pre-

test and Post-test was equal to zero (0) which means there is no significant differences 

between the users’ ratings after three months and proves that the users’ rates are reliable. 

Thus, the rScholar (UiD & IxD) features have same effects on the different user groups. 

Besides, there was not significant difference in overall evaluation of users’ groups. 

However, between the UiD and IxD features, the UiD features including consistency, 

signifier and recommendation display presented lower scores among the users.    

8.2       Future work  

During the course of this research, several potentially interesting and relevant subjects 

presented, but to keep focused on the objectives of this study, the topics were abandoned. 

In the following sections, some of the works that may provide steps forward to extend 

this research are presented.  

8.2.1 Future work related to Objective 1 

The following research gaps are related to the contextual information influencing UX 

of SRSs.  

8.2.1.1 Exploiting more contextual information in recommending  

Among the identified contextual information, this research has not incorporated 

contexts such as users’ reasoning method, mood, academic social network as well as 
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personality traits. Therefore, future studies are encouraged to consider the above-

mentioned contexts in developing systems for recommending papers.    

8.2.1.2 Extension of the proposed framework  

The framework proposed in this research is a specialised framework as it allows SRSs 

designers and researchers to target contexts associated with users’ experience while they are 

working with the SRSs. The details of the framework components can further be enriched so 

that it can be utilised and evaluated for various domains. The details may include investigation 

of all the users’ perceptions related to the identified contexts. For example, how contexts can 

be influential in providing fun for the users of SRSs. 

8.2.1.3 Identification of users’ needs in long term  

Meeting of the user’s information need is the main contribution of a good scholarly 

recommender. Users have different information needs due to different knowledge, 

preferences, goals, and contexts. In this research, the user model aimed to diagnose the 

users’ information needs, however, the problem is that the identification of users’ 

information is not an easy task and needs better understanding of the users’ information 

needs not only when they are working with the system but also before and after that. 

Therefore, it requires monitoring the users’ needs in a long term in order to provide good 

service and recommend adequate items.  

8.2.2 Future work related to Objective 2 

The following research gaps are related to the UX evaluation of SRSs.  

8.2.2.1 Using the user model for existing recommenders 

As a future work, another goal would be to deploy the BN model in a real environment 

and evaluate acceptance and feedback reported by the end users. 
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8.2.2.2 Using the user model for existing methods’ optimization  

The contextual user experience model using Bayesian networks is able to diagnose the 

users’ information needs in four levels of accurate, diverse, novel, and popular papers. 

Identification of the user information needs is very vital in retrieving the best papers for 

them; therefore, embedding the proposed model in the scholarly recommending systems 

can be fruitful in recommending process to analyze the users’ needs in long-term 

intervals.   

8.2.2.3 Exploiting identified contexts in other methods  

This research applied the Bayesian network, however, exploiting the identified 

contextual information, especially user and system contexts in other ML methods, which 

are appropriate for the decision-making such as Random forests, can be interesting topics 

for the future work.     

8.2.3 Future work related to Objective 3 

The following research gaps are related to the UI design of SRSs.  

8.2.3.1 Development of new UIs 

Both industry practitioners and academic researchers have argued that the interface of 

a RS may have far larger effects on users’ experience with the recommender than the 

recommender’s algorithmic performance (McNee et al., 2006; Baudisch & Terveen, 

1999; Murray & Haubl, 2008; Xiao & Benbasat, 2007; Ziegler et al., 2005; Ozok et al., 

2010). Therefore, designing new UIs and comparing them with the current study might 

be an amazing research topic for the future studies.The interested researchers might design 

new UIs for SRSs considering the UiD and IxD adequacy features assessed in this research.  
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8.2.3.2 Gamification in SRS 

Gamification is one of the novel and open research topics in the field of RSs and 

particularly SRSs. The term gamification consists of the use of game design elements in 

a non-game context in order to motivate and involve users in an activity, environment or 

any tasks for a long time that requires the users engagement such as item ratings in RSs 

(de CA Ziesemer et al., 2014; Feil et al., 2016). Gamification in SRs rewards users with 

the true recommendations generated by the results of game feedbacks. Moreover, at the 

same time, it makes fun moments for the users (Hussain et al., 2014). In RSs, games are 

often being used in e-commerce in order to predict users’ preferences and suggest them 

new products(Azam & Yao, 2014). Though the academic and scholarly tasks often pertain 

to some serious activities without considering fun, this research has investigated the role 

of using games in SRSs. Gamification and visualization have not been designed seriously 

in this research, however, they are open to the future researchers.   

8.2.3.3 Data visualization and dashboard design for SRS 

Visualization leverages visual and graphical representations to facilitate user’s 

perception(Hiesel et al., 2016) and helps to make more transparency and interactivity in 

RSs. Also, context visualization makes more apparent to the users how the recommender 

works and reduces the cognitive effort which is required to uptake the meaning of the 

recommendation when it is presented (di Sciascio, 2017). Visualizations are only 

produced from data, but dashboards are regularly updated based on the new data. Like 

the dashboard on a car, RS dashboards typically integrate recommendations of different 

types or from different sources allowing the user to glance at the recommendations 

frequently and with low commitment(Murphy-Hill & Murphy, 2014). In the design of 

rScholar, not any specific game and visualtion  method have been used since they have 

not been the objective of this study. In addition, adequate design of a game and 
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recommendation visualsation are not easy tasks and require sperate studies; however, 

these great topics are presented to the interested researchers for more investigation.   

8.2.3.4 Adaptive dialog UI for SRS 

The aim of dialogue design is to yield closure and to reduce cognitive load.  The 

dialogue makes the system as fool-proof as possible by for example using messaging box, 

flags, and icons(Shneiderman, 2004). Moreover, the medium that presents the 

recommendations also influences the user's satisfaction of RS (Beel, Genzmehr, et al., 

2013). Designing adaptive dialog UIs for SRS is also an open research area.  

8.2.4 Future work related to Objective 4 

The following research gaps are related to the evaluation of SRSs.  

8.2.4.1 UX methods & metrics 

UX of RSs means the delivery of the recommendations to the user and the interaction 

of the user with those recommendations. UX evaluations have only started recently and 

are still in their infancy (Pu et al., 2012; Konstan & Riedl, 2012). Additionaly, there are 

not many certain metrics for measuring the UX of RSs; hence, working on the UX 

methods and metrics is very valuable and considered as an existing issue in the field of 

RSs.  

8.2.4.2 Online evaluation metrics 

Researchers seldom apply online tests to evaluate their proposed algorithms. The main 

reason is that online evaluations need a fully implemented system and a community of 

end-users(de Wit, 2008); therefore, they are very costly, time-consuming and entail many 

efforts. Despite the difficulties with online evaluation, as mentioned before, online 

method is the only way that can measure users’ experience truly where the users are in a 

real interaction with the system and can leave real feelings and feedback (Cremonesi, 
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Garzotto, & Turrin, 2013; Bart P. Knijnenburg et al., 2012). Thus, working on designing 

suitable and reproducible metrics is a research gap for the interested investigators.    

8.2.5 General future work 

The scope of scholarly recommending systems is broad. One of their applications is in 

paper recommending, which is commonly known as research paper or academic RSs. 

However, they can be applied  as an appropriate tool to facilitate and accelerate the 

process of doing scholarly tasks such as finding appropriate conferences, research 

collaborators, journals to help scholars when they are going-over huge amount of relevant 

and irrelevant data (Champiri et al., 2015). Most of the current SRSs studies have been 

done to present research papers, there are a few studies on conference recommendations; 

however, offering appropriate research collaborators or journals to scholars still needs 

more investigation. 
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