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ABSTRACT 

Face recognition is a technique to identify an individual by his/her physical 

characteristic and has been of interest to a growing number of researchers due to its 

applications on security. Several different algorithms have been proposed for computer 

recognition of human faces. It describes the implementation and functions of a working 

system that performs the recognition and identification of human faces using the 

implement algorithms. 

Java is use as prograrnrmng language to develop the Face Rec system and 

Microsoft Access as the database to store and access the fa e images for the training set. 

Besides that, the system will build in Windows 2000 Professional Operating System. 

The project approaches the research and development process as a two 

dimensional recognition problem, capturing the face image by using the web camera. 

The process begins by preparing the database of face images for the training set before 

proceeding to the recognition technique for identification using eigenfaces approach. 

Various experiments are carried out to evaluate the performance of the working system 

to determine its performance and results. 

With FaceRec this system can perform recognition and identification of human 

faces for ecurity purposed under certain constraint conditions in a fast and flexible way. 

So that, the a ss control will be more secure. It also allow for further research and 

dcvcl prnent n the same or new approach. 
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Chapter 1: Introduction 

CHAPTER 1: INTRODUCTION 

Face recognition is a hot area in computer science. There arc many approaches 

and now there are still continual researches on this area. Developing a computational 

model of face recognition is quite difficult, because faces are complex, multidimensional 

and meaningful visual stimuli. 

Identifying people by their unique characteristics has always been a major issue. 

Using sophisticated computerized system, a person can now be identified by machines 

that compare certain characteristics of the person with a vast amount of shared stored 

data. Some of works on face recognition focus on detecting individual features on faces, 

such as eyes, nose, mouth, cars, and outline of face. They have proven difficult to extend 

multiple views, and have often been quite fragile. 

Some examples of the characteristics that can be used to identify a person are 

face, voice, eyes, thumb, biometric, and many more. Current technologies in identifying 

a person by machines are fingerprint, retina scan, iris scan, voice recognition, face 

recognition, and others. 

Face recognition technology is one of the fastest growing fields in the biometric 

industry. Interest in face recognition is being fueled by the availability and low cost of 

video hardware the ever increasing number of video cameras being placed in the 

workplace, and the noninvasive aspect of facial recognition systems. Although face 

recognition is still in the research and development phase, several commercial systems 

arc currently available and more than a dozen research organizations, such as Harvard 
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Chapter 1: Introduction 

University and the MIT Media Lab, are working on the development of more accurate 

and reliable systems. 

This is why I propose to face recognition and identification system (FaccRec). 

This project implements the eigenfaces approach to face recognition and identification 

for security purposed. 
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Chapter 1: Introduction 

1.1 Project Overview 

In the field of security, every security system must be precision, reliability, 

robust and accuracy. Traditionally, access to some security devices involves the use of a 

login id associated with a password, device based or personal identification number 

(PIN). But with this old type of identification method, many users feel that their 

information is not secure and facing many problems as below: 

• Password based 

Disadvantages: 

Easy to forget password, user can tell another user their password, password can 

be written down and password can be reused. 

• Device based 

Disadvantages: 

Must have device to use service so the user might forget it at home, easy target 

for theft and still doesn't actually actively identify the user. 

Identification is defined as the ability to identify a person from among all those 

enrolled, like all those whose biometric measurements have been collected in the 

database. Identification seeks to answer the question "Do I know who you are?" and 

involves a one-to-many comparison. 

Bi metrics will change all of this. Biometric security is a rapidly developing 

field of te hnology that uses biological characteristics to identify individuals. Biometric 

s arming is the process whereby biometric measurements are collected and integrated 
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Chapter 1: Introduction 

into a computer system, which can then be used to automatically recognize a person. 

Today there are commercial applications for computer access control, access to web site 

servers, access throu rh firewalls, and physical access control to protect sensitive 

information. 

The project that is going to develop is a user friendly Face Recognition and 

Identification System (FaceRec) using the eigenfaces approach, whereby users could 

move through the system as easy as possible without any confusion. The system also 

important to identify the details of user for security purposed. 

Face Recognition and Identification Systems (FaceRec) is a real time facial 

recognition system where a web cam is used to capture the frontal face image of a 

person and the system will then choose an image in the database that is most nearest to 

the captured image and would output relevant information concerning the image to 

identify the user if successfully found. 
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Chapter 1: Introduction 

1.2 Statement of Problems 

Problems of current recognition system: 

Recognition problem is one of the critical tasks of computer system in our daily 

lives. Efficient recognition system will need to ensure data in computer system not be 

stolen or hack by other people. With the help of biometrics, we can achieve better 

security system. Conversely, recognition system without the aid of biometric or the 

current existing security systems most likely face the following problem: 

• Easy to forget password - The user need to enter the user name and the 

password or personal identification numbers (PINs) in order to Jog in to a 

computer. This will cause some problems if the user forgets the log in password. 

• Password unsecured - The hackers had the ability to hack the password of the 

user. This will allow unauthorized people to achieve user information, especially 

confidential data. 

• Device lost or stolen - Recognition systems that are based on something other 

than an intrinsic aspect of a human being are not always secure. For example, 

keys, badges, tokens and access cards (or things that you physically possess) can 

be lost, stolen or forgotten at home. 

• Current recognition system is costly - Current recognition system in the market 

is high-cost system. For example, companies have to pay a huge sum of money 

to just for setting up the smart card system, hardware and maintenance. It's not 
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Chapter 1: Introduction 

cost effective for small and medium companies because they have to pay for 

expensive services which arc not fully used all time. 

• Slower speed -The processing time for the existing recognition system is slower 

if compare to the biometric system, such as face recognition system. The speed 

to access the information is much faster by using face recognition system. 

• Low accuracy - The existing recognition system is not accurate every time. This 

is because something other than an intrinsic aspect of a human being is not 

always secure. Face recognition system are not susceptible to this particular 

problem and have very high accuracy. 

Due to the above problem, biornctri · technology especially face recognition 

should be adopted to achieve reliable system. 
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Chapter 1: Introduction 

1.3 Project Objective 

The objective of this project is to develop a user-friendly face recognition and 

identification sy tems (FaceRec) using the eigenfaces approach, that could be used by 

any users or programmer/researcher. By study existing techniques for face recognition, 

(eigenfaces), an implementation for a recognition and identification systems is develop. 

In the user's perspective, the system can perform recognition and identification of 

human faces for security purposed under certain constraint conditions in a fast and 

flexible way. In the researcher perspective, the system could be used as a guide for their 

further research & development on the eigenfaces approach or others new approach 

which is an extended version of eigenfaces for recognition. 

The objectives I aim to achieve for this specific module are as following: 

~ Develop a userfriendly face recognition and identification systems (FaceRec) 

The frontal view of face image of a person is captured by using a web camera. The 

image captured then will be passed into the system developed with eigenfaces. If 

the person is recognized, the record of the person will be displayed. The 

FaceRec system would be user friendly, whereby users could move through the 

system and used it as easy as possible without any confusion. 

~ Enhanced traditional access system by a more secured system. 

Traditionally access system which involved user name and password will be 

replaced by face recognition system for more secure, precision, high accuracy, 

reliability and high-speed. 

7 

Univ
ers

ity
 of

 M
ala

ya



Chapter 1: Introduction 

):;> l111plementi11g l~ige11fnces ulgori,tJwi lo pe1j'ormfuce recognition. 

By understand the existing research by others researchers, the eigenfaces 

algorithm need to be implementing into the system during the development of 

the FaceRec system. Improvement about the technique and technology also been 

done in order to achieve better result. 

):;> As a guidelines for further research & development. 

Face recognition system is still in the phase of researching and not much product 

in the market at this moment. Thus, the FaceRec system can be used as a 

guideline for other researcher during the development of the face recognition 

system either using the eigenfaces approach or others approach. 
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Chapter 1: Introduction 

1.4 Project Scope 

Face Recognition and Identification System (Facelcec) 

This is a real time recognition system that will be used for face recognition and 

identification purpose. In this project, an algorithm, namely Eigenfaces will be 

implemented to develop a prototype for user identification. 

Adding a new reference faces 
I 

Yes 

Display 
Details 

upturerl 

t Compare 

/ 
Match e 

Capture an image 

No 

Live an image 
Locate 
Face 

Figure 1.1 FaccRcc Project Scope 

The face recognition systems that will be developed would take as input a 

training set of face images to be compared and a test sample of face images to be 

recognized. Here, I am not going to handle the case that people are moving around. A 

webcarn is used to capture a user's frontal face image in a quiet static manner. The process 

of capturing a face of a person and storing the image in the database is implemented using 

the wcbcam. 

For the purpose or L1Cc recognition and identification, the current view of face 

image of' a person is captured by a web camera. 'J hen, pass the images to the system 

developed with cigcnlarcs. For the Eigcnfaces algorithm, the input for the algorithm 

should b · an image i11 grayscale. It is because the algorithms mainly extract the 
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Chapter 1: Introduction 

ch.uactcristic Ic.uurcs i11 the im;1ges. The web r;11ncra used will rapture a colour image i11 

JPEG format. 

The image captured by the web camera will be compared to the stored images in 

the database to find out whether the image is present in the database. The system will 

then choose an image in the database that is most nearest to the captured image and if 

the person is recognized, the system would output relevant information concerning the 

image to identify the user. To perform this function, the captured image, as with the 

images stored in the database, would be first converted to a vector format or matrix 

format that could be manipulated in order to perform arithmetic calculation needed in 

implementing the eigenfaces approach in face recognition and identification. 

For the purpose of the database that is required to store the training set of face 

images for comparison, a simple file-based database, called Oat-file database would be 

used. The preprocessed face images could be input directly from the system by giving 

the location of the image file. It also accepts information about the person that is related 

to the face images. 

The face recognition and identification system that would be developed would be 

user-friendly, whereby users could move through the system and used it as easy as 

possible without any confusion. The system also important to identify the details of user 

for security purposed. 

10 

Univ
ers

ity
 of

 M
ala

ya



Chapter 1: Introduction 

1.5 Expected Outcome 

The Face Recognition and Identification System (FaceRec) is expected to 

achieve the following outcome: 

~ A system that can perform recognition and identification of human faces for 

security purposed under certain constraint conditions in a fast and flexible way. 

~ System can perform some basic function and meet some importance criteria 

such as stability, consistency, reliability and user friendly. 

~ A system that can be used by any programmer/researcher for further research 

& development on the same or new approach for recognition method. 

~ A system than can be able to replace password and device based method as an 

identification tools. 

~ The final implementation should allow for future enhancement as well as 

additional modules to extend the system functionality. 

~ System able to facilitate the access authentication and ensure only authorized 

user can access the system. 
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Chapter 1: Introduction 

1.6 Project Schedule 

In order to organize the development phase of the system, a schedule is essential 

in order to develop the system in a more proper manner where the development phase 

follows certain time frame allocated. By using Gantt chart, a schedule of earliest 

possible start and finish times for the activities is given that will meet the earliest 

possible project completion date. 

Below is a Gantt chart on the development phase scheduled along the intended time 

frame for each phase of the system. 

r WXES 3181 Project Schedule 1 
2003 2004 

ID Task Name Start Finish Duration I Jul IAuglSepl Oct!Novioec Jan !Feb! 
1 Introduction 16/0612003 0210712003 15d • 
2 Literature Review 01/07/2003 21/07/2003 18d • 
3 Methodology 16/07/2003 26/07/2003 10d • 
4 System Analysis 23/07/2003 20/08/2003 25d - 5 System Design 16/08/2003 06/09/2003 19d • 
6 Implementation 08/09/2003 07/01/2004 105d 

7 System Testing 08/01/2004 09/02/2004 28d - 8 Documentation 23/06/2003 12/02/2004 202d 

Figure 1.2: Project Schedule of FaceRec 
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Chapter 1: Introduction 

1.7 Report Layout 

This project proposal report consists or eight chapters. The purpose of this 

layout is to give overview or the major phases involved during development or the 

project. Below arc the report layouts: 

Chapter 1 : Introduction 

This chapter gives an overview of the major phases of the project that 

includes the objective, project scope, project significance and project 

schedule. 

Chapter 2 Literature Review 

This chapter riv ·s brief .xplanatiou 011 topics researched and studies that 

arc relevant to this project. It is the combination between literature search 

and literature review. Among the discuss topics are development tools 

and technology including operating system, web architecture, web server, 

programming languages and database. 

Chapter 3 Methodology 

This chapter emphasizes on the justifications for the chosen project 

methodology. lt also discusses the information gathering techniques and 

the explanation about the development software and platform chosen to 

develop this system. 
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Chapter 1: Introduction 

Chapter 4 : System Analysis 

This chapter describes the system analysis of the project including 

functional requirements, non-functional requirements, hardware and 

software requirements on different developing tools. It also explains how 

the requirements for this project were acquired. 

Chapter 5 : System Design 

This chapter explains the conceptual and technical design of the system. 

It covers the structure chart, data flow diagram, process flowchart, user 

interface and database design. 

Chapter 6: System Implementation 

This chapter consist of the detail explanation of the implementation phase 

and the coding process involves transforming of the design into a 

programming language. 

Chapter 7 : System Testing 

This chapter will discuss about the testing phase. This is also a very 

important stage whereby testing is essential to assure quality of the 

system. The objective of testing is to find system error and fault. 

Chapter 8 : System Evaluation 

This chapter will see the system evaluation. System evaluation will 

touches various things like problems encountered during the development 

process, system strength and limitation and others. 
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Chapter 1: lntroduct.ion 

1.8 Chapter Summary 

This chapter focuses mainly on the introduction of this project. A brief 

introduction and definition are stated in the first part of this chapter, which is the Project 

Overview. Apart from that, relevant information and topics are also being discussed 

consequentially. Topics included are Statement of Problems, Project Objectives, Project 

Scope, Expected Outcome, Project Schedule, and Report Layout. The research and 

development of this proposed system will take about 8 months. 

The next chapter literature review will carried out whereby current systems are 

surveyed to better understand how it is implemented, together with comparisons 

between different. operating system platforms, development tools, databases and others. 
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Chapter 2: Literature Review 

CHAPTEU. 2: LITERATURE REVIEW 

2.1 Domain Studies 

Review of a literature is a background study about the knowledge and 

information gained to develop this project. The purpose of this literature review is to 

gain a better understanding on the development methodologies used while developing a 

project. 

Before the start of any project, it is important to perform various researches in 

the required field of interest. References, related articles and examples of previous 

theses have been searched and analyze to understand and recognize the existing 

technique used before. This is to provide relevant information as to the previous work 

done, technologies that was applied in developing those works and many more relevant 

information that can provide guidance and ideas to the development of the project. In 

this section, a brief overview of face recognition and its technologies is given, 

emphasizing in eigenfaces technologies, a long with the previous or current works done 

in this field. 
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Chapter 2: Literature Review 

2.1.1 Definition 

Face recognition can be treated as a search space problem combined with a 

machine-learning problem. Given two sets of images, one is called learning set with 

images labeled while the other is called testing set. The main task is to tell whether each 

person in the testing set is recognized. 

Automatic face recognition consists of four main processes: detection, capture, 

extraction, and recognition. Detection pertains to finding a human face and isolating it 

from the background and all other images. When a human face is detected, the face 

recognition system captures the face image using a video camera. After the face image is 

captured, the face recognition system extracts it from the video camera and converts it 

into a mathematical code that is stored in the computer as a template. Finally, 

recognition is performed by comparing the live face to a database of face templates to 

determine if there is a match. 

Real-time recognition is another new aspect in face recognition. Here, a camera 

is used to capture the face image of a person at run time before compare with the image 

inside the database. Many researchers still try to develop a system which is able to 

identify people under different viewing angle in real-time. 

• Principal component analysis (PCA) 

Principal component analysis, based on information theory concepts, seek a 

computational model that best describes a face, by extracting the most relevant 

information contained in that face. Eigenfaces approach is a principal component 
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Chapter 2: Literature Review 

analysis method, in which a small set of characteristic pictures are used to describe the 

variation between face images. Goal is lo find out the eigenvectors (eigenfaces) of the 

covariance matrix or the distribution, spanned by a training set of face images. Later, 

every face image is represented by a linear combination of these eigenvectors. 

Evaluations of these eigenvectors are quite difficult for typical image sizes but, an 

approximation that is suitable for practical purposes is also presented. Recognition is 

performed by projecting a new image into the subspace spanned by the eigenfaces and 

then classifying the face by comparing its position in face space with the positions of 

known individuals. A face recognition system, based on the eigenfaces approach is 

proposed. Eigenfaces approach seems to be an adequate method to be used in face 

recognition due to its simplicity, speed .uid learning capability. Experimental results are 

given to demonstrate the viahility or the propo: cd race recognition method. 

• Faceldentification 

Face identification can be divided into 3 categories. These categories are related 

to the nature of the question asked of the machine that is performing the recognition 

process. In each category, the machine/computer is trained with a database of faces, each 

associated with an identifier. The categories are as follows, depending on the question 

asked of the machine:- 

a) Face recognition 

The machine is supplied with a face and asked: what is the identifier 

associated with this face? The computer will then give as an output, the 

idcnti ficr for the given face. 
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b) Face authentication/verification 

The machine is supplied by both a face and an identifier and asked: is this 

face associated to the identifier? The computer will then give as an output, a 

positive or negative verification. 

c) Face expression recognition 

The machine is supplied with a face that has an expression, such as smiling, 

and others. It needs to extract and then identify the expression on the given 

face. The problem involves face detection, facial expression on information 

extraction, and facial expression classification. 
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2.1.2 Current Application 

Face recognition technology has numerous applications, rangrng from 

commercial to law enforcement application. Face recognition, along with the fingerprint 

recognition, will remain a critical high technology strategic research area with 

significant potential impact on the reduction of crime. Though commercially, the use of 

face recognition technology is not prominent because of the cost involved, it has 

received a growing interest, especially in the case of credit card companies and their 

desire to reduce credit card frauds. 

Face recognition and identification is gairung popularity and therefore 

applications. Applications for face recognition technology exist within corporate, 

industrial, government, and public sectors include: 

Airport Security: J\ Malaysian airport security force is the first in the world to 

incorporate face recognition technology into its airline passenger and baggage 

security system. The system scans passengers to ensure only real passengers are 

allowed to enter the aircraft. Each passenger's boarding pass contains a 

microchip with the passenger's face image embedded in it. The face recognition 

system matches the Jive face with that of the image stored in the boarding pass 

microchip before allowing the passenger to board the airplane. Additional video 

cameras monitor the departure lounges for identification of known airline 

terrorists (Page, 1998). 

Facility Access Control: Face recognition systems can be used to limit access 

to high security facilities, such as private laboratories and penitentiaries. 
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Time and Attendance Monitoring: Face recognition systems can be used to 

deter fraudulent time and attendance recording. Employees cannot "clock in" 

without presenting their own face to the time clock, eliminating one employee 

clocking in for several other late or absent peers. 

Financial Organizations: Banks and other financial organizations can benefit 

from increased fraud protection during automated teller machine (A TM) 

transactions and large electronic fund transfers using face recognition systems. 

Computer Network Security: Face recognition software can be utilized to "log 

on" to a corporate computer network or gain access to secure files, such as 

payroll and accounting records. Face recognition systems can also be used to 

limit access to secure web sites on the internet. 

Government Applications: Verifying the identity of welfare and food stamp 

recipients can be performed quickly and easily with face recognition technology. 

Unemployment agencies, Motor Vehicle Departments, and other government 

offices can also benefit from the fraud prevention capabilities offered by face 

recognition technology. 

21 

Univ
ers

ity
 of

 M
ala

ya



Chapter 2: Literature Review 

2.1.3 Face Recognition Technologies 

Face recognition involves Ilic process of identifying and matching the face. 

Recognition is comparing the captured face to other faces that have been saved and 

stored in a database. There arc many approaches in face recognition, and it can generally 

be divided into:- 

i) Earlier Approaches 

In the earlier approaches, measurements of distance between the eyes, are used in 

face recognition. Generally given a set of feature point distances of an unknown person, 

nearest neighbour or other classification rules arc used for identifying the label of the 

test image. In (Kelly, 1970), 111 .asurcmcut from the face arc taken, such as the width of 

the head and distances between the eyes, top of the head to the eyes, between the eyes 

and nose, and the distance from the eyes to the mouth. These measurements will be 

stored for future identification. The nearest neighbour rule was used for identifying the 

class label of the test image and the leave-one-cut strategy was used. 

Another method that was used was geometrical parameterization of the face. 

This model encodes the distance and angles between different face features. Many 

people have explored geometrical features based methods for face recognition. A face 

can be recognized using purely geometrical information at very coarse resolution, even 

when the details of the individual features (such as eyes, nose and mouth) are no longer 

resolved. The faces are sufficiently represented by the position and size of main face 
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features: eyes and eyebrows, nose and mouth. This information can be supplemented by 

the shape of the face outline. 

ii) Statistical Approach 

This approach uses mathematical equations or algorithms to detect and identify 

faces. There are a lot of techniques that used this approach. Orthogonal transformation 

techniques use either intensity-bused (pixel) or feature-based information to exploit 

regularities in images. These regularities are encoded in linear methods, as in 

eigenvector and eigenvalues, to classify images. Eigenfaces, Eigenfeatures and Local 

Feature Analysis are some of the method using statistical approach. 

iii) Neural Network Approach 

The neural Network models assume that facial images are like any other pattern. 

They use cognitive pattern recognition algorithms to recognize the facial images. The 

architecture of the neural network is based largely on current hypothesis on how the 

human brain works. The brain is composed of a large number of cells called neurons. 

Each neuron has thousands of input and outputs, which are all connected to other 

neurons. The input signals to a neuron are integrated and then fed to other neurons via a 

threshold transfer function. The neurons are modeled as processing elements in the 

neural network and are known as 'units'. Each unit are connected to each other and the 

activity of one unit will influence others. The units can be classified as input units, 

hidden unit, and output units. The activity of each unit can increase or decrease, by 

modifying the weights between the connections. Neural Networks provide non-linear 
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generalization of many statistical methods such as clustering. The input units are similar 

to sensory receptors in the nervous system and receive external information. The 

information normally consists of a grid of grey-level intensity value. 

Neural Network has been applied to the area of facial recognition because of its 

ability to handle large amount of information and to encode hidden information from a 

training set of images. The networks can be categorized into two: single or multi layered 

network. Jn both categories, there exist two types of networks, which are the 'feed 

forward' and the 'feedback' network. The feedback network has a feedback path 

whereby the result of the previous operation may be used by the next operation. This 

will provide the network with a dynamic behaviour, which gives a better performance 

than the feed-forward network. The use of neural networks in face recognition has 

addresses several issues, such as gender classification, face recognition and 

classification of facial expressions. 
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2.1.4 Method/Algorithms in Face Recognition 

i. Eigcnfaccs Recognition 

Eigcnfaccs recognition derives it's name from the German prefix "eigen", 

meaning "own" or "individual" (Ponti, 1999). The eigenfaces recognition approach was 

developed by (Turk and Pentland, 1991), both colleagues from MIT, in 1987. The 

eigenfaces method of face recognition is considered the first working face recognition 

technology. 

The eigenfaces recognition system begins by collecting a large number of face 

images in a database. The system then creates a set of eigenfaces by combining all of the 

face images in the database and comparing cornmounliticx and differences between 

groups of individual face irna res. The cigcnfaccs developed by the system appear as 

two-dimensional sets of light and dark areas arranged in a particular pattern. When a 

face is presented to the eigenfaces system for identification, the locations of the eyes are 

found first. The eye location provides a reference point so the head can be located and 

scaled to a standard size. Next, the system concentrates on the face only, leaving out 

clothing and hair, and removing brightness and contrast variations caused by the 

cameras settings. Then the program compares the live face's eigenfaces characteristics 

with those in the database and determines a "degree of fit" score, between -1.0 and 

+ 1.0, for the target face. If the target face produces a high enough degree of fit score 

when compared to a face stored in the database, it is recognized and accepted by the 

system. Practically any individual can be identified using a database of 100 to 150 

·i icnlaccs. 
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Advantages: 

1. The system fast on recognition and efficiency. 

2. Easy LO implement. 

3. Reduces the amount of data needed to identify an individual to l/1 OOOth of a full 

sized image. 

4. Provides accurate recognition rates. 

5. Combined with the eigenfeatures method to become more versatile and greater 

accuracy. 

Disadvantages: 

J. Have problems i11 identifying Lm . .s in different liuht levels and pose positions. 

2. The size and location of each face image must remain similar. 

3. Finding the eigenvectors and eigenvalue. arc time consuming. 

ii. Local Feature Analysis 

Local Feature Analysis is a derivative of the eigenfaces method. The Local 

Feature Analysis method was developed by Dr. Joseph Atick, Dr. Paul Griffin, and Dr. 

Norman Redlich of the Yisionics Corporation. Local Feature Analysis utilizes specific 

features for identification instead of the entire representation of the face. The system 

selects specific areas of the face, such as the eyes or mouth, to use as the defining 

features for recognition. 
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Local Feature Analysis face recognition systems first collect a database of 

several photographs and derive cigcnfuccs from them. The system then selects sets of 

blocks, or features, in each face that differ from other faces in the database. The Local 

Feature Analysis system uses 32 to 50 block areas to identify a face. The most common 

points used by Local Feature Analysis are the nose, eyes, mouth, and areas of definite 

bone curvature differences, such as the cheeks. The computer considers the chosen 

blocks as "elastic", in other words, the computer knows the blocks can move slightly in 

combination with one another without losing the basic structure of the face. 

The identification process of Local Feature Analysis is a four step process. First, 

the system uses a camera to capture an image of the subject. Second, the computer 

determines the patterns of points that make the subject different from most other people, 

whether it's the nose, mouth, etc. Next, the system starts reating patterns and comparing 

them to the patterns of the subject's face. After a pattern is created that matches the 

subject's face the system searches its database for a person enrolled in the system with 

the same pattern. Finally, if a match is found the system allows access. 

Advantages: 

1. Not as sensitive to face deformities and lighting variations as eigenfaces method. 

2. Can recognize faces that are not presented to the camera as a complete frontal 

view. 

Disadvantages: 

l. Difficult to implement. 
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m. Mapping Recognition 

Face recognition systems arc based 011 frontal-view images of the face. However, 

three-dimensional face recognition systems can recognize individuals based on the 

three-dimensional contours of their face and head. The system uses a laser range 

scanner, instead of a camera, to measure the distance between thousands of specific 

points on the face and head. The laser range scanner produces highly accurate shape and 

depth data that can be interpreted by a computer. The scanned image results in a 

polygonal mesh of thousands of points measured on the face and head. A geometric 

equation is then used to compute the curvatures from point to point in the polygonal 

mesh. The curvature measurements of the live subject are compared lo the sets stored in 

the database, if the measurements from the live face match a stored sci the face is 

recognized (Gordon, 1995). 

J\ variation of three-dimensional mapprng, using only the frontal and profile 

views of the face to perform recognition is also being developed. When using this 

variation, a "mug shot" of the face is photographed with a standard camera eliminating 

the need for a laser range scanner. Several characteristics of the face shape, such as the 

forehead, nose, and chin can be used to generate a partial polygonal mesh of the subject 

similar to the one produced in three-dimensional mapping. The same geometric equation 

is then used to compute the surface curvatures of the available areas of the face to 

perform recognition. 
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Advantages: 

J. Use of the entire head minimizes the possibility that the system can be fooled by 

a mask or similar frontal view charade. 

Disadvantages: 

1. Need a laser range scanner. 

2. High-cost. 

3. No three-dimensional mapping systems being used by the general public due to 

its complexity. 

rv. Neural Network 

Artificial Neural Networks imitate how the human brain actually works. Neural 

network computer systems can learn input/output relationships from their own 

experiences. The relationship between given inputs and their relational outputs give the 

computer system the ability to "learn" to recognize human faces. 

Neural networks consist of several processmg units called "neurons". The 

neurons are linked in a web or network, and communicate with one another using a 

"neural transfer function". The neural transfer function consists of; (1) the input signals 

collected from each neuron, and (2) the relational output of the input signals, which is 

called the "numerical result". The numerical result is the actual output of the neural 

network and is used when determining whether or not an image is a human face. 

Differentiating between an image and a human face is accomplished by training the 
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network with several thousand example face templates that allow the system to 

recognize a face even when different hair styles, face sizes, locations, and lighting 

conditions exist (Miras, I l)99a). 

Neural networks are not only used to distinguish between an object and a human 

face, but they are also used to verify and identify subjects in a face recognition system. 

Learning is performed using a trial and error method. The network is presented with 

several pairs of training faces and it must decide whether or not the faces are a match. If 

the neural network decides correctly, the next pair of faces is presented. If the neural 

network decides incorrectly, the system adjusts itself to provide the correct answer, 

completing the learning process (Miras, 1999b). 

Advantages: 

J. Adept at isolating a single face within a complex background because of the 

thousands of different facial images used to train a neural network facial 

recognition system. 

Disadvantages: 

1. Require a large database training set to achieve acceptable recognition rates. 

2. The use of a database makes neural network systems larger and sometimes 

slower than other face recognition technologies. 

3. Depend on a global representation of the face and the entire face must be visible 

and stationary during the recognition process in order for the system to work. 
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v. Thermal Imaging 

Thermal imaging Face recognition systems arc based on the principle that 

infrared cameras can capture unique heat emission patterns from a person's face. The 

first thermal imaging recognition system was developed by Francine Prokoski and 

Technology Recognition Systems in 1996 (Garfinkel, 1996). 

Thermal imaging face recognition systems use an infrared camera to capture a 

face's unique heat patterns. Thermal imaging is possible because the vascular system, or 

veins, beneath the skin produce a distinctive thermal pattern when heat passes through 

the skin and enters the atmosphere. The heat pattern is called a "thermogram". The 

thermogram is converted to a digital format by the computer and saved as a template in 

the recognition system's database. During the digitizing process, the computer program 

removes the vascular patterns created by the cars and no. c. The cars and nose are 

eliminated because of their high sensitivity to temperature fluctuations (Technology 

Recognition Systems, 1999). The other areas of the face template are not as easily 

affected by temperature and display a fairly constant heat pattern that can be consistently 

compared to the therrnograrn of a live subject. 

Advantages: 

1. The ability to capture and identify facial images in the dark. 

2. Be useful in both law enforcement and security applications. 

3. It doe not recognize subjects based on the surface of the facial skin and proves 

to be helpful when dealing with faces that have changed due to scarring, facial 

hair, or eyeglasses. 
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Disadvantages: 

l. The hardware to implement this system can be very expensive. 

2. Due to high cost of infrared cameras, applications arc limited to access systems 

where high level security is needed. 
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2.1.5 Existing System Research 

In this section, we will not 011ly discuss on the existing system, but also the 

similar system that may be thought relevant. Indeed, after the survey done, there arc 

many implementation of the face recognition program using the eigenfaces approach 

have been developed using several existing programming languages such as C and 

Matlab. Thus, we will look into some implementation of this system, advantages and 

disadvantages of the examples. 

Case Study 1 

Photobook/Ei enfaces Demo (Vismod, 1998) 

Most face recognition experiments to date have had at most a few hundred faces. 

Thus how face recognition performance scales with the number of faces is almost 

completely unknown. In order to have an estimate of the recognition performance on 

much larger databases, it has conducted tests on a database of 7,562 images of 

approximately 3,000 people. 

The eigenfaces for this database were approximated using a principal 

components analysis on a representative sample of 128 faces. Recognition and matching 

was subsequently performed using the first 20 eigenvectors. In addition, each image was 

then annotated (by hand) as to sex, race, approximate age, face expression, and other 

salient featur 'S. Almost every person has at least two images in the database; several 

people have many images with varying expressions, headwear, face hair, etc. 
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This database can be interactively searched using an X-windows browsing tool 

called Photobook as shown below: 

Figure 2.1 MIT Media Lab Database Photobook 

The user begins by selecting the types of faces they wish to examine, for 

example senior Caucasian males with mustaches, or adult Hispanic females with hats. 

This subset selection is accomplished using an object-oriented database to search 

through the face image annotations. Photobook then presents the user with the top 

matches found in the database. The remainder of the database images can be viewed by 

"paging" through the set of images. At any time the user can select a face from among 

those presented, and Photobook will then use the eigenvector description of that face to 

sort the entire set of faces in terms of their similarity to the selected face. Photobook 
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then re-presents the user with the face images, now sorted by similarity to the selected 

face. 

The photobook program and the cigcnlaccs approach were extended to support 

modular eigenfaces, such as eigen-eyes, eigcn-nose and eigen-rnouth, and modular 

recognition and reconstruction. 

Case Study 2 

Eigenfaces Face Recognition program (Eigenfaces Group, 1999) 

The eigenfaces approach in face recognition was also implemented by Tim 

Danner and Indranccl Datta, calling them the Eiucnfuccs Group. The implementation of 

the face recognition algorithm was done usinc the Python programming language, which 

is also known as the "executable pseudo code" programming language. By adding the 

Numerical Extensions and the Imaging Toolkit to the implementation, they have built a 

flexible and fast program that handles the eigenface approach to face recognition. 

As input, the program takes in face images in the form of greyscale GIF files of 

fixed resolution of 250x300 pixels. These face images were first taken using Olympus 

340R digital camera and then cropped (so that the face image between the eyes and the 

chin is taken into consideration) using the Gimp software and scaled/converted/pre 

processed using the Image Magick software. The training set consists of 31 people with 

3 images taken for each person giving a total of 86 images. 
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This program not only performs recognition on the test image of faces by 

comparing it with the training sci of images, it also performs reconstruction of images 

from the calculated vectors. This will provide the ability for face checking, for 

determining whether an image is a face and also for image compression. 

Case Study 3 

"Eigenfaces" Face Recognition Program ("Facerec") by Thad Starner, 

Massachusetts Institute of Technology 1992 (Starner, 1992) 

This is a simple implementation of the system done by Thad Starner from 

Massachusetts Jnstitute of Technology, using the Eigenfaces face recognition program 

by Matthew Turk. The programming Ian 'U:1 'C used was C and run under the X 

Windowing System, Sun 4's, DccStation 5000's, VaxStation 2000's and 3JOO's, IBM 

RT's, and 113M RS/6000's. This method is relatively robust over different light source 

orientations and head orientations. 

The "Facerec" program takes as input either a set of images as a training set or 

a set of images to be recognized. These images are stored in a directory that is taken/read 

as input to the program. The training_set and recognition_set images can be specified in 

two ways. The first format is illustrated in the file Isl, for example:- 

/images/turk/face-set/bill-j arrold/111.2 

/images/turk/face-set/brad/111.2 

/images/turk/face-set/david/111.2 

/images/turk/face-set/foof/111.2 

/images/tu rk/Iace-set/i rfan/l J 1.2 
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Each entry is a directory containing a raw 8 bit data file and a descriptor file. The 

descriptor file provides information as to the dimensions of an image and how to scale 

its pixel values, whereas the data file stores the images in raw format. For example:- 

(_data_sets 1) 

(_channels 1) 

(_dimensions 120 128) 

(_data_type "unsigned_]") 

(scale 0.720252826167088) 

(pedestal 33.314976) 

; number of images per file 

; one channel 

; x and y dimensions of image 

; single byte data 

; pixel value= data* scale+ pedestal 

This is the format used by the image manipulation program "obvius" which is available 

via anonymous ftp at whitcchapcl.rncdia.rnit.cdu in disi/obvius/. The training sample 

contains images or the 16 people taken with different light source orientations, whereas 

the set of images to be recognized contains images of the same people but taken with 

slightly different head orientation. Other files that exist for experiment purposes with 

this program are ls2, Is3, ts2, and ts3, also in the format shown in 1s1. 

Additionally, another format can be used for specifying the training or recognition set 

1s:- 

face rec /v /images/face l /v /images/face2 

where /v/images/face1 is a directory containing 

dataO 

data10 

daial 2 

data 14 

datal 

dara ll 

data13 

data15 
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datal 6 

data] 8 

data 17 

data19 

data20 data2 

data21 dat a3 

descriptor 

Here each data file is a raw 8-bit image and the descriptor is 

(_data_files 22) 

(_data_ sets 1) 

(_channels 1) 

(_dimensions 128 128) 

; number of data files 

(_data_typc "unsi 'ncd_l ") 

No other files should reside in such directories. Otherwise, these files will be loaded as 

images. 

To run the program in X windowing System, a user must first tailor the 

Makefile for the host machine and run "make". Once this is done, the binary "Facerec" 

should be produced. A point to be noted is that because the images are kept and read as 

input in directories, the paths must be changed properly to reflect the local directory 

structure. After this is done, many simple experiments can be done, for example by 

typing 

[acerec Isl ls2 

where 1 sl and ls2 are the directories that contain the images to be tested/recognized. 

An example of the output that the user will get will be in the format as shown 

below:- 
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limagesltu rk/j(1ce-set/brad/ 121. Zlda ta matches/images/ tu rk/fuce 

set lbrad] l I 1 .Zldata 

d=210.J.989014 dff\-=3419.458252 

where, d: the distance of the image's projection to the face 

dffs: the "distance form face space", or how far the image is for the region of 

space where the faces in the training set lie. 

Other experiments, such as experiments with the number of eigenfaces needed 

for recognition, can be done by typing: 

.facerec is isl ls2 -ef 10 -d -d2 

where "-d -d2" provides additional information through a text and graphics interface, 

respectively. 
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2.2 Technology Review 

Before any project is started, as a developer should review the technology 

available to him, so he or she may choose the most idea one to be used. There more the 

one aspect of technology to be review on, we may have programming language, 

platform, technique or algorithms, and object reuse technology. They all have pro and 

con; a developer of the project should have them reviewed to ensure the quality of the 

output developed. 

2.2.1 Development Models 

Methodologies Review 

J\ methodology 1s a collection of procedures, techniques, tools and 

documentation aids which helps system developers in their task of implementing a new 

information system. lt consists of a set of phases, which consist of a set of sub phases. 

This guides the developers to the choice of techniques at various stages in the project 

and helps them to plan, manage, control and evaluate info systems project. 

In the development of any software, one important aspect that we should 

consider is the aspect of software engineering. The method that we choose and used 

should be relevant and according to the system requirements of what we are going to 

develop. In software engineering, there are a few software process models that can be 

implemented to develop a system. Among the models are the 'waterfall' models, 

evolutionary development, formal system development, reuse-oriented development, 

system development life cycle, spiral development, incremental development and more . 

.+O 

Univ
ers

ity
 of

 M
ala

ya



Chapter 2: Literature Review 

Software engineering is an engineering discipline which is concerned with all 

aspects of software production from the early stales of system specification thr ugh to 

maintaining the system after it has gone into usc.f Sommcrvillc, 2001) 

}:> Wate1fall Model is well-defined development process in which one phase has to be 

finished before the next phase. The model is very simple to use. The model can be 

used if the requirement is well understood and defined. 
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Figure 2.2: Waterfall Model 

Waterfall model is used if the problem is very well understood. Usually, 

designers use the waterfall model to develop a simple system because it is hard to 

change if the model is u ed. If customers come by and ask for changing 

requirements desicners will have to start from the scratch because there is no fast 

way to d ·si in th' system with the new requirement. Also there is a big problem for 

t ·sti11' l;1t ·r if th .rc is a chanu · in requirement. The testers do not have well-define 
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set of test cases, so the test is easy to fail. In brief, waterfall model is used if 

designers have a well-defined list of user requirements. 

);}. V Model is similar to waterfall model. The difference is that each test phase matches 

each development phase: requirements with system testing, high-level design with 

integration testing, and detailed design with unit testing. 

Validate Requirements Operation and Maintenance Requirements analysis ...,._ ------- -- .... ..... ~~~~~~---<---~~ 
Acceptance Testing 

System Design 
...,. _ 

~~~~~-w--~~~-' .... 4....-~~~~_._~~~~ 
System Textinj; 

Vcr·ify lh•sign 

Program Design 

Coding 

Figure 2.3: V Model 

V Model is an improved version of waterfall model. V Model does not run 

into the problem that the software is impossible to be tested because system test, 

integration test, and unit test are planed ahead. For example, when we plan the 

requirement, we also plan for system testing. Therefore, when the system is built, 

we have a whole set of test ca e for system testing. By that way, the system does 

not meet user requirern .nts. 
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> Incremental Model. The designers develop the software in a number of stages and 

are able to deliver the product early. At each phase the designers have a goal to 

deliver certain features to customers. Incremental model is good for fast delivering 

produ ·t to the marker place. 

\hlichte 

Firal 
system 

Sysen incorplete 

Figure 2.4: hH.T .rneutal Model 

Incremental model has many advantages over the other techniques. One of 

advantages is that the system can be developed at several stages. Each stage has its 

own requirement; usually it has certain features or core of the system. Each stage can 

use V-shape, prototype or waterfall model to develop the requirement for this stage. 

Regardless what kind of model is used in each stage, the product with certain 

features must be done at the end of the stage. Incremental model satisfies the 

requirement of fast delivery to the market place, so business people are interested in 

this model. 

>- Spiral Model is an it rativ approach. The model carefully takes risks into account. 

The des: ncrs develop a small part of the project and evaluate the risks. If the risk is 

low, design .rs kc .p d vcloping more features. For each iteration, there are six steps: 
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o Determine objectives, alternatives, and constraint 

o Identify and resolve risks. 

o Evaluate alternatives. 

o Devel p deliverables and verify that they are correct. 

o Plan the next iteration. 

o Commit to an approach for the next iteration. 

Determine objectives 
alternatives and 

Evaluate alternatives 
identify, resolve risks 

I me gr a ti on 
and test p Ian 

Service 

Figure 2.5: Spiral Model 

Spiral model is heavily involved in risks management. If you have a project with 

a very high risk you hould u e piral model. Every iteration, you have a chance to 

evaluate th ris k and f r ast whether the project keeps going or stops. For each 

it erati n, similar t in r m ntal model stage, designer can use V-shape, prototype, or 
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waterfall. Spiral model is usually used in the large project such as financial system, 

wirele s cellular communication management system, network management system. 

;;:. Prototyping Model is the technique which helps designers and users to clarify the 

requirement of the system. A throw-away prototype is developed by designers and is 

evaluated by users. From feedback of users, designers will understand the system 

better and improve the prototype. 

5~1.rn 
ST~1r ~ --~ 

\ P!:(lt,IP.EM:'N1S ~ G•\TI •(!'.> 'IG AND 
RFlt,Et•'Et 

QI;''( 

r ,,- / IJlhll>'< \ 

Figure 2.6: Prototyping Model 

The Prototype model is a good model for the project which has unambiguous 

user requirement. The model will helps users to understand what they actually want. 

A throw-away prototype is developed so that users can realize what the system like. 

Human computer interface (HCI) is a big problem in requirement engineering 

because HCI depends on different user groups. Different user groups have different 

need or de ire for the int rface: therefore, designers have to build the prototype so 

that us .rs .an sec and feel it. 
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The I rototypc model is also rood for deploying the new technology. Before 

t1;e technolo y is used, users arc interested in know whether the technology works or 

not. Therefor', the prototype is a neat way to demonstrate the idea to users or 

.ustomcrs. 
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2.2.2 Application Platforms 

Platform Overview 

For any development of the application that runs on PCs, the platform or more 

specific, the Operating System is always taken into accounts. It tells how far a developer 

needs to develop, and what has already been taken care of. Before the review is entered, 

a brief review on the market will be mentioned. 

A research done by an organization (w3schools, 2003) stated that Microsoft 

Windows has dominated nearly 70% of the home user market; and more than 50% over 

the commercials, and there are thousand and thousands of developers are developing 

application than mainly adapts lo it. 

Beside the commercial aspects, the more important clement is the technological 

issues. In the following descriptions, we will go through some points over the 

technological elements. 

Operating System Jul 02 Oct 021Jan031Apr031Jul03 

!Windows 9s 1 ME ·----T-, -6--4-%_0_]62% I 60% I 59% \ 40% · 

[Windows XP r~r-i--T-19% -, 
Jwin-dOw_s_2-oo-o----~~-·-·120%p4%-r1%l-29%13o%1 

rindows95 ---4%-r%-~T~ 2% 

windows NT ·-·-·-1 5% f_ 4% 3% l 3% I 2% 
1 I l tA __ .l"!".'. 2~~~-z:_~ 

Table 2.1 Operating System Statistics 
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a) UNIX 

UN IX is an opera! i 11 1 system developed at /\T&T Bell Laboratories. 

Traditi nally used 011 mini computers and work. rations in the academic community has 

.'tarted to choose UN IX for its openness. UNIX, like other operating systems, is a layer 

between the hardware and the applications that run on the computer. UNIX includes the 

traditional operating system components. It has functions that manage the hardware and 

the executing of applications separately. In addition, it includes a set of libraries, file 

system and process control. 

UNIX supported the openness of the distributed system, unlike other operating 

system, UNIX is not limited to any sp .cif · ·0111p11t .rx usiuu a I articular microprocessor 

as a 'PU. Instead, it runs on all sizes of computers usinc wide ran c of microprocessors. 

Advantages of UNIX: 

o It is portable from large system to medium-sized system to single-user systems. 

o It is a powerful and mature OS and network-based platform. 

o UNIX is not known only for its longevity and versatility as an operating system, 

but also for the variety and number of utility programs that called tool. 

o UNIX is the consistent way in which it treats files. It is very easy for the users to 

work with files because users do not need to learn special commands for every 

new task. 

Disadvantages of NIX: 

Its · unman Is arc so brief that novice users find it unfriendly. 

Th .rc is 011 sinnlc standardized version of the operating system. 
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o It is too expensive to use. 

o It need very powerful workstations and thcr 'fore not cost effect ivc. 

As a c nclusion, UNIX is written by programmer for programmers, and it is 

quite popular among those fluent the ways of programming. Those unfamiliar with 

UNIX often have the opposite opinion. They cite as disadvantages its system commands 

and the existence of many version of UNIX with varying degrees of compatibility. The 

UNIX system does not from the current trend of hiding the system from the users. 

Windows and menu-oriented interfaces help to mask the commands the command, file 

system, connectivity method and other function from the users. In UNIX, the more 

aware users are of the system's internal functions, the better they can control them and 

improve their produ ·tivity. I low .vcr, b · ·;111s • NIX has be ·n ado] ted by a diverse 

community, fa ilit.uinc tools call .d "user a cnt" have been furnished to shield novice 

user from many of the system's intricacies. 

b) Linux 

Linux is another version of UNIX based OS. It is builds from the long, varied 

tradition of UNIX command-line culture. It has become quite popular worldwide and a 

vast number of software programmers have taken Linux source code and adapted it to 

meet their individual need . At thi time, there are dozens of ongoing projects for 

porting Linux to vari us hardware c nfiguration and purposes. 

Linux su] ports a' id' range of software, from TeX (a text formatting language) 

lo r (;1 1raphi 'al user interface) t the GNU CIC++ compilers to TCP/IP networking. It 

1s w ·II suited lo function as a development environment for web applications. Its 
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superior stability is a feature that cannot be beaten even by Windows. Linux is capable 

of running 24 hours 7 days a week without system failures or crashes. Memory 

management is dynumi . and used memory is released after a particular application ends 

unlike Windows. 

Advantages of Linux: 

o It is as stable as UNIX. 

o It is developed under the GNU General Public License and its source code is 

freely available to everyone. 

o Highly cost-effective ability to scale the size of the site as traffic grows. 

o It is capable of multitasking. 

o 1 las support for Netwarc ·lie11ts and sen crs. 

o Includes a LJ\N Mana )er/Windows Native (SMI ) client and server. 

o It multi platform, means that it can run on any proces. or. 

o Has memory protection between processors ensuring that a program cannot crash 

the entire system. 

Disadvantages of Linux: 

o It is developed by people worldwide, therefore lack proper organized support. It 

is more difficult to fund staff talented in any particular arbitrary combination of 

Linux I Apache I Jrun I Mod_Perl I PHP I Locomotive I whatever than it is to 

find staff talented in NT I lIS I COM. 

o lt is missing an pie cs r quired to build a real application. Those pieces are 

prob! .rnati . 
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o Linux is inherently unsafe because every malicious cracker in the universe has 

the source code to the web site that develops under Linux. 

c) Windows 98 

Windows 98 is based on the popular Microsoft Windows 95 Operating System, 

and is designed for the consumer market. Windows 95/98 were designed for backward 

compatibility with older DOS and 16bit programs, as well as providing a platform for 

the newer (back in 1995) 32 bit programs. 

Windows 98 works better by making it simple to access the Internet and by 

providing better system performance alon 1 with ·asiL:r syst .rn dia inosii sand 

maintenance. With Wind ws S , users' system plays better a. well with support for the 

latest graphics, sound, and multimedia technologies, the ability to easily add and remove 

peripheral devices with support for Universal Serial Bus (USB), and it also enables users 

to watch TV on PC. Besides that, Windows 98 is compatible with more software 

(including games) and hardware. 

d) Windows NT 

Windows NT is the operating system for personal computer created for users and 

business requiring advanced capability. It is actually comprised of two products: 

Microsoft NT Workstation and Microsoft NT Server. The workstation is a little safe than 

Windows 8 and Windows 95. It is designed for users especially business users, who 

nc id fast 'r pcrforrnanc ·. 
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The server is designed for business machines I hat need to provide services for 

LAN-attached computers. To ether with an lutcrnct server such as Microsoft's Internet 

Information Server (!IS), ii is required lor a Windows system that plans 10 serve Web 

Advantages: 

o The system would need to run on different hardware platforms with minimal 

changes. 

o It could be locked down through software, meeting NSA's C2-Jevel criteria. 

o It would be POSIX-compliant, run existing Windows applications, and support 

open international standards. 

o It would support symm .tric mulripro · ·ssin 1 (SMP). 

o II could be easily expanded on by writino 10 a well-defined application 

programming interface (APl). 

o lt could easily be ported to run 111 numerous different languages and writing 

systems, with minimal modifications to the software. 

Disadvantages: 

o Require license fee. 

e) Windows 2000 Profe sional 

Microsoft Windows _QQO Professional 1s Microsoft's latest version of popular 

Windows NT pcrntiug System. Windows 2000 Server has big improvement over 

Windows NT ...i .0. The changes, both fundamental and cosmetic, have made Windows 

.... ()()()Lisi .r, 111or · reliable, heavier-duty, and easier to use. 
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Advantages: 

o Point-to-point Tunneling Protocol (PPTP) or Windows 2000 provides a way to 

use public data networks, such as tile lntcmct, to create a virtual private network 

connect i11) client P s with servers. PPTP offers protocol encapsulation to 

support multiple protocols via TCP I JP connections and data encryption. 

o System Policy Editor and User Profiles of Windows 2000 allow system 

administrators to manage and maintain users' desktops in a consistency manor. 

System policies are used for the standardization of desktop configurations and 

control the user work environment and actions. 

o New application programming interfaces for server application developers and 

better server pcrforrnan .c d .liv .r improv ·J throu 1liput and scalabil it y for server 

appli at ions such as Mi .rosof: SOLS .rv 'r. 

o The Task Manager or Windows 2000 is an integrated tool for monitoring 

applications and reports key performance metrics of the Windows 2000 system. 

It provides information on each application and process that are running on the 

workstation, as well as memory and CPU usage. 

o Improved Windows 2000 Diagnostics Tool allowed for easy examination of the 

system resources such as IRQ, DMA and IO addresses, all presented in an easy 

to-view graphical to I. 

o Network Mon it r of Window _QOO is a powerful network diagnostic tool allow 

examining network and from the server at the packet-level. It allows capturing 

n 't work of t ra ffi for later analysis, this making troubleshooting network 

prob! ·ms .asicr. 
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o Windows 2000 allows Object Link in i ;111d Embedding (OLE). II can combine the 

information Crom several applicatious into one compound document using the 

special OLE capabilirics or Window-based applicatiou. 

Disadvantages: 

o Insignificant changes to a Windows 2000 configuration require a shutdown and 

reboot in order to make the changes take effect. Change the IP address of the 

default gateway also has to reboot. 

o The ongoing maintenance and support requirement of Windows 2000 can make 

them much more costly to run. 

I) Windows XP 

Windows XP is the next version of Mi rosoft Windows beyond Windows 2000 

and Windows Millennium. Windows XP brings the convergence of Windows operating 

systems by integrating the strengths of Windows 2000-standards-based security, 

manageability and reliability with the best features of Windows 98 and Windows Me 

Plug and Play, easy-to-use user interface, and innovative support services to create the 

best Windows yet. 

Microsoft Window XP offers many new features. And it's excellent overall 

performance which includes dramatically faster boot and resume times, along with 

hi0hly resp IL ivc appli ations reates the conditions for a very satisfying user 

·xp ·rienc '. 
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Advantages: 

o M '1110ry and Pe1fomw11ce - Microsoft recommends that computers running 

Windows XP have at lea. t 128 megabytes (MB) of random access memory 

(RAM) installed. For this memory size, Windows XP has shown itself to be 

consistently superior to previous versions of Windows. Performance only gets 

better with additional resources, particularly when run memory-intensive 

multimedia applications. 

o Performance Evaluation - Assessing system performance requires a variety of 

approaches and realistic workloads that represent how the operating ystem will 

be used. The Windows Pcrforman ·e Team used both externally- and internally 

written benchmarks, in addition to side-by-side comparisons, lo measure the 

pcrforman c of successive versions of Windows XP. 

o Resume from. Standby and Hibernation - Standby and hibernation are two 

alternatives that are particularly important for laptop users seeking to conserve 

battery life. Windows XP significantly increases the speed of going into and 

coming out of standby and hibernates. 

Disadvantages: 

o Ru11-Ti111e Pe1for111a11c - Windows XP ran much slower than Windows 2000, 

even when they turned off. 

l lig}: cost - Windows XP is more expensive compare to others Microsoft 

pro •ramming language. 
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2.2.3 Programming Language 

a) C++ 

The most essential part f , upport for object-oriented programming is the 

cla s/object mechanism, which originated in SIMULA 67 and is the central feature of 

SmallTalk. C++ provides a collection of predefined classes, along with the possibility of 

user-defined classes. The classes of C++ are data types, which, like SmallTalk classes, 

can be instantiated any number of items. Such as instantiation in C++ are merely objects, 

or data declarations. Class definitions specify data object (data member) and the 

functions (called method). Classes can name one or more parent classes, providing 

inheritance and multiple inheritances, resp ctively. lasse: inherit the data members and 

member functions of the parent ·lass that arc specified to be inherited. 

Operations in ++ can be ov rloacled, meaning the user can create operators for 

existing operators on user can define more than one function with same name, provided 

either the number of their parameter are different. 

Dynamic binding in C++ is provided by virtual class functions. These functions 

define type-dependence operators, using overload functions, within a collection of 

classes are related through inheritance. A pointer to an object of class A can also point to 

an overloaded virtual function the function of the current type is chosen dynamically. 

B th function and la ses cm be template, which means that they can be 

param .tcrizcd. · r cxarnpl ', a fun lion can be written as a template function to allow it 

10 have v .rsions for a varict of parameter types. Classes enjoy the flexibility. C++ 
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includes exception haudlinc that is si inificantly different from that or Ada. One or the 

difference is that hardware-detectable except ions. 

Advantages: 

• Object-oriented programming methodology 

• Availability of good and inexpensive compilers . 

• Almost completely downward compatible with C and possible to link C++ code 

with C code. 

C++ program will normally run much faster than a BASIC program. 

Disadvantages: 

• It inherited most of the ins· .urit: ·s if th· 'ancl makes it I .ss safe th<lll language 

such as I clphi, Adu and .lav.r. 

b) Java 

Java designer started with C++, removed numerous constructs, changed some, 

and added a few others. The resulting language provides much of the power and 

flexibility of C++, but in a smaller, simpler, and safer language. 

Java, like many programming languages, was designed for an application for 

\\I . 'rnch they ap1 eared to b no satisfactory existing language. In the case of Java, 

however, it was actually a sequence of applications, the first of which was the 

Pro 'r<1mming of the .mbcddcd 01L umer electronic devices such as toaster, microwave 

riv ·ns, and int .ractive TVs stem. It may not seem that reliability would be an important 

f;i 'tor in th· software for a microwave oven. If an oven dad malfunctioning software, it 
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probably would not pose a grave danger to anyone and probably would not lead to large 

legal settlements. However, if the software in a particular model was found to be 

erroneous after a million units had been mauufacturcd and sold, the recall would entail 

si1nificant cost. Therefore, reliability is an important characteristic of the software in 

consumer electronic product. 

Advantages: 

• Object-oriented programming methodology 

Smaller, simpler, and safer language . • 

Dis<idvantages: 

• Java compiler is slow compare to otb .r progra111rni11' la11._iuag' compiler. 

Is not suitable for hu ic program which n .cd to "run" fa. ter. • 

c) Microsoft Visual C++ 

Microsoft has built into its C++ development environment to enable developers 

to create very advanced applications for the Windows and NT platforms. When 

Microsoft's developers first came up with the idea behind Visual C++, they decided to 

take their world-class C++ compiler and create a development environment and set of 

tools that would enable dev lopers to create Windows applications with a level of ease 

and speed that was unheard of among C++ development environments. Since that first 

Ver, ion, Microsoft has continued to improve the tools that are a part of Visual C++ to 

11lakc it .vcu easier to .rcaic Windows applications. As Microsoft has introduced new 
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technologies into the Windows platforms, it has also introduced tools into the Visual 

C++ suite to make it easy to integrate new tcchnolo iics into developers' applications. 

Visual C++ is a tool for building 32-bit applications for Windows 95 and 

Windows NT. These applications are much larger and more complex than their 

predecessors for 16-bit Windows or older programs that didn't use a graphical user 

interface. Yet, as program size and complexity has increased, programmer effort has 

decreased, at least for programmers who are using the right tools. 

Visual C++ is one of the right tools. With its code-generating wizards, it can 

produce the shell of a working Windows application in seconds. The class library 

include with Visual ++, the Microsoft Foundation lasses (MF ), has become the 

industry standard for Windows software development in a variety of C++ compilers. 

The visual editing tools make layout of menus and dialogs a snap. The time 

programmers invest in ]earning to use this product will pay for itself on programmers' 

first Windows programming project. 

d) Microsoft Visual Basic 

Visual Basic programming language is fairly simple and uses common English 

Words and phrases for the most part. Visual Basic has evolved from the simplest 

programming language for Microsoft Windows to an exceedingly complex development 

environment capable f d livering virtually anything from tiny utilities to huge n-tier 

client/server applicati ns. 
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Controls arc tools on the Toolbox windows that you place on a form to interact 

with the user and control the pro iram flow. 

Microsoft Visual Basic 6.0, the latest and greatest incarnation of the old BASIC 

language, gives a complete Windows application development system in one package. 

Visual Basic (or VB, as we often call it) lets ones write, and test Windows applications. 

In addition, VB includes tools ones can use to write and compile help files, ActiveX 

controls, and even Internet applications. 

A survey of the new Visual Basic 6 features: Visual Basic 6 includes many new 

features, especially in the database and Internet areas. Among these are ADO, DHTML 

application, and Web lasses, just to 111 ·nt ion th· outstandin' ones. 

J\ demystifying tutorial on object-oriented pro irumrnin ); one have been able to 

build classes using Visual Basic since version 4, yet a relatively small number of 

developers actively use objects in their applications. This isn't surprising, after all, since 

most of the available OOP code examples are "toy classes" that deal with dogs, fleas, 

and other animals. This hardly stimulates the imagination of programmers who must 

deal with invoices, products, consumers and orders. 

C++ vs. Java 

In the last coup! f years, there has been a great deal of interest in the Java 

pro 1ran1mi11g Jarrn,uagc. Why _ hould developers choose C++ over Java? In the first 

plac \a ·01111 ii 'cl r rograrn will always faster than an interpreted program. Think about a 

hi 111 ·1· cl · - pc: or111;111 .c spreadsheet program with cell formulas an macros. Now imagine 
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the Java virtual machine interpreting the code that, in turn, interprets the formulas and 

macros. Not pretty, is it? With just-in-time compilation, it's necessary to compile the 

program every time programmers load it. Will that code be as good as the optimized 

output from a ++compiler? 

Execution speed is one factor; access to the operating system is another. For 

security reasons, Java applets can't perform such tasks as writing to disk and accessing 

serial ports. In order to be platform-independent, Java application programs are limited 

to the "lowest common denominator" of operating system features. A C++ program for 

Microsoft Windows is more flexible because it can call any Win32 function at any time. 

Java will be an important language, but we believe it's just another language, not 

a revolution. If developers need an Internet applets or a truly platform-independent 

application, choose Java. If developers need efficiency and flexibility, choose ++. 

61 

Univ
ers

ity
 of

 M
ala

ya



Chapter 2: Literature Review 

2.2.4 Authoring Tools 

a) Microsoft Visual Studio 6.0 

Mi r oft Yi ual tudio .0 is a complete development tools suite that provides 

corporations with easy-to-use tools for building solutions. A World class software, from 

the leading web browsers to mission-critical corporate applications. Visual Studio is the 

most productive tool for the highest-performance development for Windows and the 

Web. 

Microsoft Visual Studio 6.0 contains a set of technologies and training materials 

d . esigueo to help developers take advantage of new Window 2000 features. It provides 

the usage of the Wind ws 2000 evelop .r's Reudine: s I it J r fast access to in-depth, 

step-by- tep trainin )' and tcchni al resources. Developer can build highly reliable, self- 

repairing applications using the new Visual Studio Installer. Programmer can create 

desktop and shared solutions that easily scale up to SQL Server™ 7.0 using the new 

Microsoft® Data Engine (MSDE) for Visual Studio. 

Benefits: 

• Includes new versions of the Microsoft Visual Tools, enabling developers to 

build component-based solutions. 

• Easy to create, con ume and reuse components with all of the Visual Studio 

tools . 

• lmprov d int oration and productivity enhancements across all the Visual Tools. 

• Visual tudi .0 was designed to increase developer efficiency and reduce 

appli ati n development time. 
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Offers new l roductivity features throu ihout the application development life 

cycle. 

• J rovides a new icncr.u ion of database programming and design tools based on 

Micrnsoft's Universal Data Access technology. 

Drawback: 

• lncludes new versions of the Microsoft Visual Tools, enabling developers to 

build component-based solutions. 

Easy to create, consume and reuse components with all of the Visual Studio 

tools. 

• 

b) Microsoft Visual Studio .NET 

.NET Framework is an environment for building, deploying and running Web services 

and other applications. It consists of three main parts: the Common Language Runtime, 

the Framework classes, and ASP.NET. 

It's basically a single platform that anybody can develop for, using a system 

similar to Java/JYM. Only unlike Java/JYM, there's no language barrier with .NET: The 

languages available to the developer upon installation of the SDK (software 

development kit) are Manascd ++, #,Visual Ba ic and LScript; even more are on the 

Way. 

l\n itcmiz 'd list f the technical components making up the .NET platform: 
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C#, a "new" language [or writing classes and components that integrates 

elements of ++, and Java and adds additional features, like mctadata tags 

related to component development. 

A "common language runtime", which runs byte codes in an Internal Language 

(IL) format. Code and objects written in one language can, ostensibly, be 

compiled into the IL runtime, once an IL compiler is developed for the language. 

A set of base components, accessible from the common language runtime, that 

provide various functions (networking, containers, etc.). 

\:Vin Forms and Web Forms, new UI component frameworks accessible from 

Visual Studio. 

ADO+, a new generation of /\I 

SOAP for data inicrchan c. 

data ace ·ss .ornponcnts that use XML and 

Advantages: 

It offers multiple language support. 

It has a rich set of libraries, a la JVM. 

It's open-standard friendly (e.g., HTTP and XML) 

standard itself. 

Its code is compiled natively, regardless of language or deployment (Web or 

it may even become a 

desktop). 

Disadvantages: 

lt's yet another platform to consider, which generally means rewriting and 

lcarni11p_ n ·w tricks. 

Microsoft tends 10 have good ideas, but mediocre implementation. 
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Currently, it's only available 011 Windows. 

Microsoft claims ti, IL, and 'LR/ LS will be submitted to ECMA, but there's 

still no clear view on what will be standardized from the platform. 

c) .JCreator 2.5 

.JCreator 2.5 is a powerful IDE for Java. ]Creator provides the user with a wide 

range of functionality such as: Project management, project templates, code-completion, 

debugger interface, editor with syntax highlighting, wizards and a fully customizable 

user interface. 

Advantages of JCreator 2.5: 

• Improved Hcliahility - an direct ly compile or run the Java program without 

activ·uin) the main document first. J rcaior will automatically find the file with 

the main method or the html file holding the java applet, and then it will start the 

appropriate tool. 

• Increased Performance - ]Creator is written entirely in C++, which makes it 

fast and efficient compared to the Java based editors/lDEs. 

• Developer Productivity - Professionally designed to meet window interface 

guidelines ]Creator users can expect a familiar and intuitive user interface. 
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2.2.5 Database Management System 

There arc few types or dat;1h;1s · management systems: 

> Hicrarchi .al Model 

A hierarchical DBMS represents data as tree structures, composed of a 

hierarchical of data records. 

> Network Model 

A network DBMS represents data as records linked together, forming 

intersecting sets of data. 

>-- Relational Model 

But even the most .ornplcx hi .rar .hi ·;ti ;111d network database can be 

represented as a simple co1111e tiou of two-dimensional tables, otherwise 

known as a relational DBMS. 

In a relational system, only one type of data stricture exists - the 

table. This uniformity gave rise to a new type of high-level database 

language. A relational system provides automatic navigation to the needed 

data. There is no need to acknowledge how data is represented in storage to 

get information in and out of a relational database. More than any other 

feature it is automatic navigation that makes data readily accessible to end- 

users. 
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~ Object Oriented Model 

The Object Oriented Model allows directly storing and managing of objects 

through standard Ian )uagc interfaces, including '++, java, Smalltalk and 

SQL, using traditional programming techniques and tools. 

a) Microsoft SQL Server 2000 

Microsoft SQL Server 2000 is the latest version of Microsoft's relational 

database management system (RDBMS) for the Windows platform. It is a complete 

database and analysis solution for rapidly delivering the next generation of scalable Web 

application. The d.u.rbase component or SOL S .rv .r _ooo is a Structured Query 

Language (SQL) - compatible, s .alublc, relational d.uabasc with integrated XML 

support for Internet application. usiomcr needs and requirements have driven 

significant product innovations in ease of use, reliability and scalability and data 

Warehousing. SQL Server 2000 runs on Windows NT 4.0 or Windows 2000. 

SQL Server 2000 exceeds dependability requirements and provides innovative 

capabilities that increase employee effectiveness, integrate heterogeneous lT 

ecosystems, and maximize capital and operating budgets. SQL Server 2000 provides the 

enterprise data management platform that organization needs to adapt quickly in a fast 

changino- environment. 

With th, low 'SI implementation and maintenance costs 111 the industry, SQL 

S .rv 'r 000 deli 'rs r;1pid return on data management investment. SQL Server 2000 
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supports the rapid development or enterprise-class business applications that can give 

company a critical competitive adv.mtauc. 

Benchmarked for scalability, speed, and performance, SQL Server 2000 is a fully 

enterprise-class database product, providing core support for Extensible Markup 

Language (XML) and Internet queries. Below are the lists of the features of Microsoft 

SQL Server 2000:- 

Features: 

Provides a powerful and comprehensive data management platform. 

Ease of installation or upgrade. 

Ease or deployment wh .rc size of ;1 d.uubnsc chuu '. auto mat ically 

lnclucles several f »uur ·s that extend th' scaL1bility of the system. 

b) Oracle Si 

Oracle is the world's leading vendor of database software. Oracle's ability to 

have all data and documents stored in a small number of high-performance databases 

benefits customers by centralizing all their data, making information management and 

access easier, more reliable and less expensive. The ground-breaking capabilities of 

Oracle Si's Internet File Sy tem (IFS) provides a single, easy to use data management 

interface f r all data t 1pes, thu minimizing customer's reliance on a proprietary 

Operating syst .m. Oracle is an op n solution and it supports all kind of platform. 

Orucl ·uses <1 Java-based utility that provides everything needs to get a pre-tuned 

aiit1 pr ·-conri iur 'cl Oracle Si database up and running. Oracle Enterprise Manager 
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provides a single integrated mana icmcut console for central administration of multiple 

servers. lt also contains some advance. f'unclionalily for tuning and diagnosing the 

database, and mana11ing complex change in the database environment. Oracle's 

advanced sccuritv features allow for enforced granular privileges, advanced auditing, 

enhanced access control, secure distributed processing and replication, and the ability to 

use additional external authentication mechanisms. 

c) MySQL 

MySQL is a true multi-user, multi-threaded SQL database server. SQL is the 

most popular and standardized database Jan iua re in the world. MySQL i a client/server 

unplcmentation that consists of' a server daemon rnysqld and many different client 

pro 1·a I · · ms anc libraries. 

The main goals of MySQL are speed, robustness and ease of use. MySQL was 

originally developed because we needed a SQL server that could handle very large 

databases an order of magnitude faster than what any database vendor could offer to us 

on inexpensive hardware. We have now been using MySQL since 1996 in an 

environment with more than 40 databases containing 10,000 tables, of which more than 

SOO have more than 7 million rows. This is about 100 gigabytes of mission-critical data. 

The base upon which MySQL is built is a set of routines that have been used in a 

hi hly demanding producti n environment for many years. Although MySQL is still 

Linder dcv .loprncnt, it already ffers a rich and highly useful function set. 
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);>. Microsoft SQL Server 2000 Vs Microsoft Access 2000 

Microsoft Access 2000 is a rood I atabasc Management System but it is not 

comprehensive and large enough to fit in all the image. The comparison between 

Microsoft SQL Server 2000 and Microsoft Access 2000 are shown below:- 

~ 
Features MS SQL Server 2000 MS Access 2000 
- 
Data capacity 1 Terabyte per database 1.2 Gigabytes of database 
- Solution for transaction Automatic rollback, Do not support automatic 

based database downtime reduction of downtime recovery, loss of data 

expenses possible 
...___ 
Backup ability Dy11a111i' bu .kup No built-in back-up 

capability 
t--_ 

Security Validation using Windows Customizable security 

2000 or NT. Also uses available depending on 

Login ID and password, developers needs 

user permission and 

encryption 
i----:---__ 

Application runtime Fast Slow 
r-:---_ 
Application number of 32,767 255 

users 

ryy-. 
istributed transaction Yes No 

Table 2.2 Microsoft SQL Server vs. Microsoft Access 
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2.2.6 Data Access Technology 

Universal Data Access 

Universal Data Access is a set: of common interfaces that anyone can use to 

represent data kept in relational databases, spreadsheets, project and document 

containers, VSAM, email, and file systems. The data stores simply expose common 

interfaces - a common data access model - to the data. 

The Microsoft Universal Data Access strategy is based on OLE DB. OLE DB is 

a set of low-level CIC++ interfaces designed to efficiently build database components. 

They allow an individual data store to easily expose its native functionality without 

having to make the data look like relational data if it isn't, and also allow generic, 

reusable database components to augment the functionality of simpler providers when 

needed. Because they are low-level interfaces that deal with pointers, structures, and 

explicit memory handling for optimizing how data is exposed and shared between 

components, they are not suitable for calling directly from Visual Basic® or Java. 

a)ADo 

ADO looks very similar to Data Access Objects (DAO) and Remote Data 

Ob· Jects (RDO) because Microsoft took the best features of both models and put them 

together in a common programming model. 

ADO is .asv t u e, language-independent, and provides extensible interfaces for 

pro )rammatic ac · ss to all types of data. Since ADO consumes OLE DB interfaces, 

whos' sol· purpose is to expose native functionality from diverse types of data stores, 
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we can get to all types of data through /\DO. J\l 0 was designed a. a set of interfaces 

that would be comm n for any hi rh-lcvcl data ac .css library that is going to supply a 

co111111on pro irarnminu model. J\nd it really is easy to use. Language-independent means 

that /\DO is an automation server that supports dual interfaces. Dual interfaces means 

that ADO supports an Hrispatch as well as a VTBL interface, so that applications written 

in Vi ual Basic, C++, and Java can bind directly to the VTBL interface and get fast 

performance. Scripting languages can use the same objects through !Dispatch. 

All objects in ADO can be instantiated on their own, except the Error and Field 

objects. The hierarchy of objects found in previous models like DAO and RDO is de 

emphasized in the J\ DO model to allow realer flexibility in reus in 1 objects in different 

contexts. 

b) Microsoft Open Database Connectivity (ODBC) 

ODBc is the standard interface to SQL relational data. There is an ANSI/ISO 

specification that is an extension to ANSI SQL92, ISO's SQL specification for a Call 

Leve] Interface based on ODBC. In fact, the new ODBC 3.0 is a fully compliant 

superset of that international standard. 

There is a great deal of incentive for relational database programmers to write to 

ODBC. But ODB doe require that our data look like a relational database, so it's not 

always the best way to expose data. ODBC's greatest strength is that it closely follows 

lhe 'n1beddcd mod I. o if we have a SQL relational database, ODBC is almost 

trivial fur us to implement If we don't have a SQL database, it can be very difficult to 
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write an ODBC driver to our data because we basically have to write a relational engine 

on top of our data. 

To integrate ODB into the Universal Data Access strategy, Microsoft built an 

OLE DB-ODB provider to ensure that anybody's existing ODBC data works well in 

the world of Universal Data Access. It implements the OLE DB object types that share 

component data objects on top of any ODBC driver. It does so in a very efficient 

manner; we can access the data through OLE DB with the same performance that we 

Would get if we accessed it through ODBC. Without losing our investment in ODBC, we 

can communicate with ODBC data stores directly through OLE DB interfaces or ADO 

since ADO consumes OLE DB interfaces. 
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2.3 Chapter Summary 

!\11 these res .arch ·s w .rc don· mainly lo rain information for this pr jeer. The 

information gathered includes the algorithms to apply in face recognition system, 

reviews on the existing research, development methodologies, and development tools. 

Research on algorithm or method in face recognition is to have a better 

understanding and the benefit for each algorithm such as eigenfaces and neural 

networks. The review on previous research was done by browsing through the internet. 

As for the development methodologies, this review of literature focuses mainly 

01 f 1 ive development models that arc the Waterfall model, Vvshape model, prototyping, 

Incremental model and Spiral model. Each modal has its own features, which are 

di Ifcrc t 1· . n ro111 various rcsour s. 

The information gathered in development tools for the project was analyzed. All 

these information was obtained from the internet using search engines and other 

resources. Information on four different server platforms such as Microsoft Windows 

NT, Microsoft Windows 2000, Linux and Unix had been gathered and analyzed. Each 

platform has its strengths and weaknesses. 

The information gathered on programming languages such as Visual C++, Visual 

Basic and Java are also beinz analyzed. As for the authoring tools, information was 

gained from source. like oks and Internet. All the development technologies and 

Pro 'r<1111rning lanciuag s chosen for this project will be mention in next chapter. 
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After re. carch and tcchnolo 'Y consideration, till: pro] oscd project - Face 

Recognition and Identification System ( Fu .clccc ) is feasible LO develop. 
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CHAPTER3:METHODOLOGY 

3.1 Software Development Life Cycle (SDLC) 

Software Development Life Cycle (SDLC) is a process model of systems 

development which used by organizations to describe their approach to producing 

computer systems. Software development life cycles are abstract model that define the 

activities, ordering of activities and information flow associated with the development of 

software. Life cycles exist for describing the entire development process as well as for 

particular focused activities such as system test or preparing to release software. 

Basically, SDL contains 7 phases in the whole process, whi .h arc: 

• lden1ifying problems, opportunities and objectives 

• Determining informal ion requirements 

• Analyzing system needs 

• Designing the recommended system 

Developing and documenting system • 

• Testing and maintaining the system 

• Implementing and evaluating system 
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3.2 Methodology Consideration 

A system development 111 .ibodology is a collection of procedures, techniques, 

tools and document at ion aid. which helps system developers in their task of 

implementing a new information system. It consists of a set of phases, which consist of a 

set of sub phases. This guides the developers to the choice of techniques at various 

stages in the project and helps them to plan, manage, control and evaluate info systems 

project. 

The main objectives of following a methodology is to make the development 

cycle as efficient as possible, to complete development within lowest possible cost 

keeping the hi zhcst quality, and to ~1 .hicvc th· l'asl ·st turn-nround. Ano: her important 

objective is to make future rnaiutcnanc · .asicr and faster. The development cycle for 

each ·incl eve· · · · 1 1· · d 1 · ' 1y project rs some way unique, c epenc 1ng on system requirements an t ieir 

unique operating environment. Design and development methodology also varies 

depending on the software, hardware technologies chosen. 

3·2·1 Characteristics of a Good Methodology 

A good methodology has the characteristics as below: 

Easy to use for average analyst and programmers. 

• Well quality documentation i available . 

• Good vendor support in terms of training and consultancy . 

.ov 'rs all phases of system development. 

• Rel· ant to the type of application being developed (Transaction 

Processing System, Management Information System or others). 
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3.2.2 Benefits of Good Methodology 

A good m .thodolo 'Y that able to provide the effective ways of system 

development is be. t defined before the project starts and then becomes the framework to 

development staff. 

Some benefits offers by a good methodology: 

Provides a standard framework that the developer does not have to reinvent 

the wheel for each project. 

Each method or tool in the methodology results in successful completion of 

each development task. 

Reviews procedures arc availabl · to identify any .rrors, inconsistencies and 

discrepancies durinu development. 

In rcasc the syst .m quality by forcing the developer to produce flexible 

systems and adequate documentation. 

Provides better understanding of user needs and validation of user needs. 

Provides the management with tools to review project progress and checklist 

to access tasks and deliverables. 

Improves communication among management, analyst, programmers, users 

and other stakeholders by providing a communication base. 

Facilitates planning and controlling the project. 
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3.2.3 Conclusion on Development Methodology 

The System dcvcloprn .nt mcrhotlolo 'Y is a method that to create a system with a 

series of teps or operations or can be defin cl as system life cycle model. Every system 

development process model (see figure 3-1) includes system requirements (user, needs, 

re ource) as input and a finished product as output. 

User System Finished 
Needs - 

' Development Product 
Resource 

Evaluation 

11 igurc 3.1: System Development Process Model 

The process model that has been chosen to develop FaceRec system is V Model. 

The V Model demonstrates how the testing activities are related to analysis and design. 

As shown in (figure 3.2) below, coding forms the point of the V, with requirement 

analysis . ' system design and program design on the left, unit & integration testing, 

system testin · · & · h · I g, acceptance testmg and operation ' maintenance on t e rig it. 

Unit and integration testing addres es the correctness of the program. The V 

model suggests that unit and integration testing should also be used to verify the 

prooram dcsiQn; during unit and integration testing, the developer should ensure that all 

aspects of I ' t tc pr gram de. ign have been implemented correctly in the code. Similarly, 

sys1c111 t , . · 
sl111' should verify the sy: tern design, making sure that all system design 
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aspects are correctly implemented. Acceptance testing will be conducted by the 

customer besides testing and validates by the developer. The customer validates the 

requirements by associating a testing step with each element of the specification; this 

type of testing checks to sec that all requirements have been fully implemented before 

the system is accepted. 

The model's linkage of the left side with the right side of the V implies that if 

problems are found during verification and validation, then the left side of the V can be 

re-executed to fix and improve the requirements, design, and code before the testing 

steps on the right side are reenacted (Pfleeger, Shari Lawrence. 2001). The focus of the 

Waterfall is often documents and artifact whereas the focus of the V model is activity 

and correctness. 

Below, coding The V Model is a variation of the waterfall model that · 

demonstrates how the testing activities are related to analysis and design. 

Validate Requirements Requirements analysis Operation and Maintenance ~- - - - -- -- ..... 
~~--------, 

Acceptance Testing 

System Design ------r- _J .... - - - - .......... .-------~-----, 
System Testing 

Verify Design 

Program Design ~ ,. Unit & Integration Testing 

Coding 

Figure 3.2 The V Model 
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The V Model consists or 8 stu ics that arc depicted as cascading from another but 

in the form of a "V" shape. The development sta res arc: 

• Requirements Analysis 

This stage includes analyzing the problem at hand and concludes with a 

complete specification of the desired external behavior of the system to be built; 

call functional description, functional requirements and specifications by others. 

Identifies problem, define information requirement and analyst system 

requirement (system analysis) are the processes in this stage. 

To developing the FaceRec, the requirements gathered would include the 

recognition and identification al zorithrns, functionality, performance, interface 

and constr;1ints or the system. The requirements including functional and non 

functional arc documented and reviewed. 

• System Design 

In this phase the established requirements, flowing from the requirements 

analysis and definition, are identified as software or hardware requirements. 

Besides, choosing the suitable system development methodology, tools and 

analysis on the system architecture, functional requirement and non-functional 

requirement are also made during this phase. 

The overall system architecture, content design, interface representation, 

data structure, conceptual design and technical of FaceRec are also required in 

this sta0. 
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• Program Design 

The information athcred is needed to accomplish the logical design of 

the system in this phase. It can be assessed for its quality before the code 

generation begins. Herc the design of overall system structure, flow charts and 

accurate data flow diagrams are planned so that the processes within the system 

are functional and correct. In this phase, algorithms are defined and document for 

each module in the FaceRec system that will be realized as code. It involves 

drafting out data flow diagrams that resembles the functionality of the system 

and its subsystem. 

• Coding 

This phase involves the tr.uisformation or the algorithms defined during 

previous phases into a computer understandable language. The program will be 

coded using selected programming languages and application development tools 

following the design specification. 

During this phase, eigenfaces algorithms are apply into coding using Java 

programming language. 

• Unit and Integration Testing 

The purpose of unit testing is to ensure that each module behave 

accordingly to its specification defined during program design phase. It checks 

each module for the pre nee of bug. 

This phase allow modifications to be made on the programs if any errors 

occur. Thcr 'fore l can test through all the units to ensure them meet their 

specific<1tions and without any program failure. 
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• System Testing 

All the units arc combined and now the whole system is tested. The main 

objectives or System Testing arc to detect the faults or errors in combined 

programs so that they can be corrected before the system is fully operational. 

When the combined programs are successfully tested the software product is 

finished. Otherwise, verification has to make on the System Design phase. 

This phase tests the complete of FaceRec. AJI the program units will be 

combined together (integrated) and tested as a complete system to verify that the 

software requirements have been met. The system is delivered to the user after 

the testing process. 

• Acceptance Testing 

At this phase, the whole system can be delivered to the users. Users will 

go through the system to make sure it meets their requirements. Otherwise, 

validation of requirements needs to be done on the Requirements Analysis 

phase, to ensure that the system has implemented all the requirements in the 

specification. During this phase, FaceRec will be fully tested and able to put 

into practical use . 

• Operation & Maintenance 

Maintenance takes place after the system is put into practical use. 

Maintenance involves correcting errors that have gone undetected before (in 

c;irli 'r stages of the life cycle), improving the system implementation, adding 

pcrf'orn1;1ncc making changes due to functional enhancements or or 

accornmodate changes in the software external environment for overall project. 
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Although FaceRcc is put into practical use, but it still need some simple changes 

to correct the undetected errors. All those changes can be made in this phase. 

3.2.4 Justification of Methodology 

The V Model was chosen as the development methodology for FaceRec system 

because: 

• Y Model forces analysis and planning before actions are taken. It forces a 

discipline process to avoid the pressures of writing code Jong before it is known 

what is to be built. 

It is one of the standard models used 111 this phase because ii is simple lo 

comprehend. 

It is a systematic model. 

The ability to verify the testing during the development stages is a much 

Welcomed method. 

Iterative and reworks at any time . 

• 

• 

• 

• 
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3.3 Information Gathering Methods 

Method of rathcrinu inform.u ion re iardin a system is necessary in order to 

establish understanding of the state and future requirement on the system study and 

provide the groundwork for the system design. 

There is no underlying standard or procedure to be followed strictly as each 

single project is unique and data-gathering may be vary to suit the needs of each 

particular project. However, there are a certain number of methods that are commonly 

used in gathering-information such as collecting hard data like written documents or 

reports 1"11te · · · · d 1· ' rv1ew1ng, using questionnaires, observation an sarnp 1ng. 

l\s for this project, due to cost and ti iht schedule constraints as well as the 

difficulties . f" . . . . . · · in indin and icu 1ng domain experts whom are willing to help, method such 

as intervie · b . . · , · WJ11g ecomes the intermediary who obtained the user s requirement from the 

re I 
a estate company. The main data sources for system analysis were written documents, 

reference books, observation and other sources from the Internet. 

I. Internet Surfing and Research 

Internet has been the main source of research especially in getting information 

reg di 
ar ing related software, developing software and method to implement for face 

recoonit' . . 0 1011 and identification technique. Through the search engine such as Google, 

Yahoo' . d · an AltaVista I can collect some idea from the similar research and case study 

about ti 
ic sys: '111. Besides. l also g t a Jot of information on development tools and 

tech no lo).,, . . . 1 s, pio~ rnmnunj; languages, database, project methodology, and others 

know1 'd ', ·1·1 . . . . . 
· 1c result f rorn this research has been elaborated in detail in Chapter 2. 
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ll. Books and References 

Plenty of time spent in the document room in Faculty of Computer Science and 

Technology to refer to the previous theses done by other student. Book and references 

are used to 1et the information that needed to develop the system. This including 

information from information system references, development tools references, 

programming references and database references. 

By referring to these theses, it helps in giving a rough idea on the requirements 

of the final project paper and the issues that are needed in developing the software. The 

format type of the report, organization of the heading and the content of the report can 

be referred from senior's thesis. The main theses that have become the main source are 

listed i11 ti bibl · ic 1 10 lraphy pa re. 

ur. Discl1ss· · I s · , .. 1011 wit 1 11pcrv1sor 

A discussion with supervisor has been practiced from time to time in order to get 

help and advices during the development of the project. He has consulted me on my 

project scop d I . . . d d . f .. · e an 11s point of view has broa ene my perspective on ace recogrution 

and id 'f· . . enn 1cat1on tools. Through discussion with my supervisor, I have plenty of ideas 

reoa d · 6 r ing how the application should be and how to develop this application. 
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3.4 Conclusion on Tools and 'Technology 

After all the technologies and :ti iorithrns have been reviewed and analyzed, the 

most suitable and appropriate tools and algorithm for developing the system arc 

identified and elected. The tools to be selected include the development software as 

Well as the entire platform on which the development of the project is occurred. 

>- Selected algorithms 

The eigenfaces algorithm was chosen as the algorithm to implement the face 

reco · · gnit1on system clue to the advantages below:- 

• Past and 1·clativcly simple . 

It is rast ant] easier to implement compare to others techniques such as Neural 

Networks and template based method. 

• Insensitivity to small change . 

It relative insensitivity to small or gradual changes in the face image and also 

proof to work well under constrained environment. 

• Recognition speed is faster that other algorithms . 

Because the eigenvectors only need to be computed once and are easy to find, 

this i very fast cornpar d to other method . 

• Si111plc p1·cproccssing 

Other mcthocL require a significant amount of preprocessing, where this does not 

in Eio ·11 aces. (i.c. calculating the edges within an image) 

87 

Univ
ers

ity
 of

 M
ala

ya



Chapter 3: Methodology 

• Work well if the background is not complex . 

Eigenface are accurate and can work well if the background is not complex and 

small lighting variation. 

>- Selected Platform 

Platform/Operating System that referred here means operating system that 

Operate underlying the application or system being developing, instead of operating 

system used in the developing phase. Operating system that fall into the consideration 

domain 'ti b . . w: 1 e evaluated from the perspective of end-users and developers, which they 

are available in the market, su .h as Microsoft Windows 98, Mi .rosoft Windows NT 

Server 4 o M · , . · , 1crosolt Windows XI', Mac S, UNIX and LINUX. 

Review has been done in purpose of choosing a suitable platform/operating 

system for this project. After all the consideration, I have decided to choose Windows 

2000 Professional as my system platform, as it is the most suitable operating system 

that are able to support all the development tools I choose to bring this project into 

success. 

• Usability 

Firstly, we consider th lernent of usability, which mean how easily the 

Opera tin g system can be used. 

From the view of the installation of the operating system itself, user need a 

si111r1e '( . ' s r:111ht fon ard, user friendly and wizard guided operating system installation. 
111 

surv 'y clone we found that UNIX LINUX and Server 2000 are more difficult to 
' 
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install and configure. Unlike Windows 2000 Professional, UNJX or LINUX is not an 

end-user-oriented operating system known [or its user friendliness, the user need to have 

certain level or IT knowledge f"itness in order to get them installed well. In a production 

environrncnt, this i: not very desirable because valuable time will be wasted on learning 

rntricate details of various applications. 

• Technological Ability 

Windows 2000 Professional is built on Windows NT technology which highly 

sup · · portive m developing and machine application. Due to its usability, there are 

uncountable of software are developed exclusive for it. It also promises a full 

compatibility to the product from the same vendor - Microsoft Corporations, the biggest 

software developing or );rnizalion in the world. In other words, if the UNJX or LINUX is 

used elev 'l · 11 , e opcr wt have 10 Iacin incompatibility in using some (mo. t) of the 

application, e pecially developing software, such as Microsoft Visual C++. 

Most of the software, such as APis, are developed exclusively for Microsoft 

Windows operating system, while they were originally developed for other system such 

as DNIX and Mac OS, but false for the reverse. 

• Performance 

The advancements made rhrouzhout Windows 2000 Professional are accentuated 
C> 

by the Op . · · eiatrng system's speed. As research done for applications, with 64 MB of 

RAM w· ·' indow, -000 Prof ssional was 32 percent faster than Windows 95 and 27 

Pere 
cni faster than Windows 98. It is also significantly faster than Windows NT 4.0 on 

·on fi , u r: ti " ions with_ 2 MB of RJ\M. 
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•Maintenance 

Maintenance is a very critical i11 a Software Developing Life Cy Jc (SDLC), 

because of the siren 1 background, the technical support is provided well by its vendor. 

All the documentation of Windows 2000 Professional is documented well and freely 

available Online. Unlike Window. 2000 Professional, UNIX and LINUX are free and 

opened software, no specific party is responsible for the technical support. There is no 

standard version of LINUX and UNIX, thus, it would be a nightmare for the developers 

as searching for technical and maintenance information. 

•Cost 

Among the entire platform, the pricin 1 of Windows 2000 Professional is not o 

ex pens iv, , · · · c, even some may say some other opcraun 1 system like UNIX and LINUX are 

Well kno . wn as 11 cnxc free pcr.n ing System. 'I hou h, cost is only evaluated from the 

license pa. d B . I I . f I . . 1 . 1 • . csic cs t re cost for buying the license, or t 11s operating system, t rere is 

cost of s t . . e t111g up the operatrng system. For UNIX, which have cryptic user interfaces 

are hard to d . . h d . . . manage an give way to big a mimstrauon 

Windows 2000 . . . Professwnal still stands up to be cost-effective. 

costs. In this trade-off, 

• Reliability 

From the experience of the developer and the information collected from the 

survey d 
one, Windows 2000 I rofes ional is the most stable and reliable operating 

system .1 
c inong the product of Microsoft has ever produced compare to Windows 98, 

Windows ( 1..1 I~ . . 
• 0~ ::.. W111dov,1s NT 4.0 and Windows ME. Undemable, UNIX and LINUX 

arc v•ry ,1. 
le iablc as well, but in the previous evaluation such as maintenance and cost 

'ff'C!iv··. ,, c .isp els, they ha. been removed from the consideration list. 
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•Hardware 

Windows 2000 Professional take advania ic or new hardware devices, such as 

those with universal serial bus (USB) connections. In addition, support for existing 

hardware makes Windows 2000 Professional ideal for developer especially using 

external devices such as handy drive. 

For all the advantages stated above, Window 2000 Professional has been chosen 

as the development platform. 

;.. Selected P1·ognimming Language 

.lava is a portable object-oriented .ompuiing Ian zua ic that has brought its 

benefits · t · . 
· 111.0 mainsrrcarn computing. One of its main benefits is portability; compiled 

Java pro . gi ams do not have to be re-compiled to run on different platforms. Others 

include its object orientation and its large library of APls (libraries) that are almost as 

Porta bl e as the language itself. 

The foll . . owing list of Java's attributes: 

• Simple. Java's developers deliberately left out many of the unnecessary features 

of other high-level programming languages. For example, Java does not support 

pointer math, implicit type casting, structures or unions, operator overloading, 

templates header files or multiple inheritance. 

• Objcct-ori intcd. Just like C++, Java uses classes to organize code into logical 

niodulcs. i\t runtime, a program creates objects from the classes. Java classes can 
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inherit from other classes, but multiple inheritances, wherein a class inherits 

methods and fields from more than one class, arc not all wed. 

• Statically typed. All objects used in a program must be declared before they are 

used. This enables the Java compiler to locate and report type conflicts. 

• Compiled. Before you can run a program written in the Java language, the 

program must be compiled by the Java compiler. The compilation results in a 

"b yte-code" file that, while similar to a machine-code file, can be executed under 

any operating system that has a Java interpreter. This interpreter reads in the 

byte-code file and translates the byte-code command into machine-language 

commands that can be dire lly exe uted by th ma .hin that's runnin 1 the Java 

program. Y u c uld say, then, that Java is b th a compiled and interpreted 

language. 

• Multi-threaded. Java programs can contain multiple threads of execution, which 

enables programs to handle several tasks concurrently. For example, a multi 

threaded program can render an image on the screen in one thread while 

continuing to accept keyboard input from the user in the main thread. AJJ 

applications have at least one thread, which represents the program's main path 

of execution . 

• Garbage collected. Java programs do their own garbage collection, which means 

that program, are not r quired to delete objects that they allocate in memory. 

This relieve pro rarnrners of virtually all memory-management problems. 
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• Robust. Because the Java interpreter checks all system access performed within a 

program, Java programs cannot crash the system. Instead, when a serious error is 

discovered, Java programs create an exception. This exception can be captured 

and managed by the program without any risk of bringing down the system. 

• Secure. The Java system not only verifies all memory access but also ensures 

that no viruses are hitching a ride with a running applet. Because pointers are not 

supported by the Java language, programs cannot gain access to areas of the 

system for which they have no authorization. 

• Extensible. Java programs support native methods, which are functions written in 

another language, usually '++.Support for native methods enables pro narnrncrs 

to write functions that may execute faster than the equivalent function. written in 

.lav·1. Native methods arc dynamically linked to the Java program; that is, they 

are associated with the program at runtime. As the Java language is further 

refined for speed, native methods will probably be unnecessary. 

Because of the above features and other features that Java supports, it seems to 

be the best · ' · · · opnon of a suitable programmmg language to implement and developed the 

FaceRec system. 

:>;. Selected Development Tools 

J rcator 2.5 is a powerful IDE for Java. ]Creator provides the user with a wide 

"'1111eorr · t1nct1011ality such as: Pr jcct management, project templates, code-completion, 
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debugger interface, editor with syntax highlighting, wizards and a fully customizable 

user interface. 

Advantages of J rearer 2.5: 

• Improved Reliability - Can directly compile or run the Java program without 

activating the main document first. JCreator will automatically find the file with 

the main method or the html file holding the java applet, and then it will start the 

appropriate tool. 

• Increased Performance - JCreator is written entirely in C++, which makes it 

fast and efficient compared to the Java based editors/JDEs. 

• Developer Productivity - Profcssioually designed to meet windows interface 

guidelines, J rcator users can expect a familiar and intuitive user interface. 

LJ:9 ~ ·l}Jlio.(lf t"'\ .-. _,,,, 
\~"'M1 ~ .n: .,......, ... ,. 

l! ~ . .t,,.j "",,,, 
!].:~~ .... -~ 
!1 ~-t.ui! '•~"' ~'! 

i'"' H• 
!l!•if*·• 

-~""' 
_;( . ...,- . ..,. ... "' 

.... ~N+A-•'"'1,),rt" l+w "' ~ '...., ,l "'~ lio•:-..J•'"' 
$t-.;,. .... __ .... ' 

~·~1q tn ... t ... ,,,.,'\'"II' l~ ., .. , , 

t-r· .... ti 
t'1':-l .t ···~1 "'.,~ .. ~,"! ·-·'_!.........:!.!.., 

"'.--H ... ~ ~"'•}o·,.,'>1-•l't'~·-~·•· l 
~,,) ..... " f•!'''-;jit;,,;~.i~\".''.' ... ~ ' 

....... ~-.-.. ~ ~:~ ..... ~,,.'l'....,..J-t} 
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•• t, (• "(:''\-~. 

Figure 3.3 JCreator 2.5 
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);.> Selected Database Server 

Microsoft Access 2000 w rks well with databases of any size. It contains all the 

user-friendly features, works more efficiently and has the ability of handling thousands 

of photos without affecting performance. Therefore, Microsoft Access 2000 will be 

chosen to act as the database management software for the development of FaceRec. 

Advantages of Microsoft Access 2000: 

• It is able to handle larger amount of photos during recognition process . 

Most viable solution to accommodate the vast storage requirements . 

Scalability and high performance 

• 

• 
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3.5 Chapter Summary 

Jn order to produce a more 'ffi .icnt and better quality system, this project will be 

develop through sev ral stages, by implementing the V Model methodology. The first 

two stages, which are requirement analysis and system design have been completed in 

the first semester. While for system coding, system testing, and system operation, will be 

implement in the second semester. 

The V model approach is selected for the development of FaceRec system 

because a standalone recognition system needs a well organized and structured planning 

of system design and implementation. This method is adopted because simple and ease 

of implementing. Jn addition, tile ability to v .rify tile t .stiuu durin 1 the development 

stages is a 1 ' rnuc 1 welcomed met hod. 

Through the system development life cycle, system methodology is adopted to 

Understand the current problem situation. Careful analysis and detail research about the 
e . 
xisting system and method to be used has been conducted to determine the feasibility of 

the system and what is required of it. The system requirements are identified, translated 

into d · 
esign and finally implemented via coding. The finished system is evaluated to 

meet the syste bi . . .f. . mo jectives and requirements speer ication. 
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CHAPTER 4: SYSTEM ANALYSIS 

4.1 Introduction 

System Design is the evaluation of alternative solutions and specifications of 

detailed computer-based solution. Before the system design can begin, the type of 

software that would be used in order to implement the system should be first determined. 

This is in order to know whether the software that would use could support the design 

plans of the system and also help in designing the system. 

In this chapter, the software that would be used to implement the system would 

be explained briefly, before >oi111 into a d .tail .d cxpl.uun ion of the design of the 

functio11·11·t f' 1 · · · f · · c 1 Yo t re er icn faces approach 111 ac · rccogruuon. 
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4.1.1 Functional Requirements 

The functional rcquircrn ·nts for a system describe the functionality or services 

that the system is expected to provide and how the system should react to particular 

inputs and how the system should behave in particular situations. 

Functional requirements for a software system may be expressed in a number of 

different ways. Here are a number of functional requirements for FaceRec system which 

are divided into several modules: 

a) Photo manipulation module 

• Photo capturing 

The Facclccc system takes as input a training set of face images (to be compared) 

and a test face image (to be recognized). Wcbcarn is used to capture the frontal 

face image of a person as the training set or test image. The photo captured must 

be clear in. order for the system to perform well. 

b) Database manipulation module 

• Adding a new record 

The administrator has the power to add a person to the training set together with 

al] the record of the per on. The face image that captured by the web camera will 

be added into the database with all the details of the person. 
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• Edit. & select an existing record 

The administrator has the power to edit the record of a person in the existing 

database. This can be done by select the Search command for an existing record 

lo be displayed and edit the data of the person to update the person details. 

• Deleting an existing record 

The administrator has the power to remove a person from the training set and the 

person deleted cannot be recognize and identify by the system. The entire data of 

the person in the existing database would be deleted together with the photo 

which does not want to be used anymore. 

c) Face recognition and idenlilication module 

• Perform recognition & identification . 

The recognition and identification module is responsible for the face recognition 

process. Once the person face image that want to be recognize is captured using 

the web camera and done some image processing, the recognition process can be 

done using eigenfaces approach. To perform the recognition and identification 

process, it would take some time in performing the process. Once the recognition 

and identification complete, a message would be displayed stating whether a 

match is found. The data that identifies the person would be displayed, along 

with the picture that u: ed for comparison. 
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4.1.2 Non-Functional Requirements 

In order to ensure the quality or the system produced, certain quality factors must 

be conformed. Non-functional specifications arc the constraints under which a system 

must operate and the standards which must be met by the delivered system 

(Sommerwille, 2001). The non-functional requirements have been considered for 

FaceRec system are as shown below:-. 

• User-friendliness 

• Usability 

• Flexibility and Scalability 

Reliability • 

• Efficiency 

• Mana •eability 

• Maintainability 

• Correctness 

• Security 

a. U Ser-Friendliness 

User interfaces desizn creates an effective communication medium between a t» 

human d . an a computer. Therefore, it is very important to make sure that the interfaces 

fulfil] us . f . . ei- nendlrness so that it would not cause trouble to users. The Golden Rules 

(Mandel, 1997) coins three rules: 

Place the user in control 

This will define interaction modes in a way that does not force a user into 

unncccs. ary or undesired actions. Besides, it also provides flexible 

JOO 
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interaction for different users for instance via mouse movement and keyboard 

commands. 

Reduce the user's memory load 

One of the principles that enable an interface to reduce the user's memory 

load is by reducing demand on short-term memory. The interface should be 

designed to reduce the requirements to remember past actions and results. 

Make the interface consistent 

The interface design should apply to consistent fashion where all visual 

information must be organized according to a design standard that is 

maintaining throughout all screen displays. Apart from that, input 

mechanisms are .onsiruincd to a limited s ·t th;it arc used consistently 

throughout the app!i ·at ion. Lastly, mechanisms for navigating from task to 

task arc consistently defined and implemented. 

b. Usability 

The system must prove to be useful and beneficial to the potential users. It must 

be able to provide the information and services that are needed quickly, clearly and 

minimum fu . . . ss. AJl the function and services provided must be able to carry out the 

result. The should not in any way hinder or limit the user from carrying out the desired 

operation, such as retrieving data from the databases, as long as they are authorized to do 

so. 

c. lflex·b·1· 
' 1 1 tty and Scalability 

The system . hould have the capability to take advantages of new technologies 

and res) . 
· < u: '·s and can be implemented in multi-platform. It should be able to enhance 
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for any requirement. Beside that, system should be having the ability to migrate or adapt 

to machines with greater or lesser power whet Iler as server side or client side. 

d. Reliability 

Reliability is the extent to which a program can be expected to perform its 

intended function with required precision (Pressman, 2001). When the system is reliable, 

al] the functions will be executed precisely and smoothly. High reliability will promote 

user confidence in the system and will encourage them to use the system more 

frequently and they trust that the system will meet their needs efficiently. The author 

Will carry out thorough testing to ensure that the system reliability is not compromised in 

any way, at any time of the implementation or operation. 

e. Efficiency 

Undeniable, efficiency is the 111a111 key for implementing the new meetings 

l1lanage111ent system. Efficiency is understood as the ability of a process procedure to be 

Called or accessed unlimitedly to produce similar performance outcomes at an acceptable 

or credible speed (Sommerwille, 2001). Those efficiencies are referred to the 

consumption of the response and processing time performance, loading speed during the 

rur r 1 
irne The lesser it uses, the higher efficiency. 

f. Manageability 

The hardware and software applications of the system must be proficient to be 

111anaaed f 
b e fort le. sly and easily operated. This is crucial to ensure that future 

tnaintcnanc. 
and enhancements can be done on the system without having major 

f)roblcn1s '. 
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g. Maintainability 

System maintenance accounts would require more effort if the system is not 

design according to good programming practices. Maintainability is the ease with which 

a program can be corrected if an error is encountered, adapted if its environment 

changes, or enhanced if the customer desires a change in requirements (Pressman, 2001). 

As the to-be-developed FaceRec will be built by using Java which has to be developed 

With object-oriented concept, therefore, it is strongly believed that bugs or system faults 

can be detected and fixed in the shortest time. This is because object-oriented design 

makes sure that each class or object will only strictly handle one particular task or 

functionality. 

h. Correctness 

A program or system must operate correctly or ii provides little value to its users. 

Correctness is the degree 10 which the software performs its required function. To ensure 

this appl' . ication quality, lots of testing and trial-and-errors will be carried out. 

i. Security 

The proposed system has also security measures to minimize the risk of data 

exposur t . e o unauthonzed people. 
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4.2 Technology proposed 

~ What is cigenfaccs'! 

Eigenfaces arc a set of characteristic feature images. They are the principal 

components of the initial training set of face images, and can be described as the "basic 

face images". Eigenfaces are calculated by using a method called the principal 

component analysis, and they can be seen as the "basic faces" that best describe the 

distribution of face images within the entire face space. 

Using this analysis, the principal component of the distribution of faces is first 

calculated. These principal components, also known as eigenvectors of the covariance 

matrix 0·1· ti 1· 1· · I · I · · b I I 1~ set O" ace images, to icrhcr c raractcnzc t ic variation et ween t te ace 

images. With the image location contributing (more or less) t each eigenvectors, the 

eigenvectors can then be displayed as something similar to a ghostly face. These ghostly 

images are called the eigenfaces. 

>- Bow? 

In face recognition using eigenfaces, each face images can be reconstructed by 

Weighted sums of a small collection of the characteristic image , or eigenfaces, 

Recognition is then f d b · ti f t · 1 t d d t per orrne y comparing re .ea ure werg 1 s nee e o 

approximately reconstruct the face image, with the weights associated with the known 

individuals 

In sun1mary, recognition is performed by:- 

i) Firs: acquiring the training set of face images. 
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ii) Calculating the cigcnfaccs from this training set, which will define the face 

space. 

iii) Calculating a set of weights based on the training set of face images and the 

calculated cigcnfaces by projecting the face images onto each of the 

eigenfaces. 

iv) Acquiring the test image that needs to be recognized. 

v) Calculating a set of weights based on the test image and the calculated 

eigenfaces, in a similar way as in (iii). 

vi) Finding the weight that is nearest (or approximate! y closes) to that of the 

known individuals. 

The weight of the known individuals that is approxirnat .ly close to that of the 

test image will be chosen as the be. t match for rcco nirion. 

> Algorithm 

In face recognition using the eigenfaces approach, two ma111 steps exist: 

representation and matching. Briefly, the first step that needs to be done is in calculating 

the eige f . . . . 11 aces. In calculating these eigenfaces, the representation of the face images are 

iinporta t . . . . 11 111 order to allow mathematical manipulations of these images. Once this 

calcu)af . . . . . . . 1011 is done, the weights attributed to each image 111 connection to the eigenfaces 

are calcL I t d 1 a e . With these calculated weight, the recognition process can proceed by 

incorp . · 
oiatmg the concept of pattern matching. In this section, the mathematical 

algo-· 
l llhms involved in handling these two problems are look into in more detail. 
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Calculating the eigcnfaces 

Let a face image I (x,y), either be:- 

• A two-dimensional N1 by N2 array in the image. 

• A vector of dimensional N 1 by N2. 

Where N1 x N2 is the number of pixels in the image. 

And let the training set of face images be, 

Where Mis the number of images I the training set. 

The average face can then be calculated using the formula:- 

Average image, (\f') 

I . \I 
-L' ~.iVJ k=I 

Figure 4.1 Average Image ('P) 
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Each face differs from the average face by the vector, 

Deviated images, (<1\) 

cl) k tk 
L '). 

Covariance matrix, (C) 

·1 /l/ 
' . . . . T c ==~Lcr)k<Dk 

M k=l 

AA1. 

After the covariance matrix is formed, the ci rcnvcctors can be obtained by the 

eigenvectors definition: 

Cµ·=l·µ· l t l 

The matrix C is N2 by N2. To determine the N2 - dimensional eigenvectors and 

eigenvalues, direct solving is computationally expensive. A feasible method is existed 

by constructing a M by M matrix. Consider the eigenvectors V; of AT A, 

Now, pre-multiply both sides by A, 

Here T 
' we could see that Av, are the eigenvectors of C (=AA ). Therefore, instead of 

Solving ti T . le covariance matrix, C directly, first we construct the A A and obtain its 
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eigenvectors and eigenvalues. Then pre-multiplying the eigenvectors by A results the 

eigenvectors of the covariance matrix. As we could see, the eigenvalues of the 

covariance matrix are the eigenvalues of ATA, which are already we find the 

eigenvectors of ATA. 

Figure 4.2 Face Space of the Training Set 

../ .Matching 

Once the eigenfaces for the training set of face images have been calculated, the 

next step · · 111 implementing the eigenfaces approach in face recognition is finding the 
So} . 

Uhon to the problem of matching. The approach to solving this problem is in pattern 

matching or · . . . . . 111 a m1111mal distance classifier. 

An image is transformed into its eigenfaces components, or 111 other words, 

Projected onto the face space according to the formula: 
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fork= 1,2, ,M where r is the image, 'I' is the average face, wk is the weight of the 

corresponding eigenvector uk and M is the number of the best eigenvectors chosen. 

The weights from a vector Dr= [ w1,w2, wM ] that describes the contribution 

of each eigenvector in representing the image, treating the eigenvectors as a basis set for 

face images. The vector may then be used in a standard pattern recognition algorithm to 

find which predefined face best describes the images. The simplest way to do this is to 

find the class k that minimizes the Euclidian distance, 

Where O.k is a vector describing the kth face class. 

A face is cl:1s·s1·1·1·c,I t I I · b 1 -· .._ as x.lou i in 1 to class k w 1c11 t ic m1111111um Crnin is e ow some 

chosen Il · I . · 11es1old 0. Otherwise, the face is classified as "unknown". This distance 

threshol I n1 . · c YJ can be calculated by cornputmg half the largest distance between any two 

face clas · ses, as shown in the formula below;- 

There a . . . re several steps 111 solving the pattern-matching problem.- 

a) C 
alculating a set of weights for the training set, wk 

Using the eigenfaces calculated previously, a set of weights based on the training 

Set of Ia , . . . . . . 
ace 1n1cl0cs can be calculated by projecting each face images onto each eigenfaces 

111 
the Iacc s 1'1 · · J ib · f I · f · ' , pace. 11s sci of weights describes t re contn ution o eac 1 eigen aces 111 
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representing the input face image and would be stored in a vector. This vector would be 

used in the recognition process. 

This set of weights could be calculated b first finding the matrix transpose of 

each eigenfaces, and then performing matrix multiplication between the matrix transpose 

calculated and the matrix of the image deviation. This calculation is performed for each 

image deviation for each image in the training set. 

b) Acquiring a test face image to be recognized and calculating its weights 

The recognition process will actually begin once a test face image is acquired for 

recognition. As with images in the training set, the test image would also be represented 

first in a rnair: f ( · · · 1 I I · d · 1 · b 11x orrnat us111g similar met ioc to t rose mcntionc 111 t re previous su - 

section) so ti . . r . ·1 I . · · iat 11 could manipulated or matrix ca cu anon. Once it has been 

transformed into a one dimensional matrix, its weight would be calculated by projecting 

the imag c onto each eigenfaces in the training set. This can be done using the same 

calculation as was in (a). 

c) Find th · e nearest match based on the set of weights calculated from (a) and (b ), Emin 

Once both set of weights for the training set and the test image has been 

calculated, the pattern recognition process can begin. Both set of weights would be 

coinpared and the nearest match would be taken as the identified face. 

This can be done by performing subtraction on the set of weights for each image 
111 the 

trainino- s t with the set of weights for the test image. The smallest value 

talcufat, i .. 
cc '"1111 be the nearest match. 
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If cmin is less a threshold 0, the testing image can be identified as the identity of 

the matched face. If cmin is larger than the threshold 0, the testing image can be claimed 

to be an unknown identity. 
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4.3 Hardware and Software Consideration 

This section contains the introduction to various the hardware and software 

components used in the development of this system. Also included arc the explanations 

and justifications of choosing the hardware and software that best suits this project. 

4.3.I Hardware Requirements 

In this section, the hardware requirement will be divided into two aspects, which is: 

*- System requirements for developer 

..,__ System requirement for user 

4.3.J.J System Hcquircmcnts for Developer 

The hard · I F I.., · · d c iware and computer system that are needed to develop t re ace <ecognition an 

ldentif · icat1on (FaceRec) should have a very fast processor and huge RAM because the 

processing 1· · · ime is important. 

• Developers 

lMinimum Requirements J e~=~]~:~1~~J3:~H~-:rh~:~P'~:::~=-~-= 
I
! Opera.ting l Windows 2000 Professional 
System j 

[M~~101~~ - 112s-MBRAM.(11i~h~~:-~1~~£~~-~-~I") --- ·-------~~- 
1 I 
I - . --··--··------··-··--·--·----····-··- .. -----··-·-- 
ll a rd Di, k 1 GB of Hard disk space. 

I 
( 

I Drive J f - - 

j CD~ROM __ d_r_iv_e--~~-~--------- 
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I Displa;; 

r·:M-~us~ 
l W_~b Camera 

1 
VGJ\ or higher-resolution monitor required. S~pe; VGA 
monitor recommended. 

j Microsoft Mouse or compatible pointing device. 

I Webcarn for capturing image (high reso!~li~n pr~fer~_ed) ·-·-·--- 

Table 4.1 Hardware Requirements for Developer 

4.3.I.2 System Requirements for User 

These are the system requirements for the users. As an overall, a better system should 

have the following hardware requirement for the FaceRec System to perform well. 

• Users 

r- .. ·----------- ---·-·---- ... -·-·--- .. ---------------· 
l~ard~~s: r 1 GB of Hard disk space. 

I Dr~e ·· -------TC:n~R:-o~ici~i~~--·-- - -"- - -- · · - ------- - ········ -- ------ 
1 Display I VGA or higher--resolution mo;1itor required. Super VGA 
i monitor recommended. 
r- ... -------------------------~-~~ 1_~0~~~ j Microsoft Mouse or compatible pointing device. I . -----·--- --- - - .. - ------ _ _. .. __ .. _, 
I _Web Camera _f~ebcam ~or_~~~.tt11:'.'.~E!.~~:~e~~1i~-l~-~-=~~1.-~~'.-~~-~'.--~~=~~=-~!_ J 

Table 4.2 Hardware Requirements for Users 

Processor 

Operating 
System 

Memory 

Intel Pentium II 333 MHz or higher processor. 

Windows 2000 Professional 

J 28 MB RAM (higher preferred) 
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4.3.2 Software Requirements 

The software requirement is the: software that required to supports the goal stated 

in the developed ystem. According to all the research that has been made, developing a 

Face Recognition program requires software that can support object-oriented 

programming. Besides, Microsoft Access 2000 is using as database to store all images 

and detail of the person. Operating system such as Windows 2000 is important in 

building blocks within any technical solution. While development tools such as JCreator 

2·5 is important to develop program. 

•!• Windows 2000 

•• J •• ava 

·!• Microsoft Access 2000 

4.3.3 Others 

l) Testing images from University of Surrey, Olivetti-Oracle Research Lab. (AT&T 

Laboratories Cambridge, 1999) . 

• Act as an image obtained from a web camera for development and testing. 

2) JAMA (Java Matrix Package) 

• JAMA is a basic linear algebra package for Java. It provides user-level 

classes for constructing and manipulating real, dense matrices 

implementation, which is useful during implement Eigenfaces algorithms. 
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3) JMF (Java Media Framework J\PI) 

• JMF enables video and other tirnc-hascd media to be added lo applications 

and built 011 Java technology. It is need when implementing web camera into 

the system. 
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CHAPTER 5: SYSTEM DESIGN 

5.1 Introduction 

A system design is a description of the structure of the software to be 

implemented, the data which is part of the system, the interfaces between system 

components and sometimes the algorithm/method used. Designers do not arrive at a 

finished design immediately but develop the design iteratively through a number of 

different versions. The design process involves adding formality and detail as the 

design is developed, with constant backtracking to correct earlier designs. 

The design process may involve developing several models or the system at 

different level of abstraction. J\s a design is decomposed, errors and omissions 111 

earlier stages arc discovered. These feedbacks to allow earlier design models to be 

improved. 

As the design process continues, these specifications become more detailed. The 
f 
inaJ results of the process are precise specifications of the algorithms/method and data 

structures to b . l . . .. e imp emented. The specific design process acuviues are: 

System Functionality Design 

Database Design 

User lnterface Design 
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5.2 System Functionality Design 

S.2.1 System Structure Charts 

The objective of system structure chart is to show how the modules in FaceRec 

are related to each other. 

FaceRec \ 

~-- 
Recognition & 
Identification 

Section 

Photo 
Manipulation 

Section 

Data base 
Manipulation 

Section 

Figure 5.1: Structure Chart for FaceRec 

FaceRec consists of three major parts, which are the database manipulation 

Se ti c ion, photo manipulation section and recognition and identification section. Basically, 

Photo manipulation section is important where the photo need to be captured using 

Webcam and d · · · 1 · · un ergo some process before the image is pass into t ie system as trarnrng 

Set image or test image. The database manipulation section allows the administrator to 
add . 

a new record edit or delete existing record of a person into the system. For the 

recog · · 
nition and identification section, the system will perform recognition and 

idcntific· t · · a ion usmg eigenfaccs approach. 
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Photo 
Manipulation 

Section 

I I 
Capturing Image 
Image Processing 

Figure 5.2 Structure Chart for Photo Manipulation Section 

Database 
Manipulation 

Section 

I I 
J\dding a Edit & Deleting an 
new record select an existing 

existing record record 

Figure 5.3 Structure Chart for Database Manipulation Section 

Recognition & 
Identification 

Section 

I I 
Perform recognition Others 

& identification Option 
using Eigenfaces 

Ji'ignrc 5.4 Stnicture Chart for Recognition and Identification Section 
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5.2.2 Data Flow Diagram (DFD) 

Data Flow Diagram (DFD) is a method used to graphically characterize data 

processes and flows in Facclcec. DFD will depict the overview of the system inputs, 

process and outputs. 

The advantages of using DFD are: 

• Further understanding of the interrelatedness of modules and sub modules 

of FaceRec . 

• Analysis of a proposed system to determine if the necessary data and 

processes have been defined. 

DFD is easy to be understood as it has symbols that specify the physical aspects 

of iinple111cntation. There four basic symbols in I H): entity, flow of data, process and 

data stores (see Table 5.1 ). 

Symbols Attribute 

D Entity 

~ 
Flow of Data 
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/ '\ 

Process 

<, 

I I I Data Store 

Table 5.1 DFD Symbols 

The convention, which is used to design DFD are based on the work by C.Gane 

and T.Sarson. The data flow is conceptualized with a top-down perspective. So, the 

Context L I D" 1 o· 0 D. 0 . eve iagrarn will be drawn, followed by I ic iagrarn . iagrarn is an 

overview process of all the major modules in FaceRcc that includes all the data stores, 

entities and process involved. 

User Photo Live image 

' ' I r---- 0 
User name Approval User 

~ Application ~ 
Matric Number Face - System User 

;::. Recognition & 
User Info Administrator 

Faculty Identification 
System ;::. 

;::. ·~ I Sex 

Capture image 

Figure 5.5 Context Level Diagram of FaceRec 
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Display 
Detail 

System 
Administrator 3 

Identification 
f------ 

Process 2 

Recognition 
Process 

User 

Database 
Photo 

Capturing 

Figure 5.6 Diagram 0 of FaceRec 
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5.3 Database Design 

Data storage is .onsidered by some to be the heart of an information system. It is a 

central source or data meant to be . hared by many users for a variety of applications. 

The heart of a database is the DBMS (database management system), which allows the 

creation, modification and updating of the database; the retrieval of data; and the 

generation of reports. The main objective of database design is to make sure that data is 

available when the user wants to use it. Apart from that, the accuracy, consistency and 

integrity of data must be assured from time to time, to provide efficient data storage as 

Well as efficient updating and retrieval. 

Jn 1976, Peter Chen had introduced th· use or Ille .ntity-rclationship model (E-R 

Moclcl). J\11 E-R dia tram contains many cntiti .s many different types of relations, and 

numerous attributes. The benefits of Entity Relationship modeling arc mentioned below: 

I. 

iii. 

Databases need to be designed and entity relationship (ER) modeling is an aid to 

design. 

An ER model is a graphical representation of the system and is a high-level 

conceptual data model. 

Supports a user's perception of data and is independent of the particular DBMS 

and hardware platform. 

u, 
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5.3.1 Data Dictionary 

Data dictionary or rnctadata can be defined as descriptions of the database 

structure and contents. Data dictionary defines the field, field type and descriptions of 

each table. 

In FaceRec, one database had been defined namely FaceRec and contained 1 

tables, which are FaceRec_person. 

Database Name: FaceRec 

Table name: FaceRec_person (Dl) 

Field Name Data Type Length Note 
person id 11 U mbcr LO JD of person 
person name varchar2 255 Name or the person 
person department varchar2 255 Department or the person 
pcrson_scx varcharZ 255 -- 

Table 5.2 FaceRec Data Dictionary 
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5.4 User Interface Design 

The interface stands as the representation of the system and by reflection, the 

developer competence as a system analyst. !\ good user interface will allow people to 

understand the domain problem to work together with the application without needing to 

read the manuals or receiving any training. At worst, users will simply refuse to use the 

software system irrespective of its functionality. If information is presented in a 

confusing or misleading way, users may misunderstand the meaning of information. 

They may initiate a sequence of actions that corrupt data or even cause catastrophic 

system failure. 

Althou h text-based interfaces are st ill wid .ly 11s .d, cspe i.illy in le acy systems 

computer users now expect application systems t have some form of graphi al user 

interface (GUI). Interfaces arc dcsi necl with following objectives in mind. 

• Increase the speed of data entry and reduce errors . 

Relatively easy to learn and use . 

Provide appropriate feedback to users from the system . 

Allow users to access the system in a way that is congruent with their 

individual needs. 

Fast, full screen interaction is possible with immediate access to 

anywhere on the creen. 

R duce cost of, upporting, training and interactive . 

• 

• 

• 

• 

• 

124 

Univ
ers

ity
 of

 M
ala

ya



Chapter S: System Design 

5.4.1 User Interface for FaceRec 

Stu1lent Hane : Serena 

File S~de 

(Browse Database t' Add Ne~ Student 

Matric Ho VES010333 

Sex : i I 

Figure 5.7 FaceRec Student Database Interface 
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Capture Image·-·- - 

C:\Testlmage\002.JPG 

L~•Brow~ 
\Recognition 
I 
I -··~~-- 

Recognition Result 

Student !Jame 

Image Match 

Mattie !Jo 

Sex : 

Threshold : 6. 0 

ij\ Path Browse 

Oms 

i . (' ,,; 1hr hiJlll 1 ! 
Figure 5.8 Recognition Process Interface 

F11e Style 

CalJture Image - ··---------1 

C:\Testlmage\002.JPG 

r Recognition Resutt---------------------------------·-·-·-·-----------1 
l Stud,nt N~' ' ~~·~-====--== [Image Match- -- - -""11 

Metric No [iEBOZ0078 ----------------: 1 

'--------·--·----" i 
Sex : t:di:' @j i'H1-:1l•': i 
Thmhold ' 6. O I 
c:~1hoto I 

j r·~-~:!~~:1~-~!\'~~~--1 I c:)photo\010.JPG I, 
l ·-··-·-··----~-·-·-""' I 11 

L-----------·-----··----·----·-·-··-··-..::=::::.:::::-....:::::: ..:_~ 

7Bms 

Figure 5.9 Recognition Complete Interface 
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5.5 Chapter Summary 

This chapter presents the system design for Facckcc, It given the overview of 

System functi nality Design, Database Design, Module Functionality Design and also 

User Interface Design. The GUI will show how the FaceRec system expected outcome. 
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CHAPTER 6: SYSTEM IMPLEMENTA'I'ION 

6.1 Introduction 

System implementation is a phase integrating the designed modules or functions 

to develop a system based on the given requirements. It is the process takes place after 

the system design phase. This phase describes how the initial and revised process design 

put into the real work. Therefore, system development, coding methodology and 

development tools are included in this phase. 

6.2 Development Environment 

The development environment f FaceRec consists or software and hardware 

configuration. Using the suitable hardware and software will help in speed up the system 

development. The hardware and software tools that used to develop and document the 

system will be discuss as below. 

6.2.I Hardware Requirement 

'fhe hardware used to develop the system are as listed: 

• Pentium 11 233 Mhz Proce sor 

• 128MB RAM 

• 

I 0 ii hard disk 

'I -R M drive 

( th .r standard computer peripherals 

• 

• 
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6.2.2 Software configuration 

The software tools that have been used to develop Facclccc arc: 

Software Usage Description 
Microsoft Wind ws 2000 System Rcquir ment Operating System 
}rof essional 
Java System Development System Design and Coding 
Microsoft Access 2000 System Development System Database - 
Microsoft Word System Development Project Documentation - 

Table 6.1 Software Tools 

6.3 Module Implementation 

The development of FaceRec was implemented module-by-module. A prototype 

Was created and tested for each of this module. Tcsrin» and improving the prototype is 

the repeated until a precise and Iunctional prototype is created. Lastly all of the 

prototypes will be combined and integrated to form the final application. 

6.3.1 Student Database Module (Database.java) 

The first module to implement is the Student Database Module. This database 

module is to add, delete, search and also update student details including name, matric 

number and gender. 

Sample coding: 

II Accessing the Student Database 

Void acet.:ssD13( triru; sql.ini indc ·Ynu\Va111) 
{ 

1ry 
{ 

'!:1:-;s. !"orNamc(tlrivcr); 
'01111cct ion con ncct ion=DrivcrManagcr .get Con ncction( u rl); 
Statement stalcmcnl = conncction.crcatcStatement(); ------- 
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display Rcsu l ts( result ,indcxYou Want); 
connect ion.close(); 

Systern.out.println("Current SQL is: "+sql); 
boolean haskcsulis = siatcmcnt.cxc ·utc(sql); 
if(hasResults) 
{ 

Result 'ct result= st.ucm ·111.gctRcsultSct(); 
il'(rcsult !=null) 
{ 

} 
catch(Exception ex){} 

II Display the Student Record 

Void displayResults(ResultSet r,int index You Want) throws SQLException 
{ 

ResultSetMetaData rmeta = r.getMetaData(); 
int foundrec = 0; 
int numColurnnserrneta.gc'Column ount(); 
int SINo=O; 
String SlNo_lxt=""; 
String StudentNarnc»'": 
Strine Matric»'"; 
i111 Scx=O; 
Strin • ima >ename=""; 
int counief); 

while(r.ncxt() && count!=indcxYouWant) 
try{ 

count++; 
S!No=r.getlnt(2); 
S!No _txt=lnt eger .toString(SIN o ); 
StudentName=r.getString(3); 
Matric=r.getString( 4); 
Sex=r.getlnt(S); 
i rnagenarne=r .get St ring(6); 

} 
catch(Exception e) 

{ 
c.printStackTrnce(): 

if'(countleindc ·YouWant) 
{ 

]Option Pnnc.showlvlcssagcfrialoguhis, "No record(s)found. ","Warning", 
.1 ptionPan ·.W/\RNl G_MESSAGE); 

els· 

-------- 
jlallcl5.sl:tT ·x1(SlNo _tx1); 
jluhcl. .s ·tTl: ·1(StudcntNamc); 
jl;diel7.setTc ·t(Malric); 
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lahclim .. ctlcon(ncw lrnagclconfim» 1c11amc)); 
} 
il'(Scx=e l ) 
{ 

racliol .sc1Sclcc1cd(1ruc); 
} 
else if(Scx==-) 
{ 

raclio2.sctSc Ice! cd(truc ); 

6.3.2 Main Module (Face.java) 

The main module is to create a function of recognition by display the image and 

details of the person being compared successful. 

Sample coding: 

II Recognilion process 

if( cv .gc: Sourcc()==rccognizcBu1 ton) 
{ 

if(pathName!=null && pathName.length()>O && fileName!=null && file.Name.lengtl'{p-O) 
{ 

try { 
Time Update time-new TimeUpdate(System.currentTimeMillisO); 
time.start(); 
EigenFaceCreator creator = new EigenFaceCreatorQ; 
creator.THRESHOLD=THRESHOLD; 

creator.readFaceBundles(pathName); 
St ring result = creator.checkAgainst(fileName ); 
String resulll = pathName +"\\" + creator.checkAgainst(fileName); 
time.setStop(); 
Sy tem.out.prinlln("Mo t clo ly researnbling is: "+result+" with 
"+creator.DISTANCE+" distance."); 

II display result 

p1io11Pa11 ·.showMcss:igcDialog(null," onsrrucring face-spaces from 
"+pa1hNamc+" ... \11 ornparing "+fileName+" ... \nMosl closly reseambling: "+result+" 
with "+er .ator.Dl T/\N ·+" distance.", "Facckec Result", 
JOp1ic111Pa11 ·.INF RM TION_ME SAGE); 

i1'(1 ·s1dl==11ull) 
JOp1ionPa11c.silowMessagcDialog(null, "Matching Fail ... lmage Not Found","Error ~----- 
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Matching", .JOptionPane.lNFORMATION _MESS/\G E); 

else 
{ 
tri11g sql ="SELE T *FROM studcntrccords Wl]ERE picture= ('"+rcsultl+'")"; 

int counretl; 

lass. forN a mc("su n .jdbc.odbc.J dbcOdbcDrivcr"); 
onnect ion connect ione.DrivctManagcr.gct Connect ion("jclbc:odbc: student"); 

Statement statement = connection.createStatement(); 
boolean hasResults = statement.execute(sql); 
if(hasResults) 
{ 

ResultSet resultSet = statement.getResultSet(); 
i f(resultSet ! =null) 
{ 

while(resultSet.next()) 
{ 
int Sex=resultSet.getlnt("Sex"); 
text_ Student N ame.setText(resu l t Set .get String(" St udentN arnc ") 
text_MatricNo.setText (result Set .get String(" Mat ric")); 
if(Sex==J) 
{ 

} 
else i I( ex ==2) 
l 

RB_M;ile.s ·tSele ·ted(true); 

R 13 _Female.set Sclccrccu rue); 
} 
LI3 _Pat hl magcMatch.setTcx t(pat h Name+"\\'' +result); 
LB_ I mageMatch.setlcon(new I magel con(pat hName+ "\\"+result)); 
count++; 
} 

} 
connection .close(); 

6.3.3 Camera Module (Camera.java) 

The camera module is to connect th system with the web camera for the purpose 

to captured photo of student by implement JMF. 

Sarnplc codinc: 
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Thrcad.slccpt l ); 
} cat ·h(b<..:cptioll c) { 

yst cm .out .pri 111I11(" Error"); 

II Captured image using Web Camera 

public Camera() { 
addwindowl.is: cncrmcw Window Listener()); 
setTitle("JMF Fae ·Rl'. · .uncrn "); 
try { 

vision I = new FramcGrahbcr(); 
vision I .start(); 

} 
catch(FramcGrabbcrExccption fge) { 

System .out .print! n(f ge.get Message()); 
} 
imagel = visionl.getBufferedlmage(); 
setSize(imagel.getWidth(this) +20, imagel.getHeight(this) +40 ); 
set Visible(! rue); 
setResizabl e(false ); 
setBackground(Color.black); 

while(true) { 
imagel = visionl.getBufferedlmage(); 
imagc2 = proces(imagel); 
repaint(); 
try { 

6.3.4 Recognition Module (EigenFaceComput:ation.java) 

The recognition module is to implement the eigenfaces algorithm into the system 

and also doing computation and try to find out the match face image. 

Sample coding: 

. ) 

II Compute Average Face 

for (pix= o· pix < lencth: pix++) { ) o l I 

temp= O; 
for ( irnacc = O; irnagc c nrfaccs; imagc-r-t) 
{ 
temp+= race_vlimagc]lpix]: 
} 
av •FJpix J = temp I nrf'a .cs: 
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II Compute difference and covariance matrix 

for (image = O; imagc c nrfaccs; image++) 
{ 

for (pix= 0; pix < lcn >th; pix~ ·I) 
{ 
facc_vlimagcl!pix] = face_vlimagc]lpix] - <1vgF!pixl; 
} 

Systcm.arraycopy(facc _ v,0,faccs,0,face_ v.lcngt h); 

Matrix fa eM =new Matrix(face_ v, nrfaces,length); 
Matrix faccM_transpose = faceM.transpose(); 

Matrix covarM = faceM.times(faceM_transpose); 

II Compute Eigenvalue and eigenvector 

EigenvalueDecomposition E = covarM.eig(); 

double!] cig Value = diag(E.getD() getArray()); 
doublcl]IJ eigYcctor = E.gctY(). 'et/\rray(); 

6.4 Functionality of the Final System 

_As was mentioned before, the system can be divided into two ma111 modules. 

Therefore, it can be said that the system has two main functions: the implementation of 

the database and the recognition and identification process. The system also provides 

additional functions to the user. Users of the system could choose which functions that 

they would like to perform at any given time. In this section, these functions would be 

explained in detail, together with the explanation of the use of the face recognition and 

identification system. 

6.4.1 Using the system - Main Interface 

Every user of the system would first come across the main interface of the 

system, that shows the clear division of the system's two main functions, as seen in 

Pi 'urc 6.1. Users of the system uld choose any one of these two main functions of the 

~ys1 ·111 at any riven time. depending on the existence of the training set of face images. 
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Figure 6.1 Main Interface 

When a user first starts using the system, the user needs to first input the training 

set of face images. Therefore, the user must first choose the Database manipulation 

function before proceeding to the Recognition and Identification function of the system. 

But if the training set of face images have already been input into the database, then a 

user can choose to begin with the recognition and identification process. Let it be known 

thought, that the user must first ensure that the image resolution and size of the selected 

test image to be recognized must be the same as those of the training set of face images. 

6.4.2 Using the system - Database manipulation 

Here the user is allow for the process of manipulating the database. This 

function is important as it prepare the training set of face images and its relevant data to 

be us id in the rec nition and identification process. Under this function, the user could 
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choose Student Database to input a new record, or search an existing record, or delete an 

existing record. 

» Search or Delete an existing record 

The user of the system could search an existing record to display the student 

record. To search or delete the record, the user needs to select the 'Student Database' 

command of the 'Database' function, as shown in Figure 6.1. Once this is done, a new 

dialog box would be displayed. 

File Style 

(!;W5=-e-=oa=1a=-h~iis~e ~T Md New. Stu~ent I 

Student Haine : Andy 

Matric llo \JEK010123 

Sex : 1 l • 

Figure 6.2 Search or Delete the existing system 

Once the dialog is shown, the user can either choose Search or Delete button. 

Once this button is selected, a dialog box would appear requesting the user to input the 

Matric Number of the person whose record needs to be searched or deleted. Once the 

User has entered the required information, the system would check whether the record 

exi ts in the database. If it does the record would be display for search function else an 

error messa c would be displayed, informing the user of the non-existence of the 

rcquir id r .cord. F r th delete function, a confirm dialog box will be prompt. If OK 

button is .li .k, the record will be permanently deleted. 
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).;>. Input a new record 

To input a new record into the databa: e, the user needs to select the 'Student 

Database' command of the 'Database' function, as shown in Figure 6.1. Once this is 

done, a new dialog box would be displayed. The user need to click the 'Add New 

Student function in order to enter all the required data needed to recognize and identify 

a person, as shown in Figure 6.3. Once the user has entered all the required data, the user 

can click the 'Save Data' button. This will automatically save the new record. 

Student Name : r
·----------·-·1· 
-- 

File Style 

farowse Dal~ Jt::EJ~ew_ StU~ent J 

11 tic No : 

Picture : !-·-·--·-···-- .. _ ..... J 1 

-- -·-~ 1 
CSJ Get Pictut~ 

Sex () Mele Female 

Figure 6.3 Add a new record dialog 

6.4.3 Using the system - Face Recognition and Identification 

Once the user has entered the training set of face images, the recognition and 

identification process can now begin. A user can choose to perform this process by 

Selecting the 'Recognition' function from the Main Interface and select the 'Start 

Recognition' command as shown in Figure 6.4. A new dialog box would be displayed as 

Shown in Fi iure .5. 
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Figure 6.4 Choosing Start Recognition 

~--------..,.,..,,......,......_----~ .. --~-- 
F~e ~~O&'!!tion 8: l_dentifiFC!f!C>!' (facll;~C) Sys~em." 1• _.,, • ·,•.·;"', .. ·'-·. \;'+> :. ,. •' .,·. , •• ,~,..."'~' ""'·· ... , J~JlQJ~ 

File Style 

1

1-capture Image------, r-Recognition Result· ,--------------·---···"-·--·-·---~ 

Student Name 

• 

I 
I ~-,;:~_:=., ~_I 1_ - 

Sex : 

Thz eaho Ld 

[Recognition time----------- 

1 
Oms 

I ~ Set Thresholli 

1~ igure 6.5 Face Recognition and Identification System 
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>- Acquiring the test face image 

The user can begin the process of recognition and identification by selecting the 

'Start Recognition' command of the 'Rccogniti n' function. Selecting this command 

will automatically display a standard dialog box so that the user could select the required 

JPEG file that contains the face image would be displayed and ready for recognition and 

identification, as shown in Figure 6.6. 

C:\Testlrnaue\006.JPG 

Threshold: 6.0 

I 

I 
I ~ P!l~h Browse I I 

l 
\ 

I 
l 

---···-·-·-·-- __ ,,, ......J 

i Capture Image 

I 
l 

1 Recognition Result·- .. · · 

I rlrnage Match- .... -·----·-··-· ........ _! 
' 

Student Name : _J 

Mattie No : i. - 

Sex : .. l• 

r Rocoanh Ion tlmo .. 

-·-· --------··~ Oms 

Figure 6.6 Test image displayed and ready for recognition 

>- Recognition and Identification process 

Once the test face image has been acquired and displayed, the system is ready to 

Perform the recognition and identification process using the eigenfaces approach. The 

user needs only to click the 'Recognize' button to start the recognition process. This 

Process would take ome time as the eigenfaces needs to be calculated and the test image 

needs to be compared to each image in the training set. The 'Recognition time' located 

at the bottom part aids ind terrnining the time taken for the whole process. 

When th reco nition process is completed and the test image is identified, the 

result would I c displayed on the screen, as shown in Figure 6.7. The result that is 

display .d contains the relevant information that would identify the face in the test image 
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along with the face image that matches it. This is to allow the user to compare both face 

images in order to determine the accuracy of the face recognition and identification 

system developed. 

&---.n·----- ~'~,.....,,,~-.~""' .. _ ~"'""'~·- ~~...,,.._......,.,..,.,...~••,.. ~~-~ ~, • Y..,....,....r-.....,..--,,....~--,--,.....~~-•• ,_~,,.,*~ o-.~•~ --- ----- 
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Figure 6.7 Example of the result. of the recognition process 

If the test image cannot be identified or exceeds the acceptable distance 

threshold, then a message would be display to the user that no image is found. 

6.4.4 Using the system - Live Image 

One of the modules of the system is to implement live capturing of 

human faces using web camera. The user of the system could grab the image of the 

student before save it into the database. To use the web camera, the user needs to select 

the 'Live Image' command of the 'Database' function, as shown in Figure 6.1. If the 

camera is detected, the process of capturing image can be done in very easy way. Java 

Media Framework APl (JMF 2.1.1.e) must be install in order to implement this module. 
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CHAPTER 7: SYSTEM TESTING 

7.1 Introduction 

System testing is a significant and critical phase that ensures the system fulfills 

the user's requirement s and assures the quality of the delivered system. Testing 

provides a method to discover logical error and to test the system reliability. It is done 

throughout system development, not just at the end. This is because system that is 

failed after installation will result a waste in cost, time and effort. However successful 

testing will result in quality software with less errors and work according to 

specification. 

Several testing stages that involve durin 1 the development of the system are: 

• 

Unit testing 

Integration testing 

System testing 

• 

• 

7.2 Unit Testing 

In unit testing stage, testing will be concentrated on the smallest component o the 

system for testing. In his phase, individual components are tested to ensure that stand 

alone program fixes the bug without side effects. After new component is developed, it 

rs tested independently without other system components. This is to assure that the 

'omponc11t is able to work a curately and persistently. All function on each button is 

· ·a111i11 · to insure it perform the entitles output such as hyperlink to the right page, call 
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the right function to execute, display the correct message according to the error and 

eliminates all the syntax faults occurred. 

In FaccRcc, those units th.it were tested independently arc: 

• Installation 

• Add student record 

• Delete student record 

• Search student record 

• Recognition testing 

• Button testing 

7.3 Integration Testing 

After all components have been unit-tested, the next step is ensuring that the 

interfaces among the components are defined and handled properly. This step is called 

integration testing, also known as module testing, which verifies that the all the 

components work together as described in the module or system design specifications. 

During the integration testing, two or more units in which either unit that use 

output data from or provide input data for another unit were tested in collection. 

The order in which components are tested affects our choice of test cases and 

tools. The sy tem is viewed a a hierarchy of components, where each component 

bclon is to a la .r of the de. ion. In this system, the Bottom-up Integration approach is 

111'1 'd where t .sf in b ·gins from the bottom and works the way up. The process is 

'onti11t1 ·d 1111til all the modules arc tested. 
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7.3.1 Bottom-up Integration 

Bottom-up testing is one popular approach for merging components to test the 

larger system. In this method each component at the lowest level of the system 

hierarchy is tested individually first. Then the next components to be tested are those 

that cal the previously tested ones. This approach is followed repeatedly until all 

components are included in the testing. The bottom-up method is useful when many of 

the low-level components are general-purpose utility routines that are invoked often by 

Others, when the design is object-oriented or when the system is integrating a large 

number of stand-alone reused components. Testing which had been carried out 

throughout FaceRec is based on Bottom-up Jnte ration approach as shown in the 

following figure. 

7 .4 System Testing 

System testing is the last testing procedure. It is differences from unit testing and 

integration testing. System testing performed to uncover its limitations, measure it 

capabilities and make certain that the entire system works according to user's 

Specifications. Developers will join the users to perform this stage of testing where the 

system is checked against the user's requirements description. 

System res ts study all the concern is ues and behaviors that can only be exposed 

by icstin th' entire intcgrat d system or major part of it. The testing process is also 

con' 'med with valid.nine the system meets it functional and non-functional 

r .quir m .nts. Und ·r s stern testing, the whole process was simulated and followed 

'hrou h unt ii the ·nc.l. 
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System modification will be implemented if there i a need to change or do not 

met the user's requirements specifications. If the users arc satisfied with the system's 

characteristics, the system is r .ady to be deploy .d for use. 'l he testing result will show 

whether or not the en! ire system specifications and objectives arc achieved. 

7.4.1 System Test Considerations 

Jn system testing, the behavior of the individual functions and functional tests 

also involved: 

• The Event List 

All the possible triggers are exercised and the expected results compared with the 

actual result. Every function is tested by one or more events in the event lists. 

• Error Message Testing 

1 he error mcssa c, which can be enerated by the system during invalid data 

entry are checked for spelling, appropriateness and consistence. Acknowledgement 

messages will also implement the same list. It is the message that informs the user about 

the state of a user request process. 

• Documentation Testing 

All examples used in the user's manual is tested for correctness and for whether 

or not the manual gives the exact answers users will obtain when they run the examples. 
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7.5 Fundamental Tests (Product Verification Testing) 

There are also tests fundamental to all software. crtain of these arc difficult to 

measure accurately. Four or these fundamental tests are: 

Usability 

The usability should be based in building user interfaces that have patterns 

already familiar to the typical user. The user then learns to use the software through 

• 

pattern matching and paradigm shifts, exactly as they do in mastering any product. 

Install Ability 

How easy is it for a novice to install the software correctly and easy without 

resource to an expert'? 

• 

• Performance 

Performances tests are conducted to ensure that the system response time meet 

user expectations and do not exceed the specified performance criteria under heavy 

stress or volume. During these tests, response time and the transaction rate are measured, 

the purpose of performance tests is to test-run the performance of various functions of 

the software within a specified hardware configuration. The performance tests can 

couple this test with stress testing. 

Reliability 

Reliability tests are onducted, according to mathematical models of software 

rcli;1bility, lo .nsur • that the sy. tern can be probability of some function of the system 

l'ailin 1 within a SJ • .ilicd time. Reliability testing is monitoring the mean time between 

J45 

Univ
ers

ity
 of

 M
ala

ya



Chapter 7: System Testing 

failures. Reliability and consistency testing go hand in hand where the system behavior 

(inputs, outputs, response time) is measured for consistency. 

In conclusion, the testing steps are shown as below. 

Component Code 

Unit test Unit test Unit test 

Function test 

System test Performance test 

Acceptance test 

Installation test 

System ready to use 

Figure 7.1 Testing Steps 

Unit test 

Integrated module 

Functioning system 

Verified, validated 
software 

Accepted system 
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7 .6 Performance 

Like all other systems, it is important to perform a number of tests or 

experiments on the system in order to determine its performance. The system was first 

tested using a database of face images that share the same attributes, such as 

approximately similar head size and minimal light variations between images, in order to 

determine the performance of the system under certain constraint condition. Once this 

has been performed, several experiments were done on the system involving light 

variation, head orientation and size variation of the face image in performing the 

recognition process. 

7.6.1 The database of lace images 

The face image database used in this project was taken fr m of Surrey, Olivetti 

Orac]e Research Lab (AT&T Laboratories arnbrid e). It consists of the face images of 

20 persons, each taken in different angels and each with different expressions. The 

pictures are greyscale face images, taken with a black background and under controlled 

lighting conditions. 

Constraint by the limited number of face images in the database, only one image 

Was taken for each person as the training set (that of the full frontal face images) while 

the rest were used for the test samples. Therefore, the training set consists of 20 foll 

frontal face images as sh0\'-'11 in Figure 7.2. As for the test samples, a combination of 18 

pictures were taken, each with different head orientation, light variation and face sizes. 

J 47 

Univ
ers

ity
 of

 M
ala

ya



Chapter 7: System Testing 

Figure 7.2 Example of the training set of face images 

7.6.2 Testing of the system 

At the beginning, the test sample that was used consists of 20 images, each taken 

from the face images in the training set. It was discovered that all the faces in the test 

sample were accuracy matched and identified; no faces were rejected as unknown faces. 

The result gave 100% correct recognition ad identification. 

7.6.3 Experiment 1: Head orientation 

When different head orientation and different expressions of the face images were used 

as the testing sample as shown in Figure 7.3, it was discovered that the accuracy of the 

recognition and identification process drops significantly. When 6 thresholds were used, 

the system achieved an accuracy of around 50% of correct identification. 
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Figure 7.3 Example of the test image for different head orientation and expression. 

7.6.4 Experiment 2: Lighting conditions change 

When there was a small change in the Jightin~ condition of the face images used 

as the test images, it was discovered that the system achieved more than 50% correct 

identification of the sample test image. But when there was a significant change of 

lighting condition of the face image used as the test sample as shown in Figure 7.4, the 

recognition rate drops significantly to only 20%. 

Figure 7.4 Example of the test image for different light source. 
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7.6.5 Experiment 3: Face size change 

When the size of the face images changes dramatically, where much larger face 

images were used as shown in Figure 7.5, it was discovered that the process of 

recognition and identification were only 35% correctly identified. 

Figure 7.5 Example of the test image with different head size and scale 

The above experiments were done mainly to show the main characteristic of the 

eigenfaces approach under different sets of conditions. It must be noted, however, that is 

more face images for each person is included in the training set, the error rate is likely to 

be decreased. 

7.7 System Maintenance 

Usually in sy tern develop maintenance will be conducted once the system is 

finished or delivered. The maintenance services will be make sure the system function 

. properly modify some application or add new functions in this system. Unfortunately, in 

this Face Rcco mit ion and Identification System (FaceRec), there will be no longer 
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maintenance services. The reason is because Facclcec is not deploying in any 

organization excepl this system will be usinu by or ianization. 'I hen only the 

maintenance services will be implemented. 

7.8 Chapter Summary 

In summary, the performance of the eigenfaces approach in face recognition is 

depending on several attributes or factors, such as:- 

Light variation 

The light variation between images in the training set and within a face image 

plays an important part in the efficiency of the face rcco mitior: al zorithrn using 

• 

eigenfaccs. J\s explained previously, the lar icr this variation is, the higher the error rate 

when performing rcco nii iou. Therefore, 10 a hicvc the optimal performance in face 

recognition, the lighting variation between images in the training set should be small as 

to not affect the efficiency of the algorithm. 

Head orientation 

If the head orientation of the face images in the training set is approximately 

similar to one another and to that of the test image, then the error rate of the eigenfaces 

• 

approach is minimal. 

Head size 

The head size of the fac images in the training set must be approximately 

similar lo one anorh ·r and to that of the test image in order to achieve optimal efficiency 

• 

in th· rcrngnilion pro .css. 
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CHAPTER 8: SYSTEM EVALUATION 

8.1 Introduction 

Evaluation is a process that occurs continuously at all phases of the system 

development. Evaluation phase was to determine the extent to which the system the 

expected outcomes have been realized, and the prescriptive value of the process where 

extraneous factors were taken consideration. Lastly, conclusion will be making for this 

system. 

8.2 Problems Encountered and Recommended Solutions 

In every project, the problems always ccur during system development. 

Throughout this project, many problems have kepi unfolding one another as 

development work progresses due to many reasons. 

8.2.1 During Analysis Phase 

Determining Scope of the System 

Since there is less experience in developing system, it was hard to determine to 

Which extent to define the scope of the system so that it can be completed within the 

• 

given time frame. However thi was overcome by analyzing and studying all of the 

cap;ibiliti ·s provide by Java, Java SDK, Windows 2000 and other technologies before 

ti ·1T111i11i111 Ill, s .opc of the sys t m. 
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8.2.2 During Design Phase 

Time Constraint 

There was not enough time to study, learn and produce the best solution of 

design in Semester l. Mainly, this was cause by inexperience and insufficient 

• 

knowledge of designing a system. Furthermore, time is needed to study and explore Java 

language and also eigenfaces algorithm, before knowing how to apply these 

technologies and languages in the process of developing and solving problems. 

Implementing face recognition algorithm is still new and there is not much source to be 

found. Thus the best way is to study as many approaches used by others researcher and 

also their documentation. 

8.2.3 During Implementation Phase 

No prior experience in the chosen programming languages 

There was a learning curve in understanding how the Java works since 

inexperience in Java. Scripting in a new environment such as JAMA and implementing 

• 

eigenfaces algorithm using Java requires some knowledge of how the matrix class is 

used in order to build the required functionality of the system application. The best way 

of learning java is refer to some of the sample examples available in the Java reference 

books and Internet. 

• Problem on Installation 

1m11' imp! imcntu! ion phase, there were a Jot of problems on installing and 

·0111'ig111 in' Windows 000, J reator, Java SDK, and other tools before starting the 
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coding. Some of the needed software and tools were successfully installed only after a 

few times of formatting and reinsiallation. From this, I learn to know that, it is essential 

to know the sequence of products installations. This is to ensure smooth execution 

without system err rs. 

8.3 System Strength 

This system although does not have powerful features to some extent, but still 

has some strength of its own when compare to others face recognition system. 

8.3.1 Advantages of the system 

Jn this section, the advantages of developing the system using the approaches 

that was mentioned previously arc discussed, alon with the advaniaucs of using the 

system as a whole. 

• The use of Microsoft Access 2000 database 

As was mention before, the purpose of the system is to not only recognize faces, 

but also to identify them. Therefore, along with face images, other relevant information 

that could identify a person needs to be stored as well. 

By using Ms Access 2000 database, the information needed to recognize and 

identify a person could b stored in a systematic and organized way. Ms Access allows 

lhc design oft he lat abase t be transparent to the user, thus eliminating the need for the 

. us ·r lo know how th· data ar being stored. Also, accessing the required data could be 

don· i11 mor · .IFi .icutly by incorporating Ms Access into the system. 
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• The use of JPEG files 

Most of the current rcco mition systems that arc available take as input face 

images in the form of raw format. This will make it difficult for the user to view or 

manipulate these images, as normal drawing software does not support this type of file. 

In the case of the face recognition and identification system that was developed 

for this project, it takes as input face images in the form of JPEG files. This will make 

the viewing an manipulation of the images easier as mostly all existing drawing software 

supports this format. Therefore, images that are taken as input could be pre-processed 

before the recognition and identification process takes place. 

• Easy to access performance of system 

Because the system that was developed in this project not only recognizes, but 

also identifies a person, the result of running the system would be displayed in such a 

way as to allow for the comparison between the face images that were to be recognized 

with those that were identified. By following both pictures to be displayed in the same 

screen, one next to the other, the accuracy or correctness of the recognition process 

could be evaluated. Thus, this will allow users to evaluate the performance of the system 

instantaneously. 

• Performs identification 

Be .aus · the system also incorporates identification of a person whereby each 

P .rsnn in th' database is iv '11 a unique identifier, the system could be used with other 

sys: .ru tll;11 us ·s databases that deal with the storing of data of a person. The unique 
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identifier could be used to identifying a person m both databases. For example, this 

system could be used along with a "Student Record System" whereby thi: system is 

used to identify a student from a given picture, and the other system is used to get 

relevant information on the student, such as his/her name, address, telephone and etc. 

• User-friendly Interface 

By following standard windows application design such as the used of the menu 

selection, it makes the use of the system less complicated and easier to use. With the use 

of enable/disable menu selection commands and buttons, along with the help function, it 

can guide the users in using the developed system. 

Because of the user-friendly interface, the user c111 perform both the recognition 

& identification function and the database manipulation function in a straight forward 

manner. 
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8.4 System Constraints 

8.4.1 Limitation of the system 

As with other systems the face recognition and identification system that was 

d veloped for thi: project has its own set of limitations. In this section, the problems and 

limitations of the developed system would be explained in detail. 

• Normalizations of face images. 

All of the experiments mention in the previous chapter were performed using 

face images that have been pre-processed so that 

By using Ms Access 2000 database, the information needed t recognize and 

idcru if'y a person could be stored in a sysicrn.uic and organized way. Ms Access allows 

the design of the database to be transparent to the user, thus eliminating the need for the 

user to know how the data are being stored. Also, accessing the required data could be 

clone in more efficiently by incorporating Ms Access into the system. 

• The limitation on the number of face images per person 

As was mention before, the purpose of the system is to not only recognize faces, 

but also to identify them. Therefore, along with face images, other relevant information 

that could identify a per on need to b stored as well. 

By us11111 Ms Ace .ss _QQO database, the information needed to recognize and 

· idl:ntiry a person .ould be, tared in a systematic and organized way. Ms Access allows 

lh' d ·si )11 or the database to be transparent to the user, thus eliminating the need for the 
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user to know how the data arc being stored. Also, accessing the required data could be 

done in more efficiently by incorporating Ms Access into the system. 

• The use of one database 

The system that was developed in the project uses only one copy of a database in 

all of its execution. Therefore, if a user wants to use several different data stored in 

different databases (all with same format), the user needs to first delete the data in the 

existing database by using the "Delete Record" function, and then enter the required new 

data one-by-one. This process is not only time-consuming but is quiet tedious as well. 

Another way to overcome this limitation is to move the currently used database into 

another folder and move the required database into the necessary folder to be ;1 .cesscd 

by the system. 

8.5 Future Enhancement 

In order to overcome the limitations of the current system, there are many ideas 

that could be looked into for enhancing the performance of the face recognition and 

identification system that was developed in this project. Some of the enhancements that 

could be considered are:- 

• Normalization of face images 

J\s was m .ntion in the previous section, the normalization of the face images 

.11s 'd bnth i11 th· trainings 't and test samples are important in decreasing the error rate in 

th' fa·· r · .o 111i1io11 ;ind identification process. lt would also benefit the users of the 
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system tremendously if the process could be clone automatically, without having to 

perform it manually. 

One way of performing the normalization of face images is by incorporating the 

Active Shape Modules. This model is used to locate a large number of characteristics 

points on the face that can be used as reference points the variables are constrained by 

capturing faces in a consistent manner. 

Usually, the eyes are used as the reference point, whereby the distance between 

the centers of the eye socket is fixed for all the face images in the training set. Some of 

the methods that could be used to normalize a face images are template constructors and 

template descriptors. 

• Using Gaussian Smoothing 

As was seen in the results of the experiment done, the presence of background 

images does affect the performance on the recognition and identification process. 

Therefore, in order to decrease the error rate of the system and increase its performance, 

Gaussian Smoothing could be incorporated into the system in order to minimize the 

background effect. 

• Options for users to input number of images 

Jn order to overcome the limitation, the users could be given the option of 

enterin, the numl er of face irnazes that he/sh wants for each person in the training set. 

Tbcr .Iorc, it would b · w rthwhile if the system could increase or decrease the number 

of fac · i111a )c~ lor ·;1 ·h pcrs n as required by the users. This could be done by 
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dynamically adding or deleting the columns in the database. Therefore, adding this extra 

feature in the database manipulation module of the system could increase the flexibility 

of the end-system. 

8.6 Conclusion 

The face recognition and identification system that was developed has met its 

objective. Both the eigenfaces algorithm and the database technology were able to be 

implemented using Java and Microsoft Access 2000 respectively. 

The developed system is not performs the reco nit ion of the face images, but it 

also performs the identification of face ima ics along with database manipulation. By 

incorporating Microsoft Access 2000 into the program, the relevant data needed to 

identify a person along with her/his respective face images could be stored 

systematically. And because Java supports the use of database in Microsoft Access 

2000, the data that are stored in the database could be easily accessed and manipulated. 

It can also be concluded that using JPEG file as the format for the face images 

helped in the pre-processing of images that needs to be perform before the recognition 

and identification process can take place. 
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