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CENTRALIZING ADDITIVE MAPS ON RANK R BLOCK TRIANGULAR
MATRICES

ABSTRACT

In this dissertation, we study centralizing additive maps on block triangular matrix algebras.

The main focus of this research is to classify centralizing additive maps on rank r block

triangular matrices over an arbitrary field. Let k, n1, . . . , nk be positive integers with

n1 + · · · + nk = n � 2. Let Tn1,...,nk
be the n1, . . . , nk block triangular matrix algebra

over a field F with center Z(Tn1,...,nk
) and unity In. We first obtain a characterization of

centralizing additive maps on Tn1,...,nk
. Then, by using this preliminary result together

with the classification of rank factorization of block triangular matrices, we characterize

centralizing additive maps  : Tn1,...,nk
! Tn1,...,nk

on rank r block triangular matrices,

i.e, additive maps  satisfying A (A) �  (A)A 2 Z(Tn1,...,nk
) for all rank r matrices

A 2 Tn1,...,nk
, where r is a fixed integer 1 < r  n such that r 6= n when F is the Galois

field of two elements, and we prove these additive maps  are of the form

 (A) = �A+ µ(A)In + ↵(a11 + ann)E1n

for all A = (aij) 2 Tn1,...,nk
, where µ : Tn1,...,nk

! F is an additive map, �,↵ 2 F are

scalars in which ↵ 6= 0 only if r = n, n1 = nk = 1 and |F| = 3, and E1n 2 Tn1,...,nk

is the standard matrix unit whose (1, n)th entry is one and zero elsewhere. Using this

result, together with the recent works on commuting additive maps on upper triangular

matrices, we give a complete description of commuting additive maps on rank r > 1 upper

triangular matrices.

Keywords: centralizing additive maps, commuting additive maps, block triangular matri-

ces, upper triangular matrices, ranks.
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PEMETAAN BERDAYA TAMBAH MEMUSAT PADA MATRIKS SEGITIGA
BLOK BERPANGKAT R

ABSTRAK

Dalam disertasi ini, kami mengkaji pemetaan berdaya tambah memusat pada algebra ma-

triks segitiga blok. Tumpuan utama dalam penyelidikan ini adalah mengelaskan pemetaan

berdaya tambah memusat pada matriks segitiga blok berpangkat r terhadap medan semba-

rangan. Biar k, n1, . . . , nk merupakan integer dengan n1+ · · ·+nk = n � 2. Biar Tn1,...,nk

menandakan n1, . . . , nk algebra matriks segitiga blok terhadap medan F dengan pusat

Z(Tn1,...,nk
) dan unit In. Kami mula dengan memperoleh suatu pencirian bagi pemetaan

berdaya tambah memusat pada Tn1,...,nk
. Dengan menggunakan hasil awal tersebut serta

pencirian pemfaktoran pangkat bagi matriks segitiga blok, kami mencirikan pemetaan

berdaya tambah  pada Tn1,...,nk
yang memenuhi A (A) �  (A)A 2 Z(Tn1,...,nk

) bagi

semua A 2 Tn1,...,nk
, di mana r adalah suatu integer tetap supaya r 6= n bila F merupakan

medan Galois berunsur dua, dan kami membuktikan pemetaan  berdaya tambah tersebut

berstruktur  (A) = �A+ µ(A)In + ↵(a11 + ann)E1n bagi semua A = (aij) 2 Tn1,...,nk
,

di mana µ : Tn1,...,nk
! F merupakan pemetaan berdaya tambah, �,↵ 2 F adalah skalar

di mana ↵ 6= 0 hanya jika r = n, n1 = nk = 1 dan |F| = 3, dan E1n 2 Tn1,...,nk
adalah

adalah unit matriks piawai yang masukan (1, n)th satu dan sifar yang lain. Dengan ini,

bersama dengan karya terbaru dalam pemetaan berdaya tambah kalis tukar tertib segitiga

atas, kami memberikan suatu penyampaian lengkap bagi pemetaan berdaya tambah kalis

tukar tertib pada matriks segitiga atas berpangkat r > 1.

Kata kunci: pemetaan berdaya tambah, pemetaan berdaya tambah kalis tukar tertib,

matriks segitiga blok, matriks segitiga atas, pangkat.
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CHAPTER 1: INTRODUCTION

1.1 Research objectives

The main objectives of this research are as follows:

1. To characterize centralizing additive maps on block triangular matrices over an

arbitrary field.

2. To characterize centralizing additive maps on rank r block triangular matrices.

3. To study commuting additive maps on rank r upper triangular matrices over an

arbitrary field.

4. To develop new mathematical tools in rank factorization for block triangular matrices

in matrix theory.

Among the questions that we considered in this research are the following:

1. Is the structure of centralizing additive maps on block triangular matrix of the

standard form?

2. What is the structure of centralizing additive maps on rank r block triangular

matrices?

3. What is the complete description of commuting additive maps on rank r > 1 upper

triangular matrices over an arbitrary field?

1.2 Significance of the study

The study of centralizing and commuting maps on matrices is an influential research

topic in functional identity, linear preserver problems, ring theory and matrix theory.

The study of this research topic was initiated when Posner (1957) studied centralizing

derivation on prime rings. In recent years, many developments and new results in the study

of centralizing and commuting additive maps on some sets of matrices can be observed
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(Chooi et al., 2019, 2020; Franca, 2012, 2013; Liu, 2014a, 2014b; Liu et al., 2018; Liu

& Yang, 2017; Wang, 2016; Xu & Yi, 2014). This research aims at facilitating the

advancement of existing knowledge of linear algebra, matrix theory and functional identity.

With the new mathematical techniques and tools on centralizing additive maps on rank r

block triangular matrices developed from this study, the existing results on centralizing

and commuting additive maps on some sets of matrices can be further extended and

generalized. Some other relevant centralizing maps problems can also be alleviated and

then solved by applying the techniques and results established from this study.

1.3 Organization of dissertation

In Chapter 2, we begin with some preliminaries on basic algebraic structures, prime

rings, triangular rings and block triangular rings. We then proceed with the literature

review of this research and followed by its methodology.

In Chapter 3, a characterization of centralizing additive maps on block triangular

matrices over an arbitrary field is presented. The characterization is obtained by studying

some relevant works in centralizing additive maps on triangular rings and some basic

properties of block triangular matrices.

In Chapter 4, we present our main result of this dissertation. A characterization of

centralizing additive maps on rank r block triangular matrices is obtained. This is achieved

by the development of the rank factorization of block triangular matrices and several

technical lemmas. Then we employ the characterization of centralizing additive maps

obtained in Chapter 3 to achieve this result.

In Chapter 5, we study commuting additive maps on rank r upper triangular matrices

over an arbitrary field. We employ the characterization of centralizing additive maps

obtained in Chapter 4, together with some recent works in commuting additive maps, to

give a complete description of commuting additive maps on rank r > 1 upper triangular

2
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matrices. We then continue to study commuting additive maps on rank one upper triangular

matrices of orders two and three.

Lastly, in Chapter 6, we present the summary of our findings and list some open

problems for future study.
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CHAPTER 2: LITERATURE REVIEW AND SOME PRELIMINARIES

2.1 A brief overview

This chapter starts with some preliminaries on basic algebraic structures, prime rings,

triangular rings and block triangular matrix algebras. These preliminaries consist of

definitions, propositions and some theorems that will be used throughout this research.

The following section is a literature review of some classical results and articles related to

functional identities and centralizing maps on various rings and algebras. The last section

provides us with a brief discussion of the methodology used in this research.

2.2 Some preliminaries

2.2.1 Some basic algebraic structures

Definition 2.2.1. A group G = (G, �) is a set G together with a binary operation on G

with the following properties:

(i) The operation � is associative, i.e., a � (b � c) = (a � b) � c for all a, b 2 G.

(ii) There exists an identity element, i.e., there is e 2 G, e � a = a � e = a for all

a 2 G.

(iii) Each element a 2 g has an inverse, i.e., for each a 2 G, there is b 2 G, a � b =

b � a = e.

A group is abelian if its binary operation is commutative. We say that G is an additive

group if the binary operation � is referred as the additive notation, i.e., a � b = a+ b for

a, b 2 G.

Definition 2.2.2. A nonempty subset H of a group (G, �) is a subgroup of G if a, b 2 H

implies that ab�1 2 H . For additive group (G,+), a subgroup H of G if and only if

H 6= ? and a� b 2 H for every a, b 2 H .

4
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Definition 2.2.3. A ring R = (R,+, ·) is a set R together with two binary operations on

R, an addition “+" and a multiplication “·" such that

(i) (R,+) is an abelian group.

(ii) The multiplication is associative, i.e., a · (b · c) = (a · b) · c for all a, b, c 2 R.

(iii) The multiplication is distributive, i.e., (a+b)·c = a·c+b·c and a·(b+c) = a·b+a·c

for all a, b, c 2 R.

An element u 2 R is called an identity element or a unity of R (for the multiplication)

if u · a = a · u = a for all a 2 R. A ring with an identity element is called a ring with

unity or a unital ring. The zero element of a ring is the identity element 0 for addition,

i.e., 0 + a = a+ 0 = a for all a 2 R. A ring is commutative when its multiplication is

commutative, i.e., a · b = b · a for all a, b 2 R. A field F is a commutative ring with unity

u 6= 0 such that every nonzero element in F is invertible.

Definition 2.2.4. Let (R,+, ·) be a ring. A nonempty subset S of R is a called a subring

of R if (S,+, ·) is itself a ring, or equivalently, S is a subring of R if and only if a� b 2 S

and ab 2 S for all a, b 2 S.

Definition 2.2.5. Let R be a ring. The center of R is the set

Z(R) = {z 2 R : zr = rz for all r 2 R}.

Elements in Z(R) are called central elements and Z(R) is a subring of R.

Let n be a positive integer and let F be a field. We denote by Mn(F) and Tn(F) the

set of all n⇥ n matrices over F and the set of all n⇥ n upper triangular matrices over F,

respectively. Under the usual matrix addition and matrix multiplication, Mn(F) and Tn(F)

are noncommutative rings with unity In, the identity matrix. It can be verified that Tn(F)

5

Univ
ers

ity
 of

 M
ala

ya



is a subring of Mn(F), and Z(Mn(F)) = F · In = {�In : � 2 F} and Z(Tn(F)) = F · In.

For a detailed proof, see for example (Chooi et al., 2020, Lemma 2.6).

Definition 2.2.6. Let R and R
0 be rings. A map ' : R ! R

0 is said to be a ring

homomorphism if

(i) '(a+ b) = '(a) + '(b) for all a, b 2 R,

(ii) '(ab) = '(a)'(b) for all a, b 2 R.

If a ring homomorphism ' is bijective, then ' is a ring isomorphism.

Definition 2.2.7. Let R be a ring. An element e 2 R is said to be an idempotent if e2 = e.

Moreover, if R is a unital ring, we say that e 2 R is a nontrivial idempotent if it is an

idempotent different from 0 and 1 in R.

Let Eij 2 Mn(F) be the matrix whose (i, j)th entry is one and zero elsewhere. If n � 2,

then Eii is a nontrivial idempotent element of Mn(F).

Definition 2.2.8. Let (R,+, ·) be a ring. A left ideal I (respectively, right ideal) of

R is an additive subgroup of (R,+) such that a 2 I and r 2 R implies that ra 2 I

(respectively, ar 2 I). We say that I is an ideal of R if it is two-sided ideal, i.e., I is is an

additive subgroup of R such that a 2 I and r 2 R implies that ra 2 I and ar 2 I . An

ideal I of a ring R is a subring of R. Evidently, R and {0} are two ideals of R and {0} is

called the trivial ideal of R. An ideal I of R is said to be proper if I 6= R.

Note that Tn(F) is not an ideal of Mn(F), because E22 2 Tn(F) and E21 2 Mn(F)

but E22E21 /2 Tn(F). Also, Z(Mn(F)) is not an ideal of Mn(F). To see this, let A 2

Z(Mn(F)) be nonzero. Then A = ↵In for some nonzero ↵ 2 F. Take B = E12 2 Mn(F).

Then AB = ↵E12 /2 Z(Mn(F)), and so Z(Mn(F)) is not an ideal of Mn(F). Likewise,

Z(Tn(F)) is not an ideal of Tn(F).

6
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Definition 2.2.9. Let F be a field. An algebra over F is a nonempty set A together with

two binary operations on A: an addition “+" and a multiplication “·", and an external

binary operation: scalar multiplication from F⇥A into A, with the following properties:

(A1) A is a ring under addition and multiplication.

(A2) A is a linear space under addition and scalar multiplication.

(A3) �(ab) = (�a)b = a(�b) for all a, b 2 A and � 2 F.

Notice that an algebra A is a ring as well as a linear space which is endowed with an

associative bilinear multiplication: (�a+ b)c = �(ac) + bc and a(�b+ c) = �(ab) + ac

for all a, b, c 2 A and � 2 F. A subalgebra is a subring and a subspace. A unital algebra

is an algebra which is unital as a ring. The center of an algebra is just as the center of a

ring.

We see that Mn(F) and Tn(F) are unital algebras over F with unity In and center F · In.

Also, Tn(F) is a subalgebra of Mn(F).

2.2.2 Prime rings

Let R be a ring. Let a, b 2 R and let S be a subset of R. We define

aSb = {asb : s 2 S}. (2.1)

If S is a subring of R and a, b 2 S, then aSb is a subring of R. To see this, we first note

that aSb 6= ? since S is a subring of R. Let x, y 2 aSb. Then x = as1b and y = as2b for

some s1, s2 2 S. Note that

x� y = a(s1 � s2)b 2 aSb and xy = a(s1bas2)b 2 aSb

since s1 � s2 2 S, ba 2 S and s1bas2 2 S.

7
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Note that if R is a ring with idempotent e 2 R, then eRe is a unital ring with identity

element e. Since eRe is a ring, it follows that e = eee 2 eRe is e which is the identity

element of eRe. Let x 2 eRe. Then x = ere for some r 2 R and

ex = e(ere) = e
2
re = ere = x and xe = (ere)e = ere

2 = ere = x

for every x 2 eRe. Hence eRe is a unital ring even if R is not.

Definition 2.2.10. A ring R is prime if for any a, b 2 R, aRb = {0} implies that a = 0

or b = 0.

Theorem 2.2.1. Let n be a positive integer and let F be a field. Then Mn(F) is a prime

ring.

Proof. The result is clear when n = 1. Consider n � 2. Let A,B 2 Mn(F) be such that

AMn(F)B = {0}. We claim that either A = 0 or B = 0. Suppose to the contrary that A

and B are nonzero. It follows from the canonical rank factorization theorem that there

exist invertible matrices P1, P2, Q1, Q2 2 Mn(F) such that A = P1(E11 + · · ·+ Epp)Q1

and B = P2(E11 + · · ·+ Eqq)Q2 for some integers 1  p, q  n. We thus obtain

(E11 + · · ·+ Epp)M(E11 + · · ·+ Eqq) = 0

for every M 2 Mn(F). Taking M = E11, we have (E11+· · ·+Epp)E11(E11+· · ·+Eqq) =

E11 6= 0, a contradiction. Hence AMn(F)B = 0 implies either A = 0 or B = 0.

When n � 2, we note that Tn(F) is not a prime ring. Let A = Enn and B = E11 be

elements of Tn(F). Note that EnnEijE11 = 0 for every 1  i  j  n. Then ATB = 0

for every T 2 Tn(F).

8
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2.2.3 Triangular rings

Definition 2.2.11. Let R be a ring. A left module over R, or a left R-module is an

additive group V together with a map from R⇥ V into V , (r, u) ! ru, such that for every

r, s 2 R and u, v 2 V ,

(L1) (r + s)u = ru+ su,

(L2) r(u+ v) = ru+ rv,

(L3) r(su) = (rs)u.

If, additionally, R is a unital ring with unity 1 and

(L4) 1u = u

for every u 2 V , then V is called a unital left module over R, or a unital left R-module.

A right module over R, or a right R-module is an additive group V together with a map

from V ⇥R into V , (u, r) ! ur, such that for every r, s 2 R and u, v 2 V ,

(R1) u(r + s) = ur + us,

(R2) (u+ v)r = ur + vr,

(R3) (us)r = u(sr).

If, additionally, R is a unital ring with unity 1 and

(R4) u1 = u

for every u 2 V , then V is called a unital right module over R, or a unital right

R-module. If R is commutative, then every left R-module V becomes right R-module

by defining ur := ru for every r 2 R and u 2 V . Unless specified otherwise, we will

henceforth adopt the following convention:

R� module := left R� module.

9
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When it will be clear which ring R we have in mind, or when R will play just a formal

role in our discussion, we will simply use the term “module”.

Notice that a linear space over a field F is a unital F-module.

Definition 2.2.12. Let R and S be rings. If V is both a left R-module and a right S-module

satisfying

(ru)s = r(us)

for every r 2 R, u 2 V and s 2 S, then V is called an (R, S)-bimodule. An (R,R)-

bimodule is called an R-bimodule. In addition, we say that V is a unital (R, S)-bimodule

if it is both a unital left R-module and a unital right S-module.

Definition 2.2.13. Let R be a ring. A left R-module V is said to be faithful if r = 0 is the

only element in R satisfying rV = {0}, or equivalently,

{r 2 R : rV = {0}} = {0},

where rV := {rv : v 2 V}. Note that rV = {0} if and only if rv = 0 for all v 2 V .

A right R-module U is said to be faithful if r = 0 is the only element in R satisfying

Ur = {0}, or equivalently,

{r 2 R : Ur = {0}} = {0},

where Ur := {ur : u 2 U}.

10
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Definition 2.2.14. Let R and S be rings. A (R, S)-bimodule M is said to be faithful if

M is faithful as a left R-module as well as a right S-module, i.e.,

{r 2 R : rM = 0} = {0} and {s 2 S : Ms = 0} = {0}.

Let R be a unital ring with unity 1. Two elements r, s 2 R are said to be orthogonal

if rs = sr = 0. Notice that if e 2 R is a nontrivial idempotent, then f := 1 � e is a

nontrivial idempotent such that e and 1 � e are orthogonal. If R be a unital ring with

nontrival idempotent e, then, by (2.1), it can be shown that

(i) eRe and fRf are unital rings with identity elements e = eee 2 eRe and f =

fff 2 fRf , respectively.

(ii) eRf is a left eRe-module and eRf is a right fRf -module, and so eRf is a unital

(eRe, fRf)-bimodule. Note that em = m and mf = m for every m 2 eRf .

Definition 2.2.15. Let R be a unital ring with unity 1. We say that R is a triangular

ring if there exists a nontrivial idempotent e 2 R such that eRf is a faithful (eRe, fRf)-

bimodule and fRe = {0}. Here, f = 1� e and eRe and fRf are called the corner rings

corresponding to e.

We remark that when eRf is a faithful (eRe, fRf)-bimodule which means

{r 2 eRe : r(eRf) = {0}} = {0} and {s 2 fRf : (eRf)s = {0}} = {0}.

Let A 2 Mm,n(F). Notice that AMn,q(F) = {0} if and only if AB = 0 for every

B 2 Mn,q(F). It is not difficult to verify that AMn,q(F) = {0} if and only if A = 0.

Likewise, Mp,m(F)A = {0} if and only if A = 0.

11
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Proposition 2.2.1. Let R be a unital ring with unity and nontrivial idempotent e 2 R. If

eRf is a faithful (eRe, fRf)-bimodule, then eRf 6= {0}.

Proof. Note that 0 6= eee 2 eRe and (eee)eRf = eRf . If eRf = {0}, then (eee)eRf =

{0} which contradicts to eRf is a faithful left eRe-module.

Let G1, . . . , Gn be additive subgroups of an additive group G. The sum G1+· · ·+Gn =

{g1 + · · · + gn : gi 2 Gi, i = 1, . . . , n}. The sum is direct, denoted G1 � · · · � Gn,

provided that

Gi \ (G1 + · · ·+Gi�1 +Gi+1 + · · ·+Gn) = {0}

for every i = 1, . . . , n. Indeed, it can be shown that every element in G1 � · · ·�Gn can

be written as g1 + · · ·+ gn, where gi 2 Gi, i = 1, . . . , n, in a unique way.

Proposition 2.2.2. Let R be a unital ring. If R is a triangular ring, then there exists a

nontrivial idempotent e 2 R such that R can be represented by the Peirce decomposition

with respect to

R = eRe� eRf � fRf,

where f = 1� e and 1 is the unity of R. The Peirce decomposition of R with respect to a

nontrivial idempotent e 2 R states that for each r 2 R, there is a unique representation

r = ere+ erf + frf.

Proof. We first show that R = eRe+ eRf + fRf . Clearly, eRe+ eRf + fRf ✓ R. Let

r 2 R. Since e+f = 1, it follows that r = 1r1 = (e+f)r(e+f) = ere+erf+frf since

12
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fre = 0. Hence R = eRe+ eRf + fRf . Suppose that r = er1e+ er2f + fr3f for some

r1, r2, r3 2 R. Then e(r�r1)e+e(r�r2)f+f(r�r3)f = 0. Since ef = fe = 1 and e
2 =

e, it follows that 0 = e0e = e(e(r�r1)e+e(r�r2)f+f(r�r3)f)e = r�r1. This implies

that r1 = r. Likewise, r2 = r and r3 = r. Consequently, R = eRe� eRf � fRf .

Definition 2.2.16. Let R and S be rings and let M be a (R, S)-bimodule. Let

Tri(R,M, S) =

(
r m

0 s

�
: r 2 R, s 2 S, m 2 M

)
. (2.2)

We define the usual matrix-like addition and matrix-like multiplication on Tri(R,M, S)

as follows:


r1 m1

0 s1

�
+


r2 m2

0 s2

�
=


r1 + r2 m1 +m2

0 s1 + s2

�
,


r1 m1

0 s1

�
·

r2 m2

0 s2

�
=


r1r2 r1m1 +m2s2

0 s1s2

�

for every r1, r2 2 R, s1, s2 2 S and m1,m2 2 M. Then Tri(R,M, S) forms a ring under

the usual matrix operations.

Let R be a unital ring. By Proposition 2.2.2, if R is a triangular ring, then there exists

a nontrivial idempotent e 2 R such that eRf is a faithful (eRe, fRf)-bimodule and

fRe = {0}, where f = 1 � e. By the Peirce decomposition of R with respect to e, we

define the isomorphism  : R ! Tri(eRe, eRf, fRf) by

 (r) =


ere erf

0 frf

�

for every r 2 R. Consequently, we summarize the following observation.

13
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Theorem 2.2.2. Let R be a unital ring. Then R is a triangular ring if and only if there

exist unital rings A,B and a unital faithful (A,B)-bimodule M such that R is isomorphic

to the ring

Tri(A,M,B) =
(

a m

0 b

�
: a 2 A, b 2 B, m 2 M

)

under the usual matrix addition and matrix multiplication.

Proof. If R is a triangular ring, then there exists a nontrivial idempotent e 2 R such that

eRf is a faithful (eRe, fRf)-bimodule and fRe = {0}, where f = 1 � e and 1 is the

unity of R. Note that eRe and fRf are unital ring and eRf is a unital faithful (eRe, fRf)-

bimodule. By the Peirce decomposition of R, we have R = eRe � eRf � fRf . Let

 : R ! Tri(eRe, eRf, fRf) be the isomorphism defined by

 (r) =


ere erf

0 frf

�

for every r 2 R. Hence R is isomorphic to Tri(eRe, eRf, fRf).

Conversely, if R is isomorphic to the ring Tri(A,M,B), where A and B are unital

rings, and M is a unital faithful (A,B)-bimodule, then there exists a ring isomorphism

 : Tri(A,M,B) ! R such that

R =  (Tri(A,M,B)) = S �N � T,

where S =  (Tri(A, 0, 0)), T =  (Tri(0, 0,B)) and N =  (Tri(0,M, 0)). By virtue

of � is a ring isomorphism, A and B are unital rings, and M is a unital faithful (A,B)-

bimodule, it follows that that S and T are unital subrings of R, and N is a unital faithful

(S, T )-bimodule.

14

Univ
ers

ity
 of

 M
ala

ya



Let eA and eB be the identity elements of the rings A and B, respectively. Let

EA =


eA 0
0 0

�
2 Tri(A, 0, 0) and EB =


0 0
0 eB

�
2 Tri(0, 0,B).

Since E
2
A = EA and E

2
B = EB, we obtain e = �(EA) and f = �(EB) are nontrivial

idempotents of R such that e + f = 1, and eRe = �(EA) (Tri(A,M,B))�(EA) =

 (Tri(A, 0, 0)) = S, fRf = T , eRf = N and fRe = {0}. Then R is a triangular

ring.

Proposition 2.2.3. Let R be a triangular ring with with identity 1 and nontrivial idempo-

tent e. Then

Z(R) = {a+ b 2 Z(eRe)� Z(fRf) : am = mb for every m 2 eRf},

where f = 1� e. Moreover, if eRf is a faithful (eRe, fRf)-bimodule, then

Z(R) = {a+ b 2 eRe� fRf : am = mb for every m 2 eRf}.

Proof. Denote H = {a+ b 2 Z(eRe)�Z(fRf) : am = mb for every m 2 eRf}. Let

h 2 H . Then h = a+ b for some a 2 Z(eRe) and b 2 Z(fRf) such that am = mb for

all m 2 eRf . Let r 2 R. Since R = eRe � eRf � fRf , we have r = a
0 +m + b

0 for

some a
0 2 eRe, m 2 eRf and b

0 2 fRf . Note that

rh = (a0+m+b
0)(a+b) = a

0
a+mb+b

0
b = aa

0+am+bb
0 = (a+b)(a0+m+b

0) = hr

since a
0
b = ma = b

0
a = ab

0 = ba
0 = bm = 0. Then rh = hr for all r 2 R. Hence

h 2 Z(R), so H ✓ Z(R).

15
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Let x 2 Z(R). Since Z(R) ✓ R = eRe�eRf�fRf , it follows that x = a1+m1+b1

for some a1 2 eRe, m1 2 eRf and b1 2 fRf . Note that

a1 +m1 = e(a1 +m1 + b1) = (a1 +m1 + b1)e = a1e = a1

since eb1 = m1e = b1e = 0. Then m1 = 0, and so x = a1 + b1. Consequently, each

element in Z(R) is of the form a+ b for some a 2 eRe and b 2 fRf .

We now claim a1n = nb1 for all n 2 eRf . Let n 2 eRf . Then a1n = (a1 + b1)n since

b1n = 0. Since a1+b1 2 Z(R), we have (a1+b1)n = n(a1+b1). So a1n = n(a1+b1) =

nb1 since na1 = 0.

We next claim that a1 2 Z(eRe) and b1 2 Z(fRf). Let p 2 eRe and q 2 fRf .

Note that a1p + b1q = (a1 + b1)(p + q) = (p + q)(a1 + b1) = pa1 + qb1. This implies

that (a1p � pa1) + (b1q � qb1) = 0. Note that a1p � pa1 2 eRe and b1q � qb1 2 fRf .

Since eRe \ fRf = {0}, we must have a1p� pa1 = 0 and b1q � qb1 = 0 due to unique

representation. Hence a1p = pa1 for all p 2 eRe, and b1q = qb1 for all q 2 fRf . Hence

a1 2 Z(eRe) and b1 2 Z(fRf), so x 2 H . Consequently, Z(R) = H as desired.

Consider now eRf is faithful. Let K = {a+b 2 eRe�fRf : am = mb for every m 2

eRf}. By virtue of Z(R) = H , we see that Z(R) ✓ K. Let k 2 K. Then k = a + b

for some a 2 eRe and b 2 fRf such that am = mb for all m 2 eRf . We claim that

a 2 Z(eRe). Let x 2 eRe. Note that (ax�xa)m = (ax)m�(xa)m = a(xm)�x(am) =

(xm)b � x(mb) since xm 2 eRf . Hence (ax � xa)m = xmb � xmb = 0. Hence

(ax�xa)m = 0 for all m 2 eRf . Since eRf is a faithful (eRe, fRf)-bimodule, we must

have ax� xa = 0, and so a 2 Z(eRe). Likewise, b 2 Z(fRf). Hence k 2 H = Z(R).

The proof is complete.

16

Univ
ers

ity
 of

 M
ala

ya



2.2.4 Block triangular matrix algebras

Let m,n be positive integers and let F be a field. Let Mm,n(F) be the linear space of

m⇥ n matrices over F. When m = n, we recall that Mn(F) constitutes an algebra over

F under the usual matrix multiplication. Let k, n1, . . . , nk be positive integers such that

n1 + · · · + nk = n. By Tn1,...,nk
we designate the subalgebra of Mn(F) consisting of all

upper triangular block matrices of the form

2

6664

A11 A12 . . . A1k

0 A22 . . . A2k
...

... . . . ...
0 0 . . . Akk

3

7775
,

where Aij 2 Mni,nj(F) for all 1  i  j  k. We shall call Tn1,...,nk
the n1, . . . , nk block

triangular matrix algebra over F, or simply a block triangular matrix algebra. When

k = 1, we have Tn1,...,nk
= Mn(F) and when k = n, we obtain Tn1,...,nk

= Tn(F), the

algebra of all n⇥ n upper triangular matrices over F.

Theorem 2.2.3. Let k, n1, . . . , nk be positive integers such that k � 2. Then Tn1,...,nk
is a

triangular ring.

Proof. Let n1 + · · · + nk = n. Note that Tn1,...,nk
is an associative ring with unity In.

Let E = E11 + · · · + En1,n1 . Then E is a nontrivial idempotent of Tn1,...,nk
such that

ETn1,...,nk
E = {A � 0n�n1 : A 2 Mn1(F)}, FTn1,...,nk

F = {0n1 � B : B 2 Tn2,...,nk
},

FTn1,...,nk
E = {0n} and

ETn1,...,nk
F =

(
0n1 M

0 0n�n1

�
: M 2 Mn1,n�n1(F)

)
,

17
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where F = In � E. We note that Tn1,...,nk
has the Peirce decomposition

Tn1,...,nk
= ETn1,...,nk

E � ETn1,...,nk
F � FTn1,...,nk

F

with respective to E. Since Mn1(F), Tn2,...,nk
are unital rings and Mn1,n�n1(F) a unital

faithful (Mn1(F), Tn2,...,nk
)-bimodule, Tn1,...,nk

is a unital triangular ring by Definition

2.2.15.

Theorem 2.2.4. Let k, n1, . . . , nk be positive integers with n1 + · · · + nk = n. Then

Z(Tn1,...,nk
) = F · In.

Proof. We argue by induction on k. When k = 1, Tn1 = Mn1(F). Thus Z(Tn1) = F · In1 .

This validates the base step. Suppose that Z(Tn2,...,nk
) = F · In�n1 . Let T 2 Z(Tn1,...,nk

).

By Proposition 2.2.3, T = A� B for some A 2 Mn1(F), B 2 Tn2,...,nk
such that AM =

MB for all M 2 Mn1,n�n1(F). Since T 2 Z(Tn1,...,nk
), it follows that A 2 Z(Mn1(F))

and B 2 Z(Tn2,...,nk
). So A = ↵In1 and B 2 �In�n1 for some ↵, � 2 F. Note that

(↵ � �)M = (↵In1)M �M(�In�n1) = AM �MB = 0 for every M 2 Mn1,n�n1(F).

Since Mn1,n�n1(F) is faithful, we obtain ↵ = �. So Z(Tn1,...,nk
) = F · In as desired.

2.3 Literature review

Let R be a ring with center Z(R). We say that a map  : R ! R is centralizing on a

nonempty subset S of R if [ (a), a] 2 Z(R) for all a 2 S , and that is commuting on S if

[ (a), a] = 0 for all a 2 S , where [a, b] = ab� ba for a, b 2 R. The study of centralizing

maps was originated by the classical result of Posner (1957) which states that a prime ring

admitting a nonzero centralizing derivation must be commutative. Later, Mayne (1976)

obtained an analogous result of centralizing automorphisms on prime rings. Brešar (1993)

then gave a structural result of centralizing additive maps  : R ! R on a prime ring R
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of characteristic not two and showed that  is of the form

 (a) = Za+ µ(a) (2.3)

for every a 2 R, where Z is an element in the extended centroid C of R and µ : R ! C

is an additive map. This result has been extremely influential and stimulated considerable

interest in centralizing maps and commuting maps on various rings and algebras (Ara

& Mathieu, 1993; Beidar, 1998; Brešar et al., 1993; Cheung, 2001; Du & Wang, 2012;

P. H. Lee & Lee, 1997; P. H. Lee & Wang, 2009; Wang, 2016). More importantly, together

with the works by Beidar (1998) and Chebotar (1998), their efforts have activated the

development of the theory of functional identities which can be informally described as

the study of equations in which functions appear as unknowns. The main goal of this study

is to determine the general forms and the classifications of all solutions for each functional

identity. For an extensive survey of the subject, see the book “Functional Identities” by

Brešar et al. (2007).

Lately, inspired by the study of linear preserver problems on matrices (Li & Pierce,

2001; Pierce, 1992), Franca (2012) studied commuting additive maps on invertible (re-

spectively, singular) matrices over a field F. He showed that if  : Mn(F) ! Mn(F) is an

additive map satisfying [ (A), A] = 0 for all invertible (respectively, singular) matrices

A 2 Mn(F), then there exist a scalar � 2 F and an additive map µ : Mn(F) ! F such that

 (A) = �A+ µ(A)In

for all A 2 Mn(F). Here, In is the identity matrix of Mn(F).

Franca (2012) has advanced the study of functional identities to the set that are not

closed under addition. Later, Liu (2014a) extended Franca’s result and characterized
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centralizing additive maps on invertible (respectively, singular) matrices over division rings.

This new line of research in functional identities has been continued in commuting additive

maps on rank k matrices (Franca, 2013; Xu & Yi, 2014), power commuting additive maps

on rank k matrices (Chou & Liu, 2019), commuting traces maps on invertible and singular

matrices (Franca, 2015), strong commutativity preserving maps on rank k matrices (Liu et

al., 2018) and additivity preserving maps on rank k matrices (Chooi & Kwa, 2019, 2020;

Xu & Liu, 2017).

Let F be an arbitrary field and let k, n1, . . . , nk be positive integers such that n1 + · · ·+

nk = n. Motivated by the recent development of functional identities on rank k matrices,

in this dissertation, we classify centralizing additive maps  : Tn1,...,nk
! Tn1,...,nk

on

block triangular matrices over F. Next, we deduce from the obtained result a complete

characterization of centralizing additive maps  : Tn1,...,nk
! Tn1,...,nk

on rank r block

triangular matrices with 1 < r  n being a fixed integer such that r 6= n when F is the

Galois field of two elements. Together with the results in (Chooi et al., 2019, Theorems 2.8,

2.9, 2.10) and (Chooi et al., 2020, Theorem 1.1), we give a complete structural description

of commuting additive maps  : Tn(F) ! Tn(F) on rank r upper triangular matrices over

F, where 1 < r  n is a fixed integer.

2.4 Methodology

The methodology that has been employed in this research consists of three main

components. The first component involves a proper literature review of some classical and

the latest articles on centralizing additive maps on algebras and rings. This is followed

by a preliminary background study on triangular rings and matrix rings that will be

employed in this research. Various techniques from research papers will be studied for

possible application in our study. The second component concerns the classification of

centralizing additive maps on block triangular matrices and on rank r block triangular
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matrices. During these studies, various useful techniques by other researchers will be

noted and new mathematical tools will be developed. The third component is to apply

the obtained result of centralizing additive maps on block triangular matrices in the study

of commuting additive maps on rank r upper triangular matrices. This component will

highlight the significance of our study in this research.
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CHAPTER 3: CENTRALIZING ADDITIVE MAPS ON BLOCK TRIANGULAR
MATRICES

3.1 A brief overview

This chapter describes the characterization of centralizing additive maps on block

triangular matrices over an arbitrary field. Three lemmas are also presented to arrive at

our main outcome of this chapter.

3.2 A characterization of centralizing additive maps on block triangular matri-
ces

Throughout this dissertation, we keep in mind that Tn1,...,nk
is the n1, . . . , nk block

triangular matrix algebra over a field F with n1 + · · · + nk = n, unity In and center

Z(Tn1,...,nk
). We refer to the commutator as [ · , · ] and we write Eij 2 Mn(F) for the

standard matrix unit whose (i, j)th entry is one and zeros elsewhere.

We begin our discussion with a lemma that will be used to prove a result on rank

factorization of block triangular matrices.

Lemma 3.2.1. Let r, k, n1, . . . , nk be positive integers such that n1 + · · ·+ nk = n � 2

and r  n. If A = Eh1,k1 + · · · + Ehr,kr is such that Ehi,ki 2 Tn1,...,nk
for i = 1, . . . , r,

and hi 6= hj and ki 6= kj whenever 1  i 6= j  r, then there exists an invertible matrix

P 2 Tn1,...,nk
such that

PA = Es1,t1 + · · ·+ Esr,tr

for some integers 1  si  ti  n for i = 1, . . . , r such that s1 < · · · < sr and ti 6= tj

whenever 1  i 6= j  r.

Proof. If hi  ki for each i = 1, . . . , r, then the conclusion follows by taking P = In

and an appropriate rearrangement on Ehi,ki in which PA = Es1,t1 + · · · + Esr,tr with
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s1 < · · · < sr and {(si, ti) : i = 1, . . . , r} = {(hi, ki) : i = 1, . . . , r}.

Suppose that there exists an integer 1  p  r such that hp > kp. Since Ehp,kp 2

Tn1,...,nk
, there exists an integer 1  l  k such that �l�1 < kp < hp  �l, where

�i = n1 + · · · + ni for i = 1, . . . k and �0 = 0. We first observe that for each pair of

integers �l�1 < i  �l and �l�1 < j  n, Eij 2 Tn1,...,nk
and

Ms,iEij = Esj 2 Tn1,...,nk
(3.1)

for every integer �l�1 < s  �l, where Ms,i is the elementary matrix performed on In by

interchanging rows s and i. We argue in the following three cases:

Case I: When r = 1, we have A = Ehp,kp . By (3.1), we obtain Mkp,hpA =

Mkp,hpEhp,kp = Ekp,kp .

Case II: When r � 2 and kp 6= hj for every j 2 {1, . . . , r}\{p}, we have A =

Ehp,kp +
Pr

i=1,i 6=p Ehi,ki . By (3.1), we obtain

Mkp,hpA = Mkp,hp(Ehp,kp +
rX

i=1,i 6=p

Ehi,ki)

= Mkp,hpEhp,kp +Mhp,kp

rX

i=1,i 6=p

Ehi,ki

= Ekp,kp +
rX

i=1,i 6=p

Ehi,ki .

Case III: When r � 2 and kp = hq for some q 2 {1, . . . , r}\{p}, we have A =

Ehp,kp + Ehq ,kq +
Pr

i=1,i 6=p,q Ehi,ki . By (3.1), we obtain
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Mkp,hpA = Mkp,hp(Ehp,kp + Ehq ,kq +
rX

i=1,i 6=p,q

Ehi,ki)

= Mkp,hpEhp,kp +Mkp,hpEhq ,kq +Mhp,kp

rX

i=1,i 6=p,q

Ehi,ki

= Ekp,kp + Ehp,kq +
rX

i=1,i 6=p,q

Ehi,ki .

Hence Mkp,hp 2 Tn1,...,nk
is invertible and

Mkp,hpA = Ekp,kp + B, (3.2)

where

B =

8
>>>>>>>><

>>>>>>>>:

0 if r = 1,

Pr
i=1,i 6=p Ehi,ki if r � 2, kp 6= hj for every j 2 {1, . . . , r}\{p},

Ehp,kq +
Pr

i=1,i 6=p,q Ehi,ki if r � 2, kp = hq for some q 2 {1, . . . , r}\{p}.

It follows from (3.1) and (3.2) that B 2 Tn1,...,nk
, and particularly Ehp,kq 2 Tn1,...,nk

when r � 2 and kp = hq. If B is an upper triangular matrix, then the result holds

by taking P = Mkp,hp . Otherwise, since hi 6= hj and ki 6= kj whenever i 6= j, and

Mi,jEkp,kp = Ekp,kp for every i, j 6= kp, we continue with a similar argument on B and

deduce that there exists an invertible matrix P 2 Tn1,...,nk
such that

PA = Es1,t1 + · · ·+ Esr,tr

for some integers 1  si  ti  n for i = 1, . . . , r such that s1 < · · · < sr and ti 6= tj

whenever 1  i 6= j  r. The proof is complete.

We are now ready to prove a result on rank factorization of block triangular matrices.
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Lemma 3.2.2. Let k, n1, . . . , nk be positive integers such that n1 + · · · + nk = n � 1.

Then A 2 Tn1,...,nk
is of rank r if and only if there exist invertible matrices P,Q 2 Tn1,...,nk

such that

A = P

✓ rX

i=1

Esi,ti

◆
Q

for some integers 1  si  ti  n for i = 1, . . . , r such that s1 < · · · < sr and ti 6= tj

whenever 1  i 6= j  r.

Proof. The sufficiency is clear. We now prove the necessity.

Let A = (aij) 2 Tn1,...,nk
be of rank r. The result is clear when r = 0 or n = 1.

Consider now r � 1 and n � 2. We first claim that there exist invertible matrices

H,K 2 Tn1,...,nk
such that

HAK = Ep1,q1 + · · ·+ Epr,qr (3.3)

for some integers 1  p1, q1, . . . , pr, qr  n such that Epi,qi 2 Tn1,...,nk
for i = 1, . . . , r,

and pj < pi and qi 6= qj whenever 1  i < j  r. Let Ri and Ci denote the i-th row

and the i-th column of A, respectively. Since A 6= 0, we let Rp1 be the nonzero row of A

such that Ri = 0 for i = p1 + 1, . . . , n, and let ap1,q1 be the first nonzero entry in row Rp1 .

We may assume without loss of generality that ap1,q1 = 1. For each 1  i  p1 � 1 and

q1 + 1  j  n, we apply the following elementary row and column operations on A:

Ri ! Ri � ai,q1Rp1 and Cj ! Cj � ap1,jCq1 . (3.4)

Then there exist invertible matrices H1, K1 2 Tn1,...,nk
such that
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H1AK1 = Ep1,q1 + B, (3.5)

where Ep1,q1 , B 2 Tn1,...,nk
. If B = 0, then claim (3.3) is proved. Consider now 0 6= B =

(bij). In view of the operations performed in (3.4) on A, we see that bi,q1 = 0 for every

1  i  n, and bij = 0 for every p1  i  n and 1  j  n. By repeating a similar

process on B, there exist integers 1  p2, q2  n, with p2 < p1 and q2 6= q1, and invertible

matrices H2, K2 2 Tn1,...,nk
, with H2Ep1,q1K2 = Ep1,q1 , such that

H2BK2 = Ep2,q2 + C

for some Ep2,q2 , C 2 Tn1,...,nk
. Together with (3.5), we have

(H2H1)A(K1K2) = H2(H1AK1)K2

= H2(Ep1,q1 + B)K2

= H2Ep1,q1K2 +H2BK2

= Ep1,q1 + Ep2,q2 + C.

Continuing this process, since A is of rank r, we finally reach the desired result (3.3).

By Lemma 3.2.1, there is an invertible matrix U 2 Tn1,...,nk
such that U(Ep1,q1 + · · ·+

Epr,qr) = Es1,t1 + · · · + Esr,tr for some integers 1  si  ti  n for i = 1, . . . , r such

that s1 < · · · < sr and ti 6= tj whenever 1  i 6= j  r. Together with (3.3) and

U(HAK) = U(Ep1,q1 + · · ·+ Epr,qr) = Es1,t1 + · · ·+ Esr,tr ,

we thus obtain
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A = (UH)�1(Es1,t1 + · · ·+ Esr,tr)K
�1

= P (Es1,t1 + · · ·+ Esr,tr)Q,

where P = (UH)�1 and Q = K
�1 are invertible matrices in Tn1,...,nk

as desired.

Given a nonempty subset S of Tn1,...,nk
, we let

Z2(S) = {A 2 S : [[A,X], X] = 0 for all X 2 S}.

Note also that when k � 2, Tn1,...,nk
is a triangular algebra because it can be represented

as

Tn1,...,nk
=

(
A M

0 B

�
: A 2 Mn1(F), B 2 Tn2,...,nk

, M 2 Mn1,n�n1(F)
)

(3.6)

with Mn1,n�n1(F) being a faithful (Mn1(F), Tn2,...,nk
)-bimodule.

We are now ready to prove the following lemma.

Lemma 3.2.3. Let k, n1, . . . , nk be positive integers such that n1 + · · · + nk = n � 1.

Then Z2(Tn1,...,nk
) = Z(Tn1,...,nk

) = F · In.

Proof. It follows from Theorem 2.2.4 that Z(Tn1,...,nk
) = F · In.

We now claim that Z2(Tn1,...,nk
) = F · In. When k � 2, since Tn1,...,nk

is a triangular

algebra, the result follows immediately from (Wang, 2016, Lemma 2.2). Consider k = 1.

Then Tn1,...,nk
= Mn(F). Clearly, F · In ✓ Z2(Mn(F)). Let H = (hij) 2 Z2(Mn(F)).

Then

[[H,X], X] = 0 (3.7)
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for all X 2 Mn(F). Let 1  i  n be an integer. Taking X = Eii in (3.7), we obtain

0 = [[H,Eii], Eii]

= (HEii � EiiH)Eii � Eii(HEii � EiiH)

= (In � Eii)HEii � EiiH(Eii � In)

and since (In � Eii)HEii = (
Pn

l=1,l 6=i Ell)HEii = 0, therefore we obtain EiiH =

EiiHEii. Then
Pn

l=1 hilEil = hiiEii for i = 1, . . . , n. Hence H = diag(h11, . . . , hnn) is

diagonal. Let 1  i, j  n be distinct integers. We set X = Eij + Ejj in (3.7). Since

[[H,Ejj], Eij] = 0 and together with the bilinearity of [ · , · ] and (3.7), we obtain

0 = [[H,Eij + Ejj], Eij + Ejj]

= [[H,Eij], Ejj]

= [hiiEij � hjjEij, Ejj]

= (hii � hjj)Eij.

Thus (hii � hjj)Eij = 0, and so hii = hjj for every 1  i 6= j  n. Then H 2 F · In, and

hence Z2(Tn1,...,nk
) = F · In.

We are now ready to characterize centralizing additive maps on block triangular matrices

over an arbitrary field.

Theorem 3.2.1. Let k, n1, . . . , nk be positive integers such that n1 + · · · + nk = n � 1.

Then  : Tn1,...,nk
! Tn1,...,nk

is an additive map satisfying [ (A), A] 2 Z(Tn1,...,nk
) for all

A 2 Tn1,...,nk
if and only if there exist a scalar � 2 F and an additive map µ : Tn1,...,nk

! F

such that
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 (A) = �A+ µ(A)In

for all A 2 Tn1,...,nk
.

Proof. For the sufficiency part, let A 2 Tn1,...,nk
, we see that

[ (A), A] = (�A+ µ(A)In)A� A(�A+ µ(A)In) = 0 2 Z(Tn1,...,nk
).

Hence the additive map  is centralizing on Tn1,...,nk

For the necessity, if k = 1, then Tn1,...,nk
= Mn(F) is prime. The result follows

immediately from (T. K. Lee, 1997, Theorem 2) or (Liu, 2014a, Lemma 2.2). Consider

now k > 1. We divide the proof into two cases.

Case I: Tn1,...,nk
6= T2(F). Let E = E11 + · · ·+ En1,n1 and F = In � E. Notice that

ETn1,...,nk
E = {ETE : T 2 Tn1,...,nk

} =

(
X 0
0 0n�n1

�
: X 2 Mn1(F)

)
,

FTn1,...,nk
F = {FTF : T 2 Tn1,...,nk

} =

(
0n1 0
0 Y

�
: Y 2 Tn1,...,nk

)
.

By Lemma 3.2.3, Z(ETn1,...,nk
E) = F ·E = Z(Tn1,...,nk

)E and Z(FTn1,...,nk
F ) = F ·F =

Z(Tn1,...,nk
)F . If n1 � 2, then ETn1,...,nk

E is isomorphic to Mn1(F), which does not

contain nonzero central ideals. Moreover, Z2(ETn1,...,nk
E) = F · E = Z(ETn1,...,nk

E) by

Lemma 3.2.3. If n1 = 1, then n� n1 � 2. Hence FTn1,...,nk
F is isomorphic to Tn2,...,nk

,

which is either a triangular algebra or Mn�n1(F). So FTn1,...,nk
F does not contain nonzero

central ideals and Z2(FTn1,...,nk
F ) = FF = Z(FTn1,...,nk

F ) by Lemma 3.2.3. Then the

result follows from (Wang, 2016, Theorem 3.1).
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Case II: Tn1,...,nk
= T2(F). For each pair of integers 1  i  j  2, let

 (aEij) =


fij(a) hij(a)
0 gij(a)

�

for every a 2 F, where fij, gij, hij : F ! F are additive maps. Since [ (aEij), aEij] 2

Z(T2(F)) = F · I2 for all a 2 F and 1  i  j  2, it follows that

[ (aE11), aE11] =


af11(a) 0

0 0

�
�

af11(a) ah11(a)

0 0

�
=


↵11 0
0 ↵11

�
,

[ (aE22), aE22] =


0 ah22(a)
0 ag22(a)

�
�

0 0
0 ag22(a)

�
=


↵22 0
0 ↵22

�
,

[ (aE12), aE12] =


0 af12(a)
0 0

�
�

0 ag12(a)
0 0

�
=


↵12 0
0 ↵12

�

for some ↵11,↵22,↵12 2 F. Therefore

[ (aEij), aEij] = 0 (3.8)

for all a 2 F and 1  i  j  2. We also obtain

h11 = h22 = 0 and g12 = f12. (3.9)

We next see that [ (aE11 + bE12), aE11 + bE12] 2 F · I2 for all a, b 2 F. By the additivity

of  , the bilinearity of [ · , · ] and together with (3.8), we obtain


↵ 0
0 ↵

�
= [ (aE11 + bE12), aE11 + bE12]

= [ (aE11), bE12] + [ (bE12), aE11]

=


0 bf11(a)
0 0

�
�

0 bg11(a)
0 0

�
+


af12(b) 0

0 0

�
�

af12(b) ah12(b)

0 0

�
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for all a, b 2 F and for some ↵ 2 F. We thus obtain ↵ = 0 and

ah12(b) + b(g11(a)� f11(a)) = 0 (3.10)

for all a, b 2 F. Taking a = 1 in (3.10), we obtain

h12(b) = �b (3.11)

for all b 2 F, where � = f11(1)� g11(1). Setting b = 1 in (3.10), we obtain

f11(a) = g11(a) + �a (3.12)

for all a 2 F. Likewise, considering [ (bE12 + aE22), bE12 + aE22] 2 F · I2 for all

a, b 2 F, together with the additivity of  , the bilinearity of [ · , · ], (3.8) and (3.11), we

obtain


↵ 0
0 ↵

�
= [ (bE12 + aE22), bE12 + aE22]

= [ (bE12), aE22] + [ (aE22), bE12]

=


0 �ba

0 ag12(b)

�
�

0 0
0 ag12(b)

�
+


0 bf22(a)
0 0

�
�

0 bg22(a)
0 0

�

for all a, b 2 F and for some ↵ 2 F. Hence we obtain ↵ = 0 and

�ba+ b(f22(a)� g22(a)) = 0 (3.13)

for all a, b 2 F. Taking b = 1 in (3.13), we obtain

g22(a) = f22(a) + �a (3.14)
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for all a 2 F. Let µ : T2(F) ! F be the additive map defined by

µ(A) = g11(a11) + g12(a12) + f22(a22) (3.15)

for all A = (aij) 2 T2(F). By virtue of (3.9), (3.11), (3.12), (3.14) and (3.15), we obtain

 (A)

=


f11(a11) 0

0 g11(a11)

�
+


f12(a12) h12(a12)

0 g12(a12)

�
+


f22(a22) 0

0 g22(a22)

�

=


g11(a11) + �a11 0

0 g11(a11)

�
+


g12(a12) �a12

0 g12(a12)

�

+


f22(a22) 0

0 f22(a22) + �a22

�

=


�a11 �a12

0 �a22

�
+ (g11(a11) + g12(a12) + f22(a22))I2

= �A+ µ(A)I2

for every A = (aij) 2 T2(F) as desired.
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CHAPTER 4: CENTRALIZING ADDITIVE MAPS ON RANK R BLOCK
TRIANGULAR MATRICES

4.1 A brief overview

This chapter presents the main result of this dissertation. We give a characterization

of centralizing additive maps on rank r block triangular matrices over an arbitrary field.

To accomplish this, several lemmas are developed in Section 4.2 and will then be used to

prove our main result in section 4.3.

4.2 Preliminary results

We recall that Tn1,...,nk
is the n1, . . . , nk block triangular matrix algebra over a field F

with n1 + · · · + nk = n. Given A 2 Tn1,...,nk
, we denote by A

+ = JnA
t
Jn, where A

t is

the transpose of A and Jn is the square matrix of order n with ones on the anti-diagonal

and zeros elsewhere.

We begin our discussion with a technical lemma.

Lemma 4.2.1. Let r, k, n1, . . . , nk be positive integers such that n1 + · · ·+ nk = n � 3

and 1 < r < n, and (k, n) 6= (3, 3) when |F| = 2. Then each rank one or rank two matrix

A 2 Tn1,...,nk
can be represented as a sum of three rank r matrices in Tn1,...,nk

among

which the sum of any two is of rank r.

Proof. For convenience, we denote T = Tn1,...,nk
. We first consider A 2 T is of rank one.

Without loss of generality that

A = Epq

for some integers 1  p  q  n. Then A 2 Tn(F) and the result holds by (Chooi

et al., 2020, Lemma 2.2) when |F| � 3. Consider now |F| = 2. By the hypothesis of
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(k, n) 6= (3, 3), we see that T 6= T3(F). We argue in the following two cases:

Case 1: n = 3. Note that r = 2 and 1  k  2. We consider only the case 2  n1  3,

i.e., T 2 {T2,1,M3(F)} as the case T = T1,2 can be treated similarly. We consider two

subcases:

Subcase 1.1: p = q. When A = E11, we set

X1 = E11 + E12 + E23, Y1 = E13 + E22 + E23 and Z1 = E12 + E13 + E22.

We thus obtain X1 + Y1 + Z1 = E11 = A, where

X1 + Y1 = E11 + E12 + E13 + E22, X1 + Z1 = E11 + E13 + E22 + E23

and

Y1 + Z1 = E12 + E23

are of rank two. When A = E33, since E33 = E
+
11, we have A = X

+
1 + Y

+
1 + Z

+
1 with

X
+
1 , Y

+
1 , Z

+
1 2 T as required. Consider now A = E22. Since T 2 {T2,1,M3(F)}, we see

that E21 2 T . We set

X2 = E12 + E21 + E22, Y2 = E21 + E33 and Z2 = E12 + E33.

We thus obtain X2 + Y2 + Z2 = E22 = A, where

X2 + Y2 = E12 + E22 + E33,

X2 + Z2 = E21 + E22 + E33 and Y2 + Z2 = E12 + E21
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are of rank two.

Subcase 1.2: p < q. When A = E12, we set

X3 = E11 + E12 + E33, Y3 = E22 + E33, and Z3 = E11 + E22.

We thus obtain X3 + Y3 + Z3 = E12 = A, where

X3 + Y3 = E11 + E12 + E22,

X3 + Z3 = E12 + E22 + E33 and Y3 + Z3 = E11 + E33

are of rank two. When A = E23, since E23 = E
+
12, we have A = X

+
3 + Y

+
3 + Z

+
3 with

X
+
3 , Y

+
3 , Z

+
3 2 T as required. When A = E13, we set

X4 = E12 + E13 + E23, Y4 = E11 + E33 and Z4 = E11 + E12 + E23 + E33.

We thus obtain X4 + Y4 + Z4 = E13 = A, where

X4 + Y4 = E11 + E12 + E13 + E23 + E33,

X4 + Z4 = E11 + E13 + E33 and Y4 + Z4 = E12 + E23

are of rank two.

Case 2 : n � 4. Note that 2  r  n� 1. We consider two subcases:

Subcase 2.1: p = q. Consider A = Epp with 1  p  n� 2. We select r � 1 distinct

integers h1, . . . , hr�1 2 {1, . . . , n� 1}\{p} and set
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Xpp = Epp + Epn +
r�1X

i=1

Ehi,hi , Ypp = Ep,p+1 + Epn +
r�1X

i=1

Ehi,hi+1

and

Zpp = Ep,p+1 +
r�1X

i=1

Ehi,hi +
r�1X

i=1

Ehi,hi+1.

We thus obtain Xpp + Ypp + Zpp = Epp = A, where

Xpp + Ypp = Epp + Ep,p+1 +
r�1X

i=1

Ehi,hi +
r�1X

i=1

Ehi,hi+1,

Xpp + Zpp = Epp + Ep,p+1 + Epn +
r�1X

i=1

Ehi,hi+1

and

Ypp + Zpp = Epn +
r�1X

i=1

Ehi,hi

are of rank r. Consider A = En+1�p,n+1�p with 1  p  2. Since En+1�p,n+1�p = E
+
pp,

we have A = X
+
pp + Y

+
pp + Z

+
pp with X

+
pp, Y

+
pp , Z

+
pp 2 T as required.

Subcase 2.2: p < q. Consider A = Epq with p + 2  q. We select r � 1 distinct

integers h1, . . . , hr�1 2 {1, . . . , n� 1}\{p} and set

Xpq = Epq + Epp + Ep,p+1 +
r�1X

i=1

Ehi,hi +
r�1X

i=1

Ehi,hi+1,

Ypq = Epp +
r�1X

i=1

Ehi,hi and Zpq = Ep,p+1 +
r�1X

i=1

Ehi,hi+1.

We thus obtain Xpq + Ypq + Zpq = Epq = A, where
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Xpq + Ypq = Epq + Ep,p+1 +
r�1X

i=1

Ehi,hi+1,

Xpq + Zpq = Epq + Epp +
r�1X

i=1

Ehi,hi

and

Ypq + Zpq = Epp + Ep,p+1 +
r�1X

i=1

Ehi,hi +
r�1X

i=1

Ehi,hi+1

are of rank r. Consider A = Ep,p+1 with 1  p  n� 2. We select r � 1 distinct integers

h1, . . . , hr�1 2 {1, . . . , n� 1}\{p}. Let Ip = {i : 1  hi < p} and Jp = {i : p < hi <

n}. Note that Ip [ Jp = {1, . . . , r � 1}, Ip = ? when p = 1 and n 62 Jp 6= ?. We set

Xp,p+1 = Epp + Ep,p+1 + Epn +
r�1X

i=1

Ehi,hi +
r�1X

i=1

Ehi,hi+1,

Yp,p+1 = Epp +
X

i2Ip

Ehi,hi +
X

i2Jp

Ehi,hi+1

and

Zp,p+1 = Epn +
X

i2Jp

Ehi,hi +
X

i2Ip

Ehi,hi+1.

We thus obtain Xp,p+1 + Yp,p+1 + Zp,p+1 = Ep,p+1 = A, where

Xp,p+1 + Yp,p+1 = Ep,p+1 + Epn +
X

i2Jp

Ehi,hi +
X

i2Ip

Ehi,hi+1,

Xp,p+1 + Zp,p+1 = Epp + Ep,p+1 +
X

i2Ip

Ehi,hi +
X

i2Jp

Ehi,hi+1

and
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Yp,p+1 + Zp,p+1 = Epp + Epn +
r�1X

i=1

Ehi,hi +
r�1X

i=1

Ehi,hi+1

are of rank r. Consider A = En�1,n. Since En�1,n = E
+
12, we have A = X

+
12 + Y

+
12 + Z

+
12

with X
+
12, Y

+
12 , Z

+
12 2 T as required. This completes the proof for A is of rank one.

Next, we consider A is of rank two. Invoking Lemma 3.2.2, we may assume without

loss of generality that

A = Epq + Est

for some integers 1  p  q  n and 1  s  t  n with p < s and q 6= t. Then

A 2 Tn(F), and the result holds by (Chooi et al., 2020, Lemma 2.2) when |F| � 3.

Consider now |F| = 2. Recall that T 6= T3(F). We distinguish the following two cases:

Case A: n = 3. Note that r = 2. Again, we consider T 2 {T2,1,M3(F)} as the case

T = T1,2 can be treated similarly. We consider three subcases:

Subcase A.1: p = q and s = t. Consider A = E11 + E22. We set

X1 = E11 + E12 + E33, Y1 = E22 + E23 + E33 and Z1 = E12 + E23.

We thus obtain X1 + Y1 + Z1 = E11 + E22 = A, where

X1 + Y1 = E11 + E12 + E22 + E23, X1 + Z1 = E11 + E23 + E33

and

Y1 + Z1 = E12 + E22 + E33
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are of rank two. Consider A = E11 + E33. We set

X2 = E11 + E12 + E22, Y2 = E22 + E23 + E33 and Z2 = E12 + E23.

We thus obtain X2 + Y2 + Z2 = E11 + E33 = A, where

X2 + Y2 = E11 + E12 + E23 + E33, X2 + Z2 = E11 + E22 + E23

and

Y2 + Z2 = E12 + E22 + E33

are of rank two. Consider A = E22 + E33. Since E22 + E33 = (E11 + E22)+, we have

A = X
+
1 + Y

+
1 + Z

+
1 with X

+
1 , Y

+
1 , Z

+
1 2 T as required.

Subcase A.2: p = q or s = t. Consider A = E11 + E23. We set

X3 = E11 + E12 + E22,

Y3 = E13 + E21 + E22 + E23, and Z3 = E12 + E13 + E21.

We thus obtain X3 + Y3 + Z3 = E11 + E23 = A, where

X3 + Y3 = E11 + E12 + E13 + E21 + E23,

X3 + Z3 = E11 + E13 + E21 + E22 and Y3 + Z3 = E12 + E22 + E23

are of rank two. Consider A = E13 + E22. We set
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X4 = E12 + E13 + E21 + E22 + E23,

Y4 = E21 + E33 and Z4 = E12 + E23 + E33.

We thus obtain X4 + Y4 + Z4 = E13 + E22 = A, where

X4 + Y4 = E12 + E22 + E13 + E23 + E33,

X4 + Z4 = E21 + E22 + E13 + E33 and Y4 + Z4 = E12 + E21 + E23

are of rank two. Consider A = E12 + E33. We set

X5 = E11 + E12 + E21, Y5 = E21 + E23 + E33 and Z5 = E11 + E23.

We thus obtain X5 + Y5 + Z5 = E12 + E33 = A, where

X5 + Y5 = E11 + E12 + E23 + E33,

X5 + Z5 = E12 + E21 + E23 and Y5 + Z5 = E11 + E21 + E33

are of rank two.

Subcase A.3: p < q and s < t. Then A = E12 + E23. We set

X6 = E11 + E12 + E33, Y6 = E11 + E22 + E23 and Z6 = E22 + E33.

We thus obtain X6 + Y6 + Z6 = E12 + E23 = A, where

X6 + Y6 = E12 + E22 + E23 + E33, X6 + Z6 = E11 + E12 + E22
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and

Y6 + Z6 = E11 + E23 + E33

are of rank two.

Case B : n � 4. Recall that 2  r  n� 1. We consider the following four subcases:

Subcase B.1: p = q and s = t. Then 1  p < s  n. Firstly, we consider

A = Epp +Ess with 1  p < s  n� 2. We select r � 2 distinct integers h1, . . . , hr�2 2

{1, . . . , n� 1}\{p, s} and set

Xps = Epp + Ep,p+1 + Epn + Es,s+1 + Esn +
r�2X

i=1

Ehi,hi+1,

Yps = Ess + Epn + Esn +
r�2X

i=1

Ehi,hi

and

Zps = Ep,p+1 + Es,s+1 +
r�2X

i=1

Ehi,hi +
r�2X

i=1

Ehi,hi+1.

We thus obtain Xp,p+1 + Yp,p+1 + Zp,p+1 = Epp + Ess = A, where

Xps + Yps = Epp + Ep,p+1 + Ess + Es,s+1 +
r�2X

i=1

Ehi,hi +
r�2X

i=1

Ehi,hi+1,

Xps + Zps = Epp + Epn + Esn +
r�2X

i=1

Ehi,hi

and

Yps + Zps = Ep,p+1 + Epn + Ess + Es,s+1 + Esn +
r�2X

i=1

Ehi,hi+1
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are of rank r. Consider A = Epp + En�1,n�1 with 1  p  n� 3. When r = 2, we set

Xp,n�1 = Epp + Ep,n�1 + Epn + En�1,n + Enn,

Yp,n�1 = En�1,n�1 + Epn + Enn and Zp,n�1 = Ep,n�1 + En�1,n.

We thus obtain Xp,n�1 + Yp,n�1 + Zp,n�1 = Epp + En�1,n�1 = A, where

Xp,n�1 + Yp,n�1 = Epp + Ep,n�1 + En�1,n�1 + En�1,n,

Xp,n�1 + Zp,n�1 = Epp + Epn + Enn

and

Yp,n�1 + Zp,n�1 = Ep,n�1 + En�1,n�1 + Epn + En�1,n + Enn

are of rank two. When 3  r  n � 1, we select r � 3 distinct integers h1, . . . , hr�3 2

{1, . . . , n� 2}\{p, p+ 1} and set

Xp,n�1 = Epp + Ep,p+1 + Epn + Ep+1,p+1 + En�1,n + Enn +
r�3X

i=1

Ehi,hi ,

Yp,n�1 = Epn + Enn + Ep+1,p+1 + Ep+1,p+2 + En�1,n�1 +
r�3X

i=1

Ehi,hi

+
r�3X

i=1

Ehi,hi+1

and
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Zp,n�1 = Ep,p+1 + Ep+1,p+2 + En�1,n +
r�3X

i=1

Ehi,hi+1.

We thus obtain Xp,n�1 + Yp,n�1 + Zp,n�1 = Epp + En�1,n�1 = A, where

Xp,n�1 + Yp,n�1 = Epp + Ep,p+1 + Ep+1,p+2 + En�1,n�1 + En�1,n +
r�3X

i=1

Ehi,hi+1,

Xp,n�1 + Zp,n�1 = Epp + Epn + Ep+1,p+1 + Ep+1,p+2 + Enn +
r�3X

i=1

Ehi,hi

+
r�3X

i=1

Ehi,hi+1

and

Yp,n�1 + Zp,n�1 = Ep,p+1 + Ep+1,p+1 + En�1,n�1 + Epn + En�1,n + Enn

+
r�3X

i=1

Ehi,hi

are of rank r. Consider now A = En�2,n�2 + En�1,n�1. We select r � 2 distinct integers

h1, . . . , hr�2 2 {1, . . . , n� 3} and set

Xn�2,n�1 = En�2,n�2 + En�2,n�1 + En�2,n + En�1,n + Enn +
r�2X

i=1

Ehi,hi ,

Yn�2,n�1 = En�1,n�1 + En�2,n + Enn +
r�2X

i=1

Ehi,hi +
r�2X

i=1

Ehi,hi+1

and

Zn�2,n�1 = En�2,n�1 + En�1,n +
r�2X

i=1

Ehi,hi+1.
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We thus obtain Xn�2,n�1 + Yn�2,n�1 + Zn�2,n�1 = En�2,n�2 + En�1,n�1 = A, where

Xn�2,n�1 + Yn�2,n�1 = En�2,n�2 + En�2,n�1 + En�1,n�1 + En�1,n

+
r�2X

i=1

Ehi,hi+1,

Xn�2,n�1 + Zn�2,n�1 = En�2,n�2 + En�2,n + Enn +
r�2X

i=1

Ehi,hi +
r�2X

i=1

Ehi,hi+1

and

Yn�2,n�1 + Zn�2,n�1 = En�2,n�1 + En�1,n�1 + En�2,n + En�1,n + Enn

+
r�2X

i=1

Ehi,hi

are of rank r. Consider A = E11 + Enn. When r = 2, we set

X1n = E11 + E12 + E13 + En�2,n + En�1,n + Enn,

Y1n = E12 + En�1,n and Z1n = E13 + En�2,n.

We thus obtain X1n + Y1n + Z1n = E11 + En = A, where

X1n + Y1n = E11 + E13 + En�2,n + Enn,

X1n + Z1n = E11 + E12 + En�1,n + Enn

and

Y1n + Z1n = E12 + E13 + En�2,n + En�1,n
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are of rank two. When 3  r  n � 1, we select r � 3 distinct integers h1, . . . , hr�3 2

{1, . . . , n� 3} and set

X1n = E11 + E1,n�1 + En�2,n�2 + En�2,n�1 + En�1,n�1 +
r�3X

i=1

Ehi,hi

+
r�3X

i=1

Ehi,hi+1,

Y1n = E12 + E1,n�1 + En�2,n�2 + En�1,n + Enn +
r�3X

i=1

Ehi,hi

and

Z1n = E12 + En�2,n�1 + En�1,n�1 + En�1,n +
r�3X

i=1

Ehi,hi+1.

We thus obtain X1n + Y1n + Z1n = E11 + Enn = A, where

X1n + Y1n = E11 + E12 + En�2,n�1 + En�1,n�1 + En�1,n + Enn +
r�3X

i=1

Ehi,hi+1,

X1n + Z1n = E11 + E12 + E1,n�1 + En�2,n�2 + En�1,n +
r�3X

i=1

Ehi,hi

and

Y1n + Z1n = E1,n�1 + En�1,n�1 + En�2,n�2 + En�2,n�1 + Enn +
r�3X

i=1

Ehi,hi

+
r�3X

i=1

Ehi,hi+1

are of rank r. Consider now A = Epp + Enn with 2  p  n � 1. Since Epp +

Enn = (E11 + En+1�p,n+1�p)+, we have A = X
+
1,n+1�p + Y

+
1,n+1�p + Z

+
1,n+1�p with

X
+
1,n+1�p, Y

+
1,n+1�p, Z

+
1,n+1�p 2 T as desired.
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Subcase B.2: p = q and s < t. Then 1  p < s < t  n. So s  n � 1 and

s + 1  t. Consider A = Epp + Est with 1  p < s < t < n. We select r � 2

distinct integers h1, . . . , hr�2 2 {1, . . . , n � 1}\{p, s}. Let Is = {i : 1  hi < s} and

Js = {i : s < hi < n}. Note that Is [ Js = {1, . . . , r � 2}, Is = Js = ? when r = 2,

and Is = ? and p = 1 when s = 2. We set

Xpst = Epp + Ep,p+1 + Epn + Est + Esn +
X

i2Is

Ehi,hi+1 +
X

i2Js

Ehi,hi ,

Ypst =

8
>>>>>>>>>>>>><

>>>>>>>>>>>>>:

Ep,p+1 + Ess + Est + Esn +
P

i2Is Ehi,hi

+
Pr�2

i=1 Ehi,hi+1 if t = s+ 1,

Ep,p+1 + Ess + Es,s+1 + Est + Esn +
P

i2Is Ehi,hi

+
Pr�2

i=1 Ehi,hi+1 if t > s+ 1,

and

Zpst =

8
>>>>>>>><

>>>>>>>>:

Epn + Ess + Est +
Pr�2

i=1 Ehi,hi +
P

i2Js
Ehi,hi+1 if t = s+ 1,

Epn + Ess + Es,s+1 + Est +
Pr�2

i=1 Ehi,hi

+
P

i2Js
Ehi,hi+1 if t > s+ 1.

.

We thus obtain Xpst + Ypst + Zpst = Epp + Est = A, where

Xpst + Ypst =

8
>>>>>>>><

>>>>>>>>:

Epp + Epn + Ess +
Pr�2

i=1 Ehi,hi +
P

i2Js
Ehi,hi+1 if t = s+ 1,

Epp + Epn + Ess + Es,s+1 +
Pr�2

i=1 Ehi,hi

+
P

i2Js
Ehi,hi+1 if t > s+ 1,
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Xpst +Zpst =

8
>>>>>>>>>>>>><

>>>>>>>>>>>>>:

Epp + Ep,p+1 + Ess + Esn +
P

i2Is Ehi,hi

+
Pr�2

i=1 Ehi,hi+1 if t = s+ 1,

Epp + Ep,p+1 + Ess + Es,s+1 + Esn +
P

i2Is Ehi,hi

+
Pr�2

i=1 Ehi,hi+1 if t > s+ 1,

and

Ypst + Zpst = Ep,p+1 + Epn + Esn +
X

i2Is

Ehi,hi+1 +
X

i2Js

Ehi,hi

are of rank r. Consider now A = Epp + Esn for 1  p < s < n � 1. We select r � 2

distinct integers h1, . . . , hr�2 2 {1, . . . n � 1}\{p, s}. Let Is = {i : 1  hi < s} and

Js = {i : s < hi < n}. We set

Xpsn = Epp + Ep,p+1 + Epn + Es,s+1 + Esn +
r�2X

i=1

Ehi,hi+1,

Ypsn = Ep,p+1 + Ess + Es,s+1 + Esn +
r�2X

i=1

Ehi,hi +
X

i2Is

Ehi,hi+1

and

Zpsn = Epn + Ess + Esn +
r�2X

i=1

Ehi,hi +
X

i2Js

Ehi,hi+1.

We thus obtain Xpsn + Ypsn + Zpsn = Epp + Esn = A, where

Xpsn + Ypsn = Epp + Epn + Ess +
r�2X

i=1

Ehi,hi +
X

i2Js

Ehi,hi+1,

Xpsn + Zpsn = Epp + Ep,p+1 + Ess + Es,s+1 +
r�2X

i=1

Ehi,hi +
X

i2Is

Ehi,hi+1

and
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Ypsn + Zpsn = Ep,p+1 + Epn + Es,s+1 +
r�2X

i=1

Ehi,hi+1

are of rank r. Note that t = n when s = n � 1. We consider A = Epp + En�1,n with

1  p < n� 2. When r = 2, we set

Xp,n�1,n = Epp + Ep,p+1 + Ep,p+2 + En�2,n + En�1,n + Enn,

Yp,n�1,n = Ep,p+1 + En�2,n and Zp,n�1,n = Ep,p+2 + Enn.

We thus obtain Xp,n�1 + Yp,n�1 + Zp,n�1 = Epp + En�1,n = A, where

Xp,n�1,n + Yp,n�1,n = Epp + Ep,p+2 + En�1,n + Enn,

Xp,n�1,n + Zp,n�1,n = Epp + Ep,p+1 + En�2,n + En�1,n

and

Yp,n�1,n + Zp,n�1,n = Ep,p+1 + Ep,p+2 + En�2,n + Enn

are of rank two. When 3  r  n � 1, we select r � 3 distinct integers h1, . . . , hr�3 2

{1, . . . , n� 3}\{p} and set

Xp,n�1,n = Epp + Epn + En�2,n�2 + En�1,n�1 +
r�3X

i=1

Ehi,hi ,

Yp,n�1,n = Ep,p+1 + En�2,n�2 + En�2,n�1 + En�1,n + Enn +
r�3X

i=1

Ehi,hi

+
r�3X

i=1

Ehi,hi+1
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and

Zp,n�1,n = Ep,p+1 + Epn + En�2,n�1 + En�1,n�1 + Enn +
r�3X

i=1

Ehi,hi+1.

We thus obtain Xp,n�1,n + Yp,n�1,n + Zp,n�1,n = Epp + En�1,n = A, where

Xp,n�1,n + Yp,n�1,n = Epp + Ep,p+1 + Epn + En�2,n�1 + En�1,n�1 + En�1,n

+ Enn +
r�3X

i=1

Ehi,hi+1,

Xp,n�1,n + Zp,n�1,n = Epp + Ep,p+1 + En�2,n�2 + En�2,n�1 + Enn+

+
r�3X

i=1

Ehi,hi +
r�3X

i=1

Ehi,hi+1

and

Yp,n�1,n + Zp,n�1,n = Epn + En�2,n�2 + En�1,n�1 + En�1,n +
r�3X

i=1

Ehi,hi

are of rank r. Consider now A = En�2,n�2 + En�1,n. When r = 2, we set

Xn�2,n�1,n = En�3,n�3 + En�3,n + En�2,n�2,

Yn�2,n�1,n = En�3,n�3 + En�3,n�2 + En�3,n + En�2,n + En�1,n

and

Zn�2,n�1,n = En�3,n�2 + En�2,n.
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We thus obtain Xn�2,n�1,n + Yn�2,n�1,n + Zn�2,n�1,n = En�2,n�2 + En�1,n = A, where

Xn�2,n�1,n + Yn�2,n�1,n = En�3,n�2 + En�2,n�2 + En�2,n + En�1,n,

Xn�2,n�1,n + Zn�2,n�1,n = En�3,n�3 + En�3,n�2 + En�3,n + En�2,n�2 + En�2,n

and

Yn�2,n�1,n + Zn�2,n�1,n = En�3,n�3 + En�3,n + En�1,n

are of rank two. When 3  r  n � 1, we select r � 3 distinct integers h1, . . . , hr�3 2

{1, . . . , n� 4} and set

Xn�2,n�1,n = En�3,n�3 + En�2,n�2 + En�2,n + En�1,n�1 +
r�3X

i=1

Ehi,hi ,

Yn�2,n�1,n = En�3,n�3 + En�3,n�2 + En�2,n�1 + En�1,n + Enn

+
r�3X

i=1

Ehi,hi +
r�3X

i=1

Ehi,hi+1

and

Zn�2,n�1,n = En�3,n�2 + En�2,n�1 + En�1,n�1 + En�2,n + Enn +
r�3X

i=1

Ehi,hi+1.

We thus obtain Xn�2,n�1,n + Yn�2,n�1,n + Zn�2,n�1,n = En�2,n�2 + En�1,n = A, where
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Xn�2,n�1,n + Yn�2,n�1,n = En�3,n�2 + En�2,n�2 + En�2,n�1 + En�1,n�1

+ En�1,n + En�2,n + Enn +
r�3X

i=1

Ehi,hi+1,

Xn�2,n�1,n + Zn�2,n�1,n = En�3,n�3 + En�3,n�2 + En�2,n�2 + En�2,n�1

+ Enn +
r�3X

i=1

Ehi,hi +
r�3X

i=1

Ehi,hi+1

and

Yn�2,n�1,n + Zn�2,n�1,n = En�3,n�3 + En�2,n + En�1,n�1 + En�1,n +
r�3X

i=1

Ehi,hi

are of rank r.

Subcase B.3: p < q and s = t. We consider the following two subcases:

Subcase B.3.1: q < s. We thus have 1  p < q < s  n. Consider A = Epq +Ess for

1  p < q < s  n. Since Epq+Ess = (Ell+Euv)+, where l = n+1�s, u = n+1� q

and v = n + 1 � p are integers such that 1  l < u < v  n, it follows from Subcase

B.2 that A = (Ell + Euv)+ = X
+
luv + Y

+
luv + Z

+
luv is the sum of three rank r matrices

X
+
luv, Y

+
luv, Z

+
luv in T among which the sum of any two is of rank r as claimed.

Subcase B.3.2: s < q. We thus obtain 1  p < s < q  n. Consider A = Epq + Ess

for 1  p < s < q  n and s  n� 2. We select r � 2 distinct integers h1, . . . , hr�2 2

{1, . . . , n� 1\{p, s} and set

Xpsq = Ep,p+1 + Epq + Es,s+1 + Esn +
r�2X

i=1

Ehi,hi+1,

Ypsq = Epp + Ess + Esn +
r�2X

i=1

Ehi,hi
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and

Zpsq = Epp + Ep,p+1 + Es,s+1 +
r�2X

i=1

Ehi,hi +
r�2X

i=1

Ehi,hi+1.

We thus obtain Xpsq + Ypsq + Zpsq = Epq + Ess = A, where

Xpsq + Ypsq = Epp + Ep,p+1 + Epq + Ess + Es,s+1 +
r�2X

i=1

Ehi,hi +
r�2X

i=1

Ehi,hi+1,

Xpsq + Zpsq = Epp + Epq + Esn +
r�2X

i=1

Ehi,hi

and

Ypsq + Zpsq = Ep,p+1 + Ess + Es,s+1 + Esn +
r�2X

i=1

Ehi,hi+1

are of rank r. Note that q = n when s = n � 1. Consider A = Epn + En�1,n�1. Since

Epn + En�1,n�1 = (Euv + Ell)+, where u = 1, v = n + 1 � p and l = 2 are integers

satisfying 1  u < l < v  n and l  n � 2, it follows that A = (Euv + Ell)+ =

X
+
ulv + Y

+
ulv +Z

+
ulv is the sum of three rank r matrices X+

ulv, X
+
ulv, X

+
ulv 2 T among which

the sum of any two is of rank r as desired.

Subcase B.4: p < q and s < t. Then p  q� 1 and s  t� 1 with 1  p < s < n and

1 < q 6= t  n. We consider the following four subcases:

Subcase B.4.1: p < q � 1 and s < t� 1. Consider A = Epq +Est with q � p+ 2 and

t � s+ 2. We select r � 2 distinct integers h1, . . . , hr�2 2 {1, . . . , n� 1}\{p, s} and set

X = Epp + Ep,p+1 + Epq + Ess + Es,s+1 + Est +
r�2X

i=1

Ehi,hi +
r�2X

i=1

Ehi,hi+1,
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Y = Epp + Ess +
r�2X

i=1

Ehi,hi and Z = Ep,p+1 + Es,s+1 +
r�2X

i=1

Ehi,hi+1.

We thus obtain X + Y + Z = Epq + Est = A, where

X + Y = Ep,p+1 + Epq + Es,s+1 + Est +
r�2X

i=1

Ehi,hi+1,

X + Z = Epp + Epq + Ess + Est +
r�2X

i=1

Ehi,hi

and

Y + Z = Epp + Ep,p+1 + Ess + Es,s+1 +
r�2X

i=1

Ehi,hi +
r�2X

i=1

Ehi,hi+1

are of rank r.

Subcase B.4.2: p = q � 1 and s = t� 1. Then 1 < s  n� 1 and 1  p < s. When

s < n�1 and p < s, we consider A = Ep,p+1+Es,s+1 with 1  p < s < n�1. We select

r � 2 distinct integers h1, . . . , hr�2 2 {1, . . . , n� 1}\{p, s}. Let Ip,s = {i : p < hi < s}

and Jp,s = {i : 1  hi < p} [ {i : s < hi < n}. Note that Ip,s [ Jp,s = {1, . . . , r � 2},

Ip,s = Jp,s = ? when r = 2, and Ip,s = ? and hi 6= p, p + 1 for i = 1, . . . r � 2 when

s = p+ 1. We set

X = Epp + Ep,p+1 + Ep,s+1 + Ess + Esn +
r�2X

i=1

Ehi,hi +
r�2X

i=1

Ehi,hi+1,

Y = Ep,s+1 + Ess + Es,s+1 +
X

i2Ip,s

Ehi,hi +
X

i2Jp,s

Ehi,hi+1

and

Z = Epp + Esn +
X

i2Jps

Ehi,hi +
X

i2Ip,s

Ehi,hi+1.
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We thus obtain X + Y + Z = Ep,p+1 + Es,s+1 = A, where

X + Y = Epp + Ep,p+1 + Es,s+1 + Esn +
X

i2Jp,s

Ehi,hi +
X

i2Ip,s

Ehi,hi+1,

X + Z = Ep,p+1 + Ep,s+1 + Ess +
X

i2Ip,s

Ehi,hi +
X

i2Jp,s

Ehi,hi+1

and

Y + Z = Epp + Ep,s+1 + Ess + Es,s+1 + Esn +
r�2X

i=1

Ehi,hi +
r�2X

i=1

Ehi,hi+1

are of rank r. When s = n � 1 and p < s � 1, we consider A = Ep,p+1 + En�1,n with

1  p  n� 3. If r = 2, then we set

Xr = Epp + Ep,p+1 + Ep,p+2 + En�2,n + En�1,n + Enn,

Yr = Epp + En�2,n and Zr = Ep,p+2 + Enn.

We thus obtain Xr + Yr + Zr = Ep,p+1 + En�1,n, where

Xr + Yr = Ep,p+1 + Ep,p+2 + En�1,n + Enn,

Xr + Zr = Epp + Ep,p+1 + En�2,n + En�1,n

and

Yr + Zr = Epp + Ep,p+2 + En�2,n + Enn

are of rank two. If 3  r  n� 1, then we select r � 3 distinct integers h1, . . . , hr�3 2
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{1, . . . , n�2}\{p, p+1}. Let Ip = {i : 1  hi < p} and Kp = {i : p+1 < hi  n�2}.

Note that Ip [Kp = {1, . . . , r� 3}, Ip = Kp = ? when r = 3, Ip = ? when p = 1, and

Kp = ? when p = n� 3. We set

Xr = Epp + Ep,p+1 + Ep+1,p+2 + Enn +
X

i2Ip

Ehi,hi +
X

i2Kp

Ehi,hi+1,

Yr = Epn + Enn + Ep+1,p+1 + En�1,n�1 + En�1,n +
X

i2Kp

Ehi,hi +
X

i2Ip

Ehi,hi+1

and

Zr = Epp + Epn + Ep+1,p+1 + Ep+1,p+2 + En�1,n�1 +
r�3X

i=1

Ehi,hi +
r�3X

i=1

Ehi,hi+1.

We thus obtain Xr + Yr + Zr = Ep,p+1 + En�1,n = A, where

Xr + Yr = Epp + Ep,p+1 + Epn + Ep+1,p+1 + Ep+1,p+2 + En�1,n�1 + En�1,n

+
r�3X

i=1

Ehi,hi +
r�3X

i=1

Ehi,hi+1,

Xr + Zr = Epn + Enn + Ep,p+1 + Ep+1,p+1 + En�1,n�1 +
X

i2Kp

Ehi,hi

+
X

i2Ip

Ehi,hi+1

and

Yr + Zr = Epp + Ep+1,p+2 + En�1,n + Enn +
X

i2Ip

Ehi,hi +
X

i2Kp

Ehi,hi+1

are of rank r. When s = n � 1 and p = s � 1, we thus obtain p = n � 2 and A =
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En�2,n�1 + En�1,n. We select r � 2 distinct integers h1, . . . , hr�2 2 {1, . . . , n� 3} and

set

X = En�2,n�2 + En�2,n�1 + Enn +
r�2X

i=1

Ehi,hi +
r�2X

i=1

Ehi,hi+1,

Y = En�1,n�1 + En�2,n + En�1,n + Enn +
r�2X

i=1

Ehi,hi+1

and

Z = En�2,n�2 + En�2,n + En�1,n�1 +
r�2X

i=1

Ehi,hi .

We thus obtain X + Y + Z = En�2,n�1 + En�1,n = A, where

X + Y = En�2,n�2 + En�2,n�1 + En�2,n + En�1,n�1 + En�1,n +
r�2X

i=1

Ehi,hi ,

X + Z = En�2,n�1 + En�1,n�1 + En�2,n + Enn +
r�2X

i=1

Ehi,hi+1

and

Y + Z = En�2,n�2 + En�1,n + Enn +
r�2X

i=1

Ehi,hi +
r�2X

i=1

Ehi,hi+1

are of rank r.

Subcase B.4.3: p = q�1 and s < t�1. Then q = p+1 and 1  p < s < t�1  n�1.

Consider A = Ep,p+1 + Est with 1  p < s < t � 1  n � 1. We select r � 2

distinct integers h1, . . . , hr�2 2 {1, . . . , n � 1}\{p, s}. Let Ip = {i : 1  hi < p} and

Jp = {i : p < hi  n � 1}. Note that Ip [ Jp = {1, . . . , r � 2}, Ip = Jp = ? when

r = 2, and Ip = ? when p = 1. Since p < n� 2, we set
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Xp,p+1,s,t = Epp + Ep,p+1 + Epn + Ess + Es,s+1 +
r�2X

i=1

Ehi,hi +
r�2X

i=1

Ehi,hi+1,

Yp,p+1,s,t = Epn + Ess + Est +
X

i2Jp

Ehi,hi +
X

i2Ip

Ehi,hi+1

and

Zp,p+1,s,t = Epp + Es,s+1 +
X

i2Ip

Ehi,hi +
X

i2Jp

Ehi,hi+1.

We thus obtain Xp,p+1,s,t + Yp,p+1,s,t + Zp,p+1,s,t = Ep,p+1 + Est = A, where

Xp,p+1,s,t + Yp,p+1,s,t = Epp + Ep,p+1 + Es,s+1 + Est +
X

i2Ip

Ehi,hi +
X

i2Jp

Ehi,hi+1,

Xp,p+1,s,t + Zp,p+1,s,t = Ep,p+1 + Epn + Ess +
X

i2Jp

Ehi,hi +
X

i2Ip

Ehi,hi+1

and

Yp,p+1,s,t + Zp,p+1,s,t = Epp + Epn + Ess + Es,s+1 + Est +
r�2X

i=1

Ehi,hi

+
r�2X

i=1

Ehi,hi+1

are of rank r.

Subcase B.4.4: p < q � 1 and s = t � 1. If q  s, then we obtain t = s + 1 and

1  p < q � 1 < q  s < n. Consider A = Epq + Es,s+1 with 1  p < q � 1 < s < n.

Since Epq +Es,s+1 = (El,l+1+Euv)+, where l = n� s, u = n+1� q and v = n+1� p

are integers satisfying 1  l < u < v � 1  n � 1. It follows from Subcase B.4.3

that A = (El,l+1 + Euv)+ = X
+
l,l+1,u,v + Y

+
l,l+1,u,v + Z

+
l,l+1,u,v is the sum of three rank r

matrices X
+
l,l+1,u,v, Y

+
l,l+1,u,v, Z

+
l,l+1,u,v 2 T among which the sum of any two is of rank

r. If s < q, then 1  p < s < s + 1 < q  n because t = s + 1 and q 6= t.
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Consider A = Epq + Es,s+1 with 1  p < s < s + 1 < q  n. We select r � 2

distinct integers h1, . . . , hr�2 2 {1, . . . , n � 1}\{p, s}. Let Is = {i : 1  hi < s} and

Js = {i : s < hi  n� 1}. Note that Is [ Js = {1, . . . , r� 2}, Is = Js = ? when r = 2,

and Is = ? when s = 2. Since 2  s  n� 2 and p < n� 2, we set

X = Epp + Ep,p+1 + Epq + Ess + Es,s+1 + Esn +
r�2X

i=1

Ehi,hi +
r�2X

i=1

Ehi,hi+1,

Y = Epp + Ess +
X

i2Is

Ehi,hi +
X

i2Js

Ehi,hi+1

and

Z = Ep,p+1 + Esn +
X

i2Js

Ehi,hi +
X

i2Is

Ehi,hi+1.

We thus obtain X + Y + Z = Epq + Es,s+1 = A, where

X + Y = Ep,p+1 + Epq + Es,s+1 + Esn +
X

i2Js

Ehi,hi +
X

i2Is

Ehi,hi+1,

X + Z = Epp + Epq + Ess + Es,s+1 +
X

i2Is

Ehi,hi +
X

i2Js

Ehi,hi+1

and

Y + Z = Epp + Ep,p+1 + Ess + Esn +
r�2X

i=1

Ehi,hi +
r�2X

i=1

Ehi,hi+1

are of rank r. This completes the proof.

We now prove the following.

Lemma 4.2.2. Let F be a field and n � 2 be an integer. Suppose that S is a subset of

Mn(F) such that S is closed under addition and that Z = {A 2 S : [A,X] = 0 for all
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X 2 S} 6= ?. Let  : S ! S be an additive map satisfying [ (A), A] 2 Z for every rank

r matrix A 2 S, where 1  r  n is a fixed integer. If H 2 S is a sum of three rank r

matrices in S among which the sum of any two is of rank r, then [ (H), H] 2 Z .

Proof. Note first that Z is closed under addition. Let A,B 2 Z . Then (A + B)X =

AX + BX = XA + XB = X(A + B) for any X 2 S implies that A + B 2 S. Let

H = X1 + X2 + X3 be a sum of three rank r matrices X1, X2, X3 2 S among which

the sum of any two is of rank r. Let 1  i < j  3 be a pair of distinct integers. Since

[ (Xi +Xj), Xi +Xj], [ (Xi), Xi] and [ (Xj), Xj] are in Z , it follows that

[ (Xi), Xj] + [ (Xj), Xi]

= [ (Xi +Xj), Xi +Xj]� [ (Xi), Xi]� [ (Xj), Xj]

2 Z.

Then

[ (H), H] =
3X

i=1

[ (Xi), Xi] +
X

1i<j3

([ (Xi), Xj] + [ (Xj), Xi])

as desired.

We continue our discussion by proving a result related to centralizing additive maps on

rank n block triangular matrix algebra over a field F with |F| � 3.

Lemma 4.2.3. Let k, n1, . . . , nk be positive integers such that n1 + · · · + nk = n � 2

and let Tn1,...,nk
be a block triangular matrix algebra over a field F with |F| � 3. If

 : Tn1,...,nk
! Tn1,...,nk

is a centralizing additive map on rank n matrices, then there
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exists a unique additive map ⌧ : F ! F such that

 (�In) + ⌧(�)E1n 2 Z(Tn1,...,nk
)

for every � 2 F, where ⌧ = 0 when either (n1, nk) 6= (1, 1) or |F| > 3.

Proof. Let � 2 F. The result is clear when � = 0. Consider � 6= 0. We first claim that

[ (�In), Est] = 0 (4.1)

for every (s, t) 2 4 with s 6= t. Here, 4 = {(i, j) : Eij 2 Tn1,...,nk
}. We denote

 (�In) = (aij). By virtue of |F| � 3, there exists a nonzero scalar ↵ 2 F such that ↵ 6= �.

Setting B = Est � ↵In yields B and �In +B are of rank n. Then [ (�In +B),�In +B]

and [ (B), B] are in Z(Tn1,...,nk
). Since [ (�In + B),�In] = 0, it follows from the

additivity of  and the bilinearity of [ · , · ] that

[ (�In), B] = [ (�In + B),�In + B]� [ (B), B] 2 Z(Tn1,...,nk
).

Since [ (�In),�↵In] = 0, we thus have [ (�In), Est] = [ (�In), B] 2 Z(Tn1,...,nk
).

Consequently, for each (s, t) 2 4 with s 6= t, there exists ⇠st 2 F such that  (�In)Est �

Est (�In) = ⇠stIn. When n � 3, there exists an integer 1  p  n such that p 6= s, t.

Then

Epp( (�In)Est � Est (�In)) = Epp(⇠stIn) =) apsEpt = ⇠stEpp.

Hence ⇠st = 0. Consider now n = 2. When Tn1,...,nk
= T2(F), we have (s, t) = (1, 2).
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Then

E22( (�I2)E12 � E12 (�I2)) = E22(⇠12I2) =) a21E22 = ⇠12E22.

Since a21 = 0, we obtain ⇠12 = 0. If Tn1,...,nk
= M2(F), then either (s, t) = (1, 2) or

(s, t) = (2, 1). When (s, t) = (1, 2),  (�I2)E12 � E12 (�I2) = ⇠12I2 yields �a21E11 +

(a11 � a22)E12 + a21E22 = ⇠12I2. Then ⇠12 = a21 = �a21, and so ⇠12 = 0. Likewise,

when (s, t) = (2, 1), we see that  (�I2)E21 � E21 (�I2) = ⇠21I2 implies that a12E11 +

(a22 � a11)E21 � a12E22 = ⇠21I2. Then ⇠21 = a12 = �a12, and so ⇠21 = 0. Hence claim

(4.1) is proved.

We now distinguish our argument in the following two cases:

Case 1: |F| > 3. We claim that

[ (�In), Ess] = 0 (4.2)

for every 1  s  n. Since |F| > 3, there exists a nonzero scalar � 2 F such that

� 6= ↵,↵ � �. Setting C = �Ess � ↵In yields C and �In + C are of rank n. Then

[ (�In+C),�In+C] and [ (C), C] are in Z(Tn1,...,nk
). Since [ (�In+C),�In] = 0, we

have [ (�In), C] 2 Z(Tn1,...,nk
). By [ (�In),�↵In] = 0, we thus obtain [ (�In), Ess] 2

Z(Tn1,...,nk
). Therefore for each (s, s) 2 4, there exists ⇠ss 2 F such that  (�In)Ess �

Ess (�In) = ⇠ssIn. We take an integer 1  p  n such that p 6= s. Then

Epp( (�In)Ess � Ess (�In)) = Epp(⇠ssIn) =) apsEps = ⇠ssEpp.

Hence ⇠ss = 0, and thus claim (4.2) is proved. In view of (4.1) and (4.2), we con-

clude that [ (�In), Est] = 0 for every (s, t) 2 4. Let X = (xij) 2 Tn1,...,nk
. Then
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[ (�In), X] =
P

(i,j)24 xij[ (�In), Eij] = 0 implies that  (�In) 2 Z(Tn1,...,nk
) for each

� 2 F. Consequently, the result holds with ⌧ the zero map on F.

Case 2: |F| = 3. Let 1  h  n be an integer and let (s, t) 2 4 with s 6= t. From

(4.1),

Ehh (�In)Est = EhhEst (�In) =) ahsEht = �hsEht (�In) (4.3)

where �ij is the Kronecker delta. Note that ahs = 0 for all (h, s), (s, t) 2 4 with h 6= s

and s 6= t. In particular, taking t = n yields ahs = 0 for each 1  s < n and (h, s) 2 4

with h 6= s. So

 (�In) =
nX

i=1

aiiEii +
n�1X

i=1

ainEin. (4.4)

On the other hand, when h = s = 1, for each integer 1 < t  n, we note from (4.3) and

(4.4) that

a11E1t = E1t (�In)

= E1t

✓ nX

i=1

aiiEii +
n�1X

i=1

ainEin

◆

=

8
>>><

>>>:

attE1t + atnE1n if 1 < t < n,

annE1n if t = n.

Then ain = 0 for each 1 < i < n, and aii = a11 for 1 < i  n. Hence  (�In) =

a11In + a1nE1n. When (n1, nk) = (1, 1), there exist maps ⌧, ⌘ : F ! F such that

 (�In) + ⌧(�)E1n = ⌘(�)In 2 Z(Tn1,...,nk
)
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for every � 2 F. By the additivity of  and the linear independence of E1n and In, it can

be shown that ⌧ and ⌘ are additive maps uniquely determined by  as required.

Consider now (n1, nk) 6= (1, 1). When n1 � 2, we have E21 2 Tn1,...,nk
. By virtue of

(4.1), we have [ (�In), E21] = 0 yields a1nE2n = 0 when n � 3, and a12E11�a12E22 = 0

when n = 2. In both cases, we obtain a1n = 0. Likewise, when nk � 2, we have

[ (�In), En,n�1] = 0 leads to a1n = 0. Then  (�In) 2 Z(Tn1,...,nk
) for each � 2 F.

Consequently, the result holds with ⌧ the zero map on F.

We now prove a result related to centralizing additive maps on rank two upper triangular

matrices of order three over the Galois field of two elements.

Lemma 4.2.4. Let F be the field with |F| = 2. If  : T3(F) ! T3(F) is a centralizing

additive map on rank two matrices and D = E12 + E23 2 T3(F), then the following hold.

(i) [ (I3), D + Eii] 2 Z(T3(F)) for i = 1, 2, 3.

(ii) [ (I3), D] + [ (Eii), Eii] 2 Z(T3(F)) for i = 1, 2, 3.

(iii) [ (Est + I3 + Eii), Est] + [ (Est), Eii] 2 Z(T3(F)) for all integers 1  s < t  3

and i = 1, 2, 3.

(iv) [ (D), Eij] + [ (Eij), D] 2 Z(T3(F)) for all integers 1  i < j  3.

Proof. (i) Let 1  i  3 be an integer and let Fii = I3 + Eii. Since Eii +D and Fii +D

are of rank two, it follows that [ (Eii +D), Eii +D], [ (Fii +D), Fii +D] 2 Z(T3(F)).

Note that

[ (I3), Eii +D] + [ (Eii +D), Eii +D]

= [ (Fii +D), Eii +D]

= [ (Fii +D), Fii +D]
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as [ (Fii +D), I3] = 0. Hence [ (I3), D + Eii] 2 Z(T3(F)) for i = 1, 2, 3.

(ii) Let 1  i  3 be an integer. Note that [ (Fii), Eii] = [ (Fii), Fii] 2 Z(T3(F))

since [ (Fii), I3] = 0 and Fii is of rank two. By (i), we obtain

[ (I3), D] + [ (Eii), Eii] + [ (Fii), Eii] = [ (I3), D + Eii] 2 Z(T3(F)).

Thus [ (I3), D] + [ (Eii), Eii] 2 Z(T3(F)) for i = 1, 2, 3.

(iii) Let 1  i  3 and 1  s < t  3 be integers. Since [ (Fii +Est), I3] = 0, we see

that

[ (Fii + Est), Fii + Est] = [ (Fii + Est), Eii + Est]

= [ (Fii + Est), Est] + [ (Fii), Eii] + [ (Est), Eii].

Since Fii + Est and Fii are of rank two, we have [ (Fii + Est), Fii + Est], [ (Fii), Eii] 2

Z(T3(F)). We thus obtain [ (Fii + Est), Est] + [ (Est), Eii] 2 Z(T3(F)) for all integers

1  s < t  3 and i = 1, 2, 3.

(iv) Let 1  i < j  3 be integers. Note that

[ (F11 +D + Eij), F11 +D + Eij]

= [ (F11 +D), F11 +D] + [ (F11 +D), Eij] + [ (Eij), F11 +D + Eij].

Since F11+D+Eij and F11+D are of rank two, it follows that [ (F11+D+Eij), F11+

D + Eij], [ (F11 +D), F11 +D] 2 Z(T3(F)). Then

64

Univ
ers

ity
 of

 M
ala

ya



[ (F11 +D), Eij] + [ (Eij), F11 +D + Eij] 2 Z(T3(F))

=) [ (F11), Eij] + [ (D), Eij] + [ (Eij), Eij] + [ (Eij), F11 +D] 2 Z(T3(F))

=) [ (F11 + Eij), Eij] + [ (D), Eij] + [ (Eij), E11] + [ (Eij), D] 2 Z(T3(F))

because [ (Eij), I3] = 0. By (iii), we see that [ (F11 + Eij), Eij] + [ (Eij), E11] 2

Z(T3(F)). It follows that [ (D), Eij] + [ (Eij), D] 2 Z(T3(F)) for all integers 1  i <

j  3.

The following result is a continuation of the previous lemma.

Lemma 4.2.5. Let F be the field with |F| = 2. Then  : T3(F) ! T3(F) is a centralizing

additive map on rank two matrices if and only if there exist a scalar � 2 F and a matrix

H 2 T3(F) such that

 (A) = �A+ tr(H t
A)I3

for every A 2 T3(F). Here, tr(A) denotes the trace of A.

Proof. Let  (I3) = (aij) 2 T3(F) and let D = E12 + E23 2 T3(F). By Lemma 4.2.4 (i),

we have [ (I3), D + E11] 2 Z(T3(F)). So

a11 = a12 + a22, a12 = a13 + a23 and a22 = a33. (4.5)

By [ (I3), D + E22] 2 Z(T3(F)), we see that

a12 = a23, a22 = a11 + a12 and a22 = a23 + a33. (4.6)

Solving the equations in (4.5) and (4.6) yields a12 = a13 = a23 = 0 and a11 = a22 = a33.

65

Univ
ers

ity
 of

 M
ala

ya



Then

 (I3) = ↵I3 (4.7)

for some ↵ 2 F.

For each integer 1  s  t  3, let  (Est) = (b(st)ij ) 2 T3(F) and let  (D) = (cij) 2

T3(F). Since [ (I3), D] = [↵I3, D] = 0 by (4.7), it follows from Lemma 4.2.4 (ii) that

[ (Eii), Eii] 2 Z(T3(F)) for i = 1, 2, 3. Then

b
(11)
12 = b

(11)
13 = 0, (4.8)

b
(22)
12 = b

(22)
23 = 0, (4.9)

b
(33)
13 = b

(33)
23 = 0, (4.10)

Since  (E11) +  (E22) +  (E33) =  (I3) = �I3, together with (4.8)-(4.10), we obtain

b
(11)
23 = b

(22)
13 = b

(33)
12 = 0, (4.11)

b
(11)
ii = b

(22)
ii = b

(33)
ii = ↵, (4.12)

for i = 1, 2, 3. In view of (4.8)-(4.11), we conclude that

 (Eii) = b
(ii)
11 E11 + b

(ii)
22 E22 + b

(ii)
33 E33 (4.13)
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for i = 1, 2, 3. By virtue of [ (D), D] 2 Z(T3(F)), we see that

c11 = c22 = c33 and c23 = c12. (4.14)

Let � = c12. By Lemma 4.2.4 (iv), [ (D), E12] + [ (E12), D] 2 Z(T3(F)), together with

(4.14), we obtain

b
(12)
11 = b

(12)
22 = b

(12)
33 and b

(12)
23 = b

(12)
12 + �. (4.15)

By Lemma 4.2.4 (iii), [ (E12 + I3 + E11), E12] + [ (E12), E11] 2 Z(T3(F)), together

with (4.7), (4.13) and (4.15), we have

b
(12)
12 = b

(11)
11 + b

(11)
22 and b

(12)
13 = b

(12)
23 . (4.16)

By [ (E12 + I3 + E22), E12] + [ (E12), E22] 2 Z(T3(F)), (4.7), (4.13) and (4.15), we

obtain

b
(12)
12 = b

(22)
11 + b

(22)
22 and b

(12)
23 = 0. (4.17)

It follows from (4.15) and (4.16) that b(12)12 = � and b
(12)
13 = 0. Then

 (E12) = ↵12I3 + �E12. (4.18)

where ↵12 = b
(12)
11 . Likewise, by [ (D), E23] + [ (E23), D] 2 Z(T3(F)) and (4.14), we

obtain

b
(23)
11 = b

(23)
22 = b

(23)
33 and b

(23)
23 = b

(23)
12 + �. (4.19)
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By [ (E23 + I3 + E11), E23] + [ (E23), E11] 2 Z(T3(F)), (4.7), (4.13) and (4.19), we

obtain b
(23)
12 = b

(23)
13 = 0 and b

(11)
33 = b

(11)
22 , and so b

(23)
23 = �. Then

 (E23) = ↵23I3 + �E23, (4.20)

where ↵23 = b
(23)
11 . Note that b(12)12 = b

(11)
11 + b

(11)
22 by (4.16). It follows from (4.13),

b
(11)
33 = b

(11)
22 and � = b

(12)
12 that

 (E11) = ↵11I3 + �E11, (4.21)

where ↵11 = b
(11)
22 . Similarly, by [ (D), E13] + [ (E13, D] 2 Z(T3(F)) and (4.14), we

obtain

b
(13)
11 = b

(13)
22 = b

(13)
33 and b

(13)
23 = b

(13)
12 . (4.22)

By [ (E13 + I3 + E11), E13] + [ (E13), E11] 2 Z(T3(F)), (4.7), (4.21) and (4.22), we

have b
(13)
12 = 0 and b

(13)
13 = �. Consequently,

 (E13) = ↵13I3 + �E13, (4.23)

where ↵13 = b
(13)
11 . Next, consider [ (E13 + I3 + E22), E13] + [ (E13), E22] 2 Z(T3(F)).

Together with (4.7), (4.13) and (4.23), we obtain b
(22)
11 = b

(22)
33 . By (4.17), we have

� = b
(22)
11 + b

(22)
22 . Then

 (E22) = ↵22I3 + �E22, (4.24)

where ↵22 = b
(22)
11 . In view of (4.12), we see that b(11)11 + b

(22)
11 + b

(33)
11 = b

(11)
22 + b

(22)
22 + b

(33)
22 .
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Since b
(11)
11 + b

(11)
22 = b

(22)
11 + b

(22)
22 by (4.16) and (4.17), we obtain b

(33)
11 = b

(33)
22 . By (4.12),

b
(11)
11 +b

(22)
11 +b

(33)
11 = b

(11)
33 +b

(22)
33 +b

(33)
33 and b(22)11 = b

(22)
33 imply that b(33)11 +b

(33)
33 = b

(11)
11 +b

(11)
33 .

Since b
(11)
33 = b

(11)
22 , we obtain b

(33)
11 + b

(33)
33 = �. It follows from (4.13) that

 (E33) = ↵33I3 + �E33, (4.25)

where ↵33 = b
(33)
11 . Let H = (↵ij) 2 T3(F). By virtue of (4.18), (4.20), (4.21), (4.23)-

(4.25), we obtain

 (A) =
X

1ij3

 (aijEij)

=

✓ X

1ij3

↵ijaij

◆
I3 + �A

= tr(H t
A)I3 + �A

for all A = (aij) 2 T3(F).

4.3 A characterization of centralizing additive maps on rank r block triangular
matrices

With the several technical lemmas developed in the previous section, we are now ready

to prove the main result of this dissertation.

Theorem 4.3.1. Let k, n1, . . . , nk be positive integers such that n1 + · · · + nk = n � 2

and let Tn1,...,nk
be a block triangular matrix algebra over a field F. Let 1 < r  n be a

fixed integer such that r 6= n when |F| = 2. Then  : Tn1,...,nk
! Tn1,...,nk

is a centralizing

additive map on rank r matrices if and only if there exist scalars �,↵ 2 F and an additive

map µ : Tn1,...,nk
! F such that

 (A) = �A+ µ(A)In + ↵(a11 + ann)E1n
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for every A = (aij) 2 Tn1,...,nk
, where ↵ 6= 0 only if r = n, n1 = nk = 1 and |F| = 3.

Proof. For sufficiency, we note that the additivity of  is obvious. We show that  is

centralizing on rank r matrices. When ↵ = 0, we have  (A) = �A + µ(A)In for A 2

Tn1,...,nk
. Then the result follows because [ (A), A] = 0 for all A 2 Tn1,...,nk

. Consider

now ↵ 6= 0. Then r = n, n1 = nk = 1 and |F| = 3. Let A = (aij) 2 Tn1,...,nk
be of rank

n. Since n1 = nk = 1, we must have a11, ann 6= 0 and E1nA� AE1n = (ann � a11)E1n.

Thus

[ (A), A] = ↵(a11 + ann)(E1nA� AE1n) = ↵(a11 + ann)(ann � a11)E1n.

Since |F| = 3, it follows that a11 + ann = 0 when a11 6= ann. Then [ (A), A] = 0 2

Z(Tn1,...,nk
) for all rank n matrices A 2 Tn1,...,nk

as claimed.

To show necessity, we consider the following two cases:

Case I: |F| = 2 and (k, n) = (3, 3). Thus r = 2 and Tn1,...,nk
= T3(F). The result

follows immediately from Lemma 4.2.5. Then there exist a scalar � 2 F and a matrix

H 2 T3(F) such that

 (A) = �A+ tr(H t
A)I3

for every A 2 T3(F) as required.

Case II: |F| � 2 and (k, n) 6= (3, 3) when |F| = 2. Recall that 4 = {(i, j) : Eij 2

Tn1,...,nk
}. Let A = (aij) 2 Tn1,...,nk

. By the bilinearity of [ · , · ], we obtain

[ (A), A] =
X

(i,j)24

[ (aijEij), aijEij] +
X

(i,j)6=(s,t)24

[ (aijEij), astEst] (4.26)
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To prove [ (A), A] 2 Z(Tn1,...,nk
), we only need to show that

[ (aijEij), aijEij] 2 Z(Tn1,...,nk
)

and

[ (aijEij), astEst] + [ (astEst), aijEij] 2 Z(Tn1,...,nk
)

for every pair of distinct indexes (i, j), (s, t) 2 4. We distinguish two subcases:

Subcase II-1: r = n. Then |F| � 3. Let ' : Tn1,...,nk
! Tn1,...,nk

be the map defined

by

'(A) =

8
>>><

>>>:

 (A)� ⌧(a11 + ann)E1n when n1 = nk = 1 and |F| = 3,

 (A) otherwise

(4.27)

for every A = (aij) 2 Tn1,...,nk
, where ⌧ : F ! F is the additive map uniquely determined

by  as described in Lemma 4.2.3. We claim that ' is a centralizing additive map

on rank n matrices such that '(Z(Tn1,...,nk
)) ✓ Z(Tn1,...,nk

). The result is clear when

(n1, nk) 6= (1, 1) or |F| > 3 by Lemma 4.2.3. Consider n1 = nk = 1 and |F| = 3. Let

A = (aij) 2 Tn1,...,nk
be of rank n. Then

['(A), A] = [ (A), A] + A⌧(a11 + ann)E1n � ⌧(a11 + ann)E1nA

= [ (A), A] + (a11 � ann)⌧(a11 + ann)E1n.

Since A is invertible and n1 = nk = 1, we have a11, ann 6= 0. If a11 6= ann, then

a11+ann = 0 by |F| = 3. Consequently, (a11�ann)⌧(a11+ann) = 0. Since [ (A), A] 2
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Z(Tn1,...,nk
), we have ['(A), A] 2 Z(Tn1,...,nk

) for every rank n matrices A 2 Tn1,...,nk
.

We next show that '(Z(Tn1,...,nk
)) ✓ Z(Tn1,...,nk

). Let X 2 Z(Tn1,...,nk
). It follows from

Lemma 3.2.3 that X = �In for some � 2 F. Since � + � = ��, we have '(X) =

 (�In)� ⌧(�+ �)E1n =  (�In) + ⌧(�)E1n 2 Z(Tn1,...,nk
) by Lemma 4.2.3. Hence ' is

a centralizing additive map on rank n matrices and '(Z(Tn1,...,nk
)) ✓ Z(Tn1,...,nk

).

Let A = (aij) 2 Tn1,...,nk
. We first show that for each (i, j) 2 4,

['(aijEij), aijEij] 2 Z(Tn1,...,nk
). (4.28)

Let (i, j) 2 4. The result is clear if aij = 0. Consider now aij 6= 0. Since |F| � 3,

there exists a nonzero a 2 F such that aijEij + aIn is of rank n. By virtue of '(aIn) 2

Z(Tn1,...,nk
) and ['(aijEij + aIn), aijEij + aIn], ['(aijEij + aIn), aIn] 2 Z(Tn1,...,nk

),

claim (4.28) is proved. We next claim that for each (i, j), (s, t) 2 4 with (i, j) 6= (s, t),

['(aijEij), astEst] + ['(astEst), aijEij] 2 Z(Tn1,...,nk
). (4.29)

When i 6= j or s 6= t or |F| > 3, there exists a nonzero b 2 F such that aijEij +

astEst+ bIn is of rank n. By ['(aijEij +astEst+ bIn), aijEij +astEst+ bIn], ['(aijEij +

astEst+bIn), bIn] 2 Z(Tn1,...,nk
), '(bIn) 2 Z(Tn1,...,nk

) and (4.28), claim (4.29) is proved.

Consider now i = j, s = t and |F| = 3. Then there exists a nonzero c 2 F such that

Eii + Ess + cIn is of rank n. Using the facts that ['(Eii + Ess + cIn), Eii + Ess + cIn],

['(Eii + Ess + cIn), cIn] 2 Z(Tn1,...,nk
), '(cIn) 2 Z(Tn1,...,nk

) and (4.28), we obtain

['(Eii), Ess] + ['(Ess), Eii] 2 Z(Tn1,...,nk
). (4.30)

Moreover, since ' is linear when |F| = 3, it follows from (4.30) and the bilinearity of

72

Univ
ers

ity
 of

 M
ala

ya



[ · , · ] that

['(aiiEii), assEss] + ['(assEss), aiiEii] = aiiass(['(Eii), Ess] + ['(Ess), Eii])

2 Z(Tn1,...,nk
).

Hence claim (4.29) is proved. By (4.28) and (4.29), together with the observation in (4.26),

we conclude that ['(A), A] 2 Z(Tn1,...,nk
) for every A 2 Tn1,...,nk

.

Subcase II-2: 1 < r < n. Then n � 3 and (k, n) 6= (3, 3) when |F| = 2. Let

A = (aij) 2 Tn1,...,nk
and let (i, j), (s, t) 2 4 be such that (i, j) 6= (s, t). Note that

aijEij + astEst 2 Tn1,...,nk
is of at most rank two. By Lemma 4.2.1, if aijEij + astEst

is nonzero, then it can be represented as a sum of three rank r matrices in Tn1,...,nk

among which the sum of any two is of rank r. Then [ (aijEij + astEst), aijEij +

astEst] 2 Z(Tn1,...,nk
) by Lemma 4.2.2. By a similar argument on aijEij and astEst,

we have [ (aijEij).aijEij], [ (astEst), astEst] 2 Z(Tn1,...,nk
). Then [ (aijEij), astEst] +

[ (astEst), aijEij] 2 Z(Tn1,...,nk
). It follows from (4.26) that [ (A), A] 2 Z(Tn1,...,nk

) for

every A 2 Tn1,...,nk
.

In view of (4.27) and Theorem 3.2.1, we see that there exist a scalar � 2 F and an

additive map µ : Tn1,...,nk
! F such that

 (A) = �A+ µ(A)In + ⌧(a11 + ann)E1n

for every A = (aij) 2 Tn1,...,nk
, where ⌧ = 0 when 1 < r < n or (n1, nk) 6= (1, 1) or

|F| > 3. Moreover, when |F| = 3, n1 = nk = 1 and r = n, the additivity of ⌧ yields ⌧ is

linear. Then either ⌧ = 0 or ⌧ is bijective. When ⌧ 6= 0, we have either ⌧ is the identity, or

⌧(0) = 0, ⌧(1) = �1 and ⌧(�1) = 1. We thus conclude that there exists a scalar ↵ 2 F

such that ⌧(x) = ↵x for every x 2 F. This completes the proof.

73

Univ
ers

ity
 of

 M
ala

ya



As an immediate consequence of Theorem 4.3.1, we obtain a classification of central-

izing additive map  : M ! M on rank r matrices, where M 2 {Mn(F), Tn(F)} and

1 < r  n is a fixed integer with r 6= n when |F| = 2.

When M = Mn(F), we have the following result.

Theorem 4.3.2. Let F be a field and let n � 2 be an integer. Let 1 < r  n be a fixed

integer such that r 6= n when |F| = 2. Then  : Mn(F) ! Mn(F) is a centralizing

additive map on rank r matrices if and only if there exist a scalar � 2 F and an additive

map µ : Mn(F) ! F such that

 (A) = �A+ µ(A)In

for every A 2 Mn(F).

When M = Tn(F), we obtain the following result.

Theorem 4.3.3. Let F be a field and let n � 2 be an integer. Let 1 < r  n be a fixed

integer such that r 6= n when |F| = 2. Then  : Tn(F) ! Tn(F) is a centralizing additive

map on rank r matrices if and only if there exist scalars �,↵ 2 F and an additive map

µ : Tn(F) ! F such that

 (A) = �A+ µ(A)In + ↵(a11 + ann)E1n

for every A = (aij) 2 Tn(F), where ↵ 6= 0 only if r = n and |F| = 3.
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CHAPTER 5: COMMUTING ADDITIVE MAPS ON RANK R UPPER
TRIANGULAR MATRICES

5.1 A brief overview

In this chapter, we will apply the characterization of centralizing additive maps on rank

r block triangular matrices and employ the most recent results (Chooi et al., 2019, 2020)

to give a complete description of commuting additive maps  : Tn(F) ! Tn(F) on rank

r � 2 upper triangular matrices over an arbitrary field. In Section 5.3 we continue our

study of commuting additive maps on rank one upper triangular matrices of orders two

and three.

5.2 A complete description of commuting additive maps on rank r � 2 upper
triangular matrices

We begin with the illustration of the most recent results by Chooi et al. (2019, 2020) in

the study of commuting additive maps on rank r upper triangular matrices

We will state without proof the following results related to commuting additive maps

on rank r upper triangular matrices.

Lemma 5.2.1. (Chooi et al., 2020, Theorem 1.1) Let 2  r  n be fixed integers and

let F be a field with |F| � 3. Let Tn(F) be the ring of n ⇥ n upper triangular matrices

over F with center Z(Tn(F)). Then  : Tn(F) ! Tn(F) is an additive map satisfying

A (A) =  (A)A for all rank r matrices A 2 Tn(F) if and only if there exist an additive

map µ : Tn(F) ! Z(Tn(F)), Z 2 Z(Tn(F)) and ↵ 2 F in which ↵ = 0 when |F| > 3 or

r < n such that

 (A) = ZA+ µ(A) + ↵(a11 + ann)E1n

for all A = (aij) 2 Tn(F).
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Lemma 5.2.2. (Chooi et al., 2019, Theorem 2.8) Let n � 4 be an integer. Then  :

Tn(F2) ! Tn(F2) is a commuting additive map on invertible matrices if and only if there

exist scalars �,↵, �1, �2 2 F2 and matrices H,K 2 Tn(F2) and X1, . . . , Xn 2 Tn(F2)

satisfying X1 + · · ·+Xn = 0 such that

 (A) = �A+ tr(H t
A)In + tr(Kt

A)E1n + ↵,�1,�2(A) +
nX

i=1

aiiXi

for all A = (aij) 2 Tn(F2), where ↵,�1,�2 : Tn(F2) ! Tn(F2) is the additive map defined

by

 ↵,�1,�2(A) = (↵a12 + �1(an�1,n + ann))E1,n�1 + (↵an�1,n + �2(a11 + a12))E2n

for all A = (aij) 2 Tn(F2).

Lemma 5.2.3. (Chooi et al., 2019, Theorem 2.9)  : T3(F2) ! T3(F2) is a commuting

additive map on invertible matrices if and only if there exist scalars �,↵, �, � 2 F2 and

matrices H,K 2 T3(F2) and X1, X2, X3 2 T3(F2) satisfying X1 + X2 + X3 = 0 such

that

 (A) = �A+ tr(H t
A)I3 + tr(Kt

A)E13 + ↵,�(A) + ��(A) +
3X

i=1

aiiXi

for all A = (aij) 2 T3(F), where  ↵,� : T3(F) ! T3(F) and �� : T3(F) ! T3(F) are the

additive maps defined by

 ↵,�(A) = (↵(a23 + a33))E12 + (�(a11 + a12))E23,

��(A) = �((a12 + a22)E22 + (a11 + a12 + a23 + a33)E33 + a13(E12 + E23))
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for all A = (aij) 2 T3(F).

Lemma 5.2.4. (Chooi et al., 2019, Theorem 2.10)  : T2(F2) ! T2(F2) is a commuting

additive map on invertible matrices if and only if there exist some scalars �1,�2 2 F2 and

matrices X1, X2 2 T2(F2) such that

 (A) = (a11 + a12)X1 + (a22 + a12)X2 + �1a12I2 + �2a12E12

for all A = (aij) 2 T2(F).

Using Lemmas 5.2.1, 5.2.2, 5.2.3, 5.2.4 and Theorem 4.3.3, we obtain a complete

description of commuting additive maps  : Tn(F) ! Tn(F) on rank r matrices over an

arbitrary field F, where 1 < r  n is a fixed integer.

Theorem 5.2.1. Let F be a field and let n � 2 be an integer. Let 1 < r  n be a fixed

integer. Then  : Tn(F) ! Tn(F) is a commuting additive map on rank r matrices if and

only if

• when r < n or |F| 6= 2, there exist scalars �,↵ 2 F and an additive map µ :

Tn(F) ! F such that

 (A) = �A+ µ(A)In + ↵(a11 + ann)E1n

for all A = (aij) 2 Tn(F), where ↵ 6= 0 only if r = n and |F| = 3,

• when r = n � 4 and |F| = 2, there exist scalars �,↵, �1, �2 2 F and matrices

H,K 2 Tn(F) and X1, . . . Xn 2 Tn(F) satisfying X1 + · · ·+Xn = 0 such that

 (A) = �A+ tr(H t
A)In + tr(Kt

A)E1n + ↵,�1,�2(A) +
nX

i=1

aiiXi
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for all A = (aij) 2 Tn(F), where  ↵,�1,�2 : Tn(F) ! Tn(F) is the additive map

defined by

 ↵,�1,�2(A) = (↵a12 + �1(an�1,n + ann))E1,n�1

+ (↵an�1,n + �2(a11 + a12))E2n

for all A = (aij) 2 Tn(F),

• when r = n = 3 and |F| = 2, there exist scalars �,↵, �, � 2 F and matrices

H,K 2 T3(F) and X1, X2, X3 2 T3(F) satisfying X1 +X2 +X3 = 0 such that

 (A) = �A+ tr(H t
A)I3 + tr(Kt

A)E13 + ↵,�(A) + ��(A) +
3X

i=1

aiiXi

for all A = (aij) 2 T3(F), where  ↵,� : T3(F) ! T3(F) and �� : T3(F) ! T3(F)

are the additive maps defined by

 ↵,�(A) = (↵(a23 + a33))E12 + (�(a11 + a12))E23,

��(A) = �((a12 + a22)E22 + (a11 + a12 + a23 + a33)E33 + a13(E12 +E23))

for all A = (aij) 2 T3(F), and

• when r = n = 2 and |F| = 2, there exist scalars �1,�2 2 F and matrices

X1, X2 2 T2(F) such that

 (A) = (a11 + a12)X1 + (a22 + a12)X2 + �1a12I2 + �2a12E12

for all A = (aij) 2 T2(F).
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5.3 A study of commuting additive maps on rank one upper triangular matrices
of orders two and three

In this section, we characterize commuting additive maps  : Tn(F) ! Tn(F) on rank

one upper triangular matrices for n = 2 and n = 3 respectively. As we will see in Theorem

5.3.2, the structure of commuting additive maps  : T3(F) ! T3(F) is rather complicated

and complex.

We begin with a result on commuting additive maps on rank one upper triangular

matrices of order two.

Theorem 5.3.1. Let F be a field. Then  : T2(F) ! T2(F) is a commuting additive

map on rank one matrices if and only if there exist a scalar � 2 F and an additive map

µ : T2(F) ! F such that

 (A) = �A+ µ(A)I2

for every A 2 T2(F).

Proof. For the sufficiency part, let A 2 T2(F), we see that

 (A)A = (�A+ µ(A)I2)A = �A
2 + µ(A)A = A(�A+ µ(A)I2) = A (A).

Hence the additive map  is commuting on T2(F), and so  is a commuting additive map

on rank one matrices in T2(F).

We now proceed to prove the necessity part. Since  is an additive map, it follows that

for each pair of integers 1  i  j  2, there exist additive maps fij, gij, hij : F ! F

such that

 (aEij) =


fij(a) hij(a)
0 gij(a)

�
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for all a 2 F. Since 0 = [ (aEij), aEij] =  (aEij)aEij � aEij(aEij) for all integers

1  i  j  2 and a 2 F, it follows that

f11(a)a 0

0 0

�
=  (aE11)aE11 = aE11 (aE11) =


af11(a) ah11(a)

0 0

�
,


0 f12(a)a
0 0

�
=  (aE12)aE12 = aE12 (aE12) =


0 ag12(a)
0 0

�
,


0 h22(a)a
0 g22(a)a

�
=  (aE22)aE22 = aE22 (aE22) =


0 0
0 ag22(a)

�

for all a 2 F. Therefore

g12 = f12 and h11 = h22 = 0. (5.1)

We next see that 0 = [ (aE11 + bE12), aE11 + bE12] =  (aE11 + bE12)(aE11 + bE12)�

(aE11 + bE12) (aE11 + bE12) for all a, b 2 F. By the additivity of  , together with (5.1),

we obtain


f11(a)a+ f12(b)a af11(a)b+ g12(b)b

0 0

�

=


af11(a) + af12(b) ah12(b) + bg11(a) + bg12(b)

0 0

�

for all a, b 2 F. We thus obtain

ah12(b) + b(g11(a)� f11(a)) = 0 (5.2)

for all a, b 2 F. Taking a = 1 in (5.2), we obtain

h12(b) = �b (5.3)

for all b 2 F, where � = f11(1)� g11(1). Setting b = 1 in (5.2), we obtain
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f11(a) = g11(a) + �a (5.4)

for all a 2 F. Likewise, considering [ (bE12 + aE22), bE12 + aE22] = 0 for all a, b 2 F,

together with the additivity of  , (5.1) and (5.3), we obtain


0 f12(b)b+ f22(a)b+ �ba

0 af12(b) + ag22(a)

�
=


0 bf12(b) + bg22(a)
0 f12(b)a+ g22(a)a

�

for all a, b 2 F. Then

g22(a) = f22(a) + �a (5.5)

for all a 2 F. Let µ : T2(F) ! F be the additive map defined by

µ(A) = g11(a11) + f12(a12) + f22(a22) (5.6)

for all A = (aij) 2 T2(F). By virtue of (5.1), (5.3), (5.4), (5.5), (5.6) and together with

the additivity of  , we obtain

 (A) =  (a11E11) +  (a12E12) +  (a22E22)

=


g11(a11) + �a11 0

0 g11(a11)

�
+


f12(a12) �a12

0 f12(a12)

�
+


f22(a22) 0

0 f22(a22) + �a22

�

=


�a11 �a12

0 �a22

�
+ (g11(a11) + f12(a12) + f22(a22))I2

= �A+ µ(A)I2

for every A = (aij) 2 T2(F) as desired.
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We now show the structure of commuting additive maps on rank one upper triangular

matrices of order three.

Theorem 5.3.2. Let F be a field. Then  : T3(F) ! T3(F) is a commuting additive map

on rank one matrices if and only if there exists scalar ✓,#, ⌧12, ⌧13, ⌧23 2 F and additive

maps µ : T3(F) ! F, � : F ! F such that

 (A) = µ(A)I3 +  ⌧12,⌧13,⌧23(A) +  ✓,#(A) +  �(A)

for all A = (aij) 2 T3(F). Here  ⌧12,⌧13,⌧23(A) is the linear map defined by

2

4
�a22⌧12 � a33⌧13 a12⌧12 a13⌧13

0 �a33⌧23 � a11⌧12 a23⌧23

0 0 �a11⌧13 � a22⌧23

3

5

for all A = (aij) 2 T3(F), and  ✓,#(A) is the linear map defined by

2

4
0 a33# �a23#� a12✓

0 0 a11✓

0 0 0

3

5

for all A = (aij) 2 T3(F), and  �(A) is the additive map defined by

2

4
0 0 �(a22)
0 0 0
0 0 0

3

5

for all A = (aij) 2 T3(F).

Proof. Firstly, we see that the additive map A ! µ(A)I3 is commuting on triangular

matrices A 2 T3(F). So it is a commuting additive map on rank one triangular matrices.

We now proceed to prove  ⌧12,⌧13,⌧23 , ✓,# and  � are, respectively, commuting additive

maps on rank one triangular matrices T3(F). Note that

82

Univ
ers

ity
 of

 M
ala

ya



 ⌧12,⌧13,⌧23(aEij) =

8
>>>>>>>>>>>>><

>>>>>>>>>>>>>:

�a⌧12E22 � a⌧13E33 when i = j = 1,

�a⌧12E11 � a⌧23E33 when i = j = 2,

�a⌧13E11 � a⌧23E22 when i = j = 3

a⌧ijEij when 1  i < j  3

(5.7)

for all a 2 F. By (5.7), we obtain

[ ⌧12,⌧13,⌧23(aEij), aEij] = 0 (5.8)

for all a 2 F and integers 1  i  j  3. Since [ ⌧12,⌧13,⌧23(aEij), bEik] = 0 =

[ ⌧12,⌧13,⌧23(bEik), aEij] for all a, b 2 F and integers 1  i  j, k  3 such that j 6= k,

and together with the additivity of  ⌧12,⌧13,⌧23 , the bilinearity of [ · , · ] and (5.8), it follows

that

[ ⌧12,⌧13,⌧23(aEij + bEik), aEij + bEik] = 0 (5.9)

for all a, b 2 F and integers 1  i  j, k  3 such that j 6= k. Also, since

[ ⌧12,⌧13,⌧23(aEij), bEkj] = 0 = [ ⌧12,⌧13,⌧23(bEkj), aEij] for all a, b 2 F and integers

1  i, k  j  3 such that i 6= k, and together with the additivity of  ⌧12,⌧13,⌧23 , the

bilinearity of [ · , · ] and (5.8), it follows that

[ ⌧12,⌧13,⌧23(aEij + bEkj), aEij + bEkj] = 0 (5.10)

for all a, b 2 F and integers 1  i, k  j  3 such that i 6= k. By the additivity of

 ⌧12,⌧13,⌧23 , the bilinearity of [ · , · ] and together with (5.9), we obtain
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[ ⌧12,⌧13,⌧23(aE11 + bE12 + cE13), aE11 + bE12 + cE13] = 0 (5.11)

for all a, b, c 2 F. By the additivity of  ⌧12,⌧13,⌧23 , the bilinearity of [ · , · ] and together

with (5.10), we obtain

[ ⌧12,⌧13,⌧23(aE33 + bE23 + cE13), aE33 + bE23 + cE13] = 0 (5.12)

for all a, b, c 2 F. By virtue of (5.8)-(5.12), it follows that  ⌧12,⌧13,⌧23 is a commuting

additive map on rank one triangular matrices T3(F). Next, we see that

 ✓,#(aEij) =

8
>>>>>>>>>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>>>>>>>>>:

a#E23 when (i, j) = (1, 1),

�a#E13 when (i, j) = (1, 2),

0 when (i, j) = (1, 3),

0 when (i, j) = (2, 2),

�a✓E13 when (i, j) = (2, 3),

a✓E12 when (i, j) = (3, 3),

(5.13)

for all a 2 F. By (5.13), we obtain

[ ✓,#(aEij), aEij] = 0 (5.14)

for all a 2 F and integers 1  i  j  3. Since [ ✓,#(aEij), bEik] = 0 = [ ✓,#(bEik), aEij]

for all a, b 2 F and integers 1  i  j, k  3 such that j 6= k, and together with the

additivity of  ✓,#, the bilinearity of [ · , · ] and (5.14), it follows that
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[ ✓,#(aEij + bEik), aEij + bEik] = 0 (5.15)

for all a, b 2 F and integers 1  i  j, k  3 such that j 6= k. Also, since

[ ✓,#(aEij), bEkj] = 0 = [ ✓,#(bEkj), aEij] for all a, b 2 F and integers 1  i, k  j  3

such that i 6= k, and together with the additivity of  ✓,#, the bilinearity of [ · , · ] and

(5.14), it follows that

[ ✓,#(aEij + bEkj), aEij + bEkj] = 0 (5.16)

for all a, b 2 F and integers 1  i, k  j  3 such that i 6= k. By the additivity of  ✓,#,

the bilinearity of [ · , · ] and together with (5.15), we obtain

[ ✓,#(aE11 + bE12 + cE13), aE11 + bE12 + cE13] = 0 (5.17)

for all a, b, c 2 F. By the additivity of  ✓,#, the bilinearity of [ · , · ] and together with

(5.16), we obtain

[ ✓,#(aE33 + bE23 + cE13), aE33 + bE23 + cE13] = 0 (5.18)

for all a, b, c 2 F. By virtue of (5.14)-(5.18), it follows that  ✓,# is a commuting additive

map on rank one triangular matrices T3(F). We also see that

 �(aEij) =

8
>>><

>>>:

�(a)E13 when (i, j) = (2, 2)

0 when (i, j) 6= (2, 2)

(5.19)

for all a 2 F and integers 1  i  j  3. By (5.19), we obtain
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[ �(aEij), aEij] = 0 (5.20)

for all a 2 F and integers 1  i  j  k. Since [ �(aEij), bEik] = 0 = [ �(bEik), aEij]

for all a, b 2 F and integers 1  i  j, k  3 such that j 6= k, and together with the

additivity of  �, the bilinearity of [ · , · ] and (5.20), it follows that

[ �(aEij + bEik), aEij + bEik] = 0 (5.21)

for all a, b 2 F and integers 1  i  j, k  3 such that j 6= k. Also, since

[ �(aEij), bEkj] = 0 = [ �(bEkj), aEij] for all a, b 2 F and integers 1  i, k  j  3

such that i 6= k, and together with the additivity of  �, the bilinearity of [ · , · ] and (5.20),

it follows that

[ �(aEij + bEik), aEij + bEik] = 0 (5.22)

for all a, b 2 F and integers 1  i, k  j  3 such that i 6= k. By the additivity of  �, the

bilinearity of [ · , · ] and together with (5.21), we obtain

[ �(aE11 + bE12 + cE13), aE11 + bE12 + cE13] = 0 (5.23)

for all a, b, c 2 F. By the additivity of  �, the bilinearity of [ · , · ] and together with

(5.21), we obtain

[ �(aE33 + bE23 + cE13), aE33 + bE23 + cE13] = 0 (5.24)

for all a, b, c 2 F. By (5.20)-(5.24), it follows that  � is a commuting additive map on

86

Univ
ers

ity
 of

 M
ala

ya



rank one triangular matrices T3(F). This proves the sufficiency part.

For the necessity part, since  is an additive map, it follows that for each pair of integers

1  i  j  3 and integers 1  s  t  3, there exist additive maps f (ij)
st (a)Est : F ! F

such that  (aEij) =
P

1st3 f
(ij)
st (a)Est for all a 2 F. We note that

 (aEij)(aEij) = aEij (aEij) (5.25)

for all a 2 F and integers 1  i  j  3. By (5.25), we have

E1k

X

1st3

f
(ij)
st (a)Est(aEij) = E1k(aEij)

X

1st3

f
(ij)
st (a)Est

for all a 2 F and integers 1  i, j, k  3 with i  j. Therefore

af
(ij)
ki (a)E1j =

8
>>><

>>>:

a
P3

t=j f
(ij)
jt (a)E1t when k = i,

0 when k 6= i

(5.26)

for all a 2 F and integers 1  k  i  j  3. Setting (i, j) = (1, 1) in (5.26), we obtain

k = 1 and so

af
(11)
11 (a)E11 = a(f (11)

11 (a)E11 + f
(11)
12 (a)E12 + f

(11)
13 (a)E13)

for all a 2 F. Hence we obtain

f
(11)
12 = f

(11)
13 = 0. (5.27)

Setting (i, j) = (2, 2) in (5.26), we obtain k = 1, 2 and so
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af
(22)
12 (a)E12 = 0 and af

(22)
22 (a)E12 = a(f (22)

22 (a)E12 + f
(22)
23 (a)E13)

for all a 2 F. Hence we obtain

f
(22)
12 = f

(22)
23 = 0. (5.28)

Setting (i, j) = (3, 3) in (5.26), we obtain k = 1, 2, 3 and so

af
(33)
13 (a)E13 = 0, af

(33)
23 (a)E13 = 0 and af

(33)
33 (a)E13 = af

(33)
33 (a)E13

for all a 2 F. Hence we obtain

f
(33)
13 = f

(33)
23 = 0 (5.29)

Setting (i, j) = (1, 2) in (5.26), we obtain k = 1 and so

af
(12)
11 (a)E12 = a(f (12)

22 (a)E12 + f
(12)
23 (a)E13)

for all a 2 F. Hence we obtain

f
(12)
11 = f

(12)
22 , (5.30)

f
(12)
23 = 0. (5.31)

Setting (i, j) = (1, 3) in (5.26), we obtain k = 1 and so

af
(13)
11 (a)E13 = af

(13)
33 (a)E13
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for all a 2 F. Hence we obtain

f
(13)
11 = f

(13)
33 . (5.32)

Setting (i, j) = (2, 3) in (5.26), we obtain k = 1, 2 and so

af
(23)
12 (a)E13 = 0 and af

(23)
22 (a)E13 = af

(23)
33 (a)E13

for all a 2 F. Hence we obtain

f
(23)
12 = 0, (5.33)

f
(23)
22 = f

(23)
33 . (5.34)

We also see that

 (aEij + bEil)(aEij + bEil) = (aEij + bEil) (aEij + bEil) (5.35)

for all a, b 2 F and integers 1  i  j, l  3. By the additivity of  and (5.35), we have

E1k

✓ X

1st3

f
(ij)
st (a)Est(bEil) +

X

1st3

f
(il)
st (b)Est(aEij)

◆

= E1k

✓
(aEij)

X

1st3

f
(il)
st (b)Est + (bEil)

X

1st3

f
(ij)
st (a)Est

◆
.

for all a, b 2 F and integers 1  i, j, l, k  3 with i  j, l. Therefore
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bf
(ij)
ki (a)E1l + af

(il)
ki (b)E1j

=

8
>>><

>>>:

a
P3

t=j f
(il)
jt (b)E1t + b

P3
t=l f

(ij)
lt (a)E1t when k = i,

0 when k 6= i

(5.36)

for all a, b 2 F and integers 1  k  i  j, l  3. Setting (i, j, l) = (1, 1, 2) in (5.36), we

obtain k = 1 and so

bf
(11)
11 (a)E12 + af

(12)
11 (b)E11

= a(f (12)
11 (b)E11 + f

(12)
12 (b)E12 + f

(12)
13 (b)E13) + b(f (11)

22 (a)E12 + f
(11)
23 (a)E13)

for all a, b 2 F. Hence we obtain

b(f (11)
11 (a)� f

(11)
22 (a)) = af

(12)
12 (b), (5.37)

af
(12)
13 (b) = �bf

(11)
23 (a) (5.38)

for all a, b 2 F. Taking a = 1 in (5.37) and (5.38), we obtain

f
(12)
12 (b) = b⌧12, (5.39)

f
(12)
13 (b) = �b✓ (5.40)

for all b 2 F, where ⌧12 = f
(11)
11 (1) � f

(11)
22 (1) and ✓ = f

(11)
23 (1). Taking b = 1 in (5.37)

and (5.38), and together with (5.39) and (5.40) respectively, we obtain
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f
(11)
11 (a) = f

(11)
22 (a) + a⌧12, (5.41)

f
(11)
23 (a) = a✓ (5.42)

for all a 2 F. Setting (i, j, l) = (1, 1, 3) in (5.36), we obtain k = 1 and so

bf
(11)
11 (a)E13 + af

(13)
11 (b)E11

= a(f (13)
11 (b)E11 + f

(13)
12 (b)E12 + f

(13)
13 (b)E13) + bf

(11)
33 (a)E13

for all a, b 2 F. Hence we obtain

b(f (11)
11 (a)� f

(11)
33 (a)) = af

(13)
13 (b) (5.43)

for all a, b 2 F, and

f
(13)
12 = 0. (5.44)

Taking a = 1 in (5.43), we obtain

f
(13)
13 (b) = b⌧13 (5.45)

for all b 2 F, where ⌧13 = f
(11)
11 (1)� f

(11)
33 (1). Taking b = 1 in (5.43) and together with

(5.45), we obtain

f
(11)
11 (a) = f

(11)
33 (a)) + a⌧13 (5.46)
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for all a 2 F. Setting (i, j, l) = (1, 2, 3) in (5.36), we obtain k = 1 and so

bf
(12)
11 (a)E13 + af

(13)
11 (b)E12 = a(f (13)

22 (b)E12 + f
(13)
23 (b)E13) + bf

(12)
33 (a)E13

for all a, b 2 F. Hence we obtain

b(f (12)
11 (a)� f

(12)
33 (a)) = af

(13)
23 (b) (5.47)

for all a, b 2 F, and

f
(13)
11 = f

(13)
22 . (5.48)

Setting (i, j, l) = (2, 2, 3) in (5.36), we obtain k = 1, 2 and so

bf
(22)
12 (a)E13 + af

(23)
12 (a)E12 = 0

and

bf
(22)
22 (a)E13 + af

(23)
22 (b)E12 = a(f (23)

22 (b)E12 + f
(23)
23 (b)E13) + bf

(22)
33 (a)E13

for all a, b 2 F. Hence we obtain

b(f (22)
22 (a)� f

(22)
33 (a)) = af

(23)
23 (b) (5.49)

for all a, b 2 F, and

f
(22)
12 = f

(23)
12 = 0. (5.50)
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Taking a = 1 in (5.49), we obtain

f
(23)
23 (b) = b⌧23 (5.51)

for all b 2 F, where ⌧23 = f
(22)
22 (1)� f

(22)
33 (1). Taking b = 1 in (5.42) and together with

(5.47), we obtain

f
(22)
22 (a) = f

(22)
33 (a) + a⌧23 (5.52)

for all a 2 F. We see that

 (aEij + bElj)(aEij + bElj) = (aEij + bElj) (aEij + bElj) (5.53)

for all a, b 2 F and integers 1  i, l  j  3. By the additivity of  and (5.44), we obtain

✓ X

1st3

f
(ij)
st (a)Est(bElj) +

X

1st3

f
(lj)
st (b)Est(aEij)

◆
Ek3

=

✓
(aEij)

X

1st3

f
(lj)
st (b)Est + (bElj)

X

1st3

f
(ij)
st (a)Est

◆
Ek3.

for all a, b 2 F and integers 1  i, l, j, k  3 with i, l  j. Therefore

af
(lj)
jk (b)Ei3 + bf

(ij)
jk (a)El3

=

8
>>><

>>>:

b
Pl

s=1 f
(ij)
sl (a)Es3 + a

Pi
s=1 f

(lj)
si (b)Es3 when k = j,

0 when k 6= j

(5.54)

for all a, b 2 F and integers 1  i, l  j  k  3. Setting (j, i, l) = (2, 1, 2) in (5.54), we

obtain k = 2, 3 and so
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af
(22)
22 (b)E13 + bf

(12)
22 (a)E23 = b(f (12)

12 (a)E13 + f
(12)
22 (a)E23) + af

(22)
11 (b)E13

and

af
(22)
23 (b)E13 + bf

(12)
23 (a) = 0

for all a, b 2 F. Hence we obtain

a(f (22)
22 (b)� f

(22)
11 (b)) = bf

(12)
12 (a) (5.55)

for all a, b 2 F and so

f
(22)
23 = f

(12)
23 = 0. (5.56)

Taking a = 1 in (5.55) and by (5.39), we obtain

f
(22)
22 (b) = f

(22)
11 (b) + b⌧12 (5.57)

for all b 2 F. Setting (j, i, l) = (3, 1, 2) in (5.54), we obtain k = 3 and so

af
(23)
33 (b)E13 + bf

(13)
33 (a)E23 = b(f (13)

12 (a)E13 + f
(13)
22 (a)E23) + af

(23)
11 (b)E13

for all ab 2 F. Hence we obtain

a(f (23)
33 (b)� f

(23)
11 (b)) = bf

(13)
12 (a) (5.58)

for all a, b 2 F and so
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f
(13)
33 = f

(13)
22 . (5.59)

In view of (5.44) and (5.58), we obtain

f
(23)
33 = f

(23)
11 (5.60)

Setting (j, i, l) = (3, 1, 3) in (5.54), we obtain k = 3 and so

af
(33)
33 (b)E13 + bf

(13)
33 (a)E33

= b(f (13)
13 (a)E13 + f

(13)
23 (a)E23 + f

(13)
33 (a)E33) + af

(33)
11 (b)E13

for all a, b 2 F. Hence we obtain

a(f (33)
33 (b)� f

(33)
11 (b)) = bf

(13)
13 (a) (5.61)

for all a, b 2 F, and

f
(13)
23 = 0. (5.62)

In view of (5.47) and (5.62), we obtain

f
(12)
11 = f

(12)
33 . (5.63)

Taking a = 1 in (5.61) and together with (5.45), we obtain

f
(33)
33 (b) = f

(33)
11 (b) + b⌧13 (5.64)
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for all a 2 F. Setting (j, i, l) = (3, 2, 3) in (5.54), we obtain k = 3 and so

af
(33)
33 (b)E23 + bf

(23)
33 (a)E33

= b(f (23)
13 (a)E13 + f

(23)
23 (a)E23 + f

(23)
33 (a)E33) + a(f (33)

12 (b)E13 + f
(33)
22 (b)E23)

for all a, b 2 F. Hence we obtain

a(f (33)
33 (b)� f

(33)
22 (b)) = bf

(23)
23 (a), (5.65)

bf
(23)
13 (a) = �af

(33)
12 (b) (5.66)

for all a, b 2 F. Taking b = 1 in (5.66), we obtain

f
(23)
13 (a) = �a# (5.67)

for all a 2 F, where # = f
(33)
12 (1). Taking a = 1 in (5.66) and by (5.67), we obtain

f
(33)
12 (b) = b# (5.68)

for all b 2 F. Taking a = 1 in (5.66) and together with (5.51), we obtain

f
(33)
33 (b) = f

(33)
22 (b) + b⌧23 (5.69)

for all b 2 F. We next see that
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 (aE11 + bE12 + cE13)(aE11 + bE12 + cE13)

= (aE11 + bE12 + cE13) (aE11 + bE12 + cE13) (5.70)

for all a, b, c 2 F. By the additivity of  and (5.70), we have

E11

✓ X

1st3

f
(11)
st (a)Est(bE12) +

X

1st3

f
(11)
st (a)Est(cE13)

+
X

1st3

f
(12)
st (b)Est(aE11) +

X

1st3

f
(12)
st (b)Est(cE13)

+
X

1st3

f
(13)
st (c)Est(aE11) +

X

1st3

f
(13)
st (c)Est(bE12)

◆

=

E11

✓
(bE12)

X

1st3

f
(13)
st (c)Est + (aE11)

X

1st3

f
(13)
st (c)Est

+ (cE13)
X

1st3

f
(12)
st (b)Est + (aE11)

X

1st3

f
(12)
st (b)Est

+ (cE13)
X

1st3

f
(11)
st (a)Est + (bE12)

X

1st3

f
(11)
st (a)Est

◆

for all a, b, c 2 F. Therefore

bf
(11)
11 (a)E12 + cf

(11)
11 (a)E13 + af

(12)
11 (b)E11

+ cf
(12)
11 (b)E13 + af

(13)
11 (c)E11 + bf

(13)
11 (c)E12

=

b

3X

t=2

f
(13)
2t (c)E1t + a

3X

t=1

f
(13)
1t (c)E1t + c

3X

t=3

f
(12)
3t (b)E1t

+ a

3X

t=1

f
(12)
1t (b)E1t + c

3X

t=3

f
(11)
3t (a)E1t + b

3X

t=2

f
(11)
2t (a)E1t

for all a, b, c 2 F, and so

97

Univ
ers

ity
 of

 M
ala

ya



c(f (11)
11 (a) + f

(12)
11 (b)� f

(12)
33 (b)� f

(11)
33 (a))

= a(f (13)
13 (c) + f

(12)
13 (b)) + b(f (13)

23 (c) + f
(11)
23 (a)) (5.71)

for all a, b, c 2 F. By (5.40), (5.42), (5.45), (5.46), (5.62) and (5.71), we obtain

f
(12)
11 = f

(12)
33 . (5.72)

We then see that

 (aE13 + bE23 + cE33)(aE13 + bE23 + cE33)

= (aE13 + bE23 + cE33) (aE13 + bE23 + cE33) (5.73)

for all a, b, c 2 F. By the additivity of  and (5.73), we have

✓ X

1st3

f
(13)
st (a)Est(bE23) +

X

1st3

f
(13)
st (a)Est(cE33)

+
X

1st3

f
(23)
st (b)Est(aE13) +

X

1st3

f
(23)
st (b)Est(cE33)

+
X

1st3

f
(33)
st (c)Est(aE13) +

X

1st3

f
(33)
st (c)Est(bE23)

◆
E33

=
✓
(bE23)

X

1st3

f
(33)
st (c)Est + (aE13)

X

1st3

f
(33)
st (c)Est

+ (cE33)
X

1st3

f
(23)
st (b)Est + (aE13)

X

1st3

f
(23)
st (b)Est

+ (cE33)
X

1st3

f
(13)
st (a)Est + (bE23)

X

1st3

f
(13)
st (a)Est

◆
E33

for all a, b, c 2 F. Therefore
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bf
(13)
33 (a)E23 + cf

(13)
33 (a)E33 + af

(23)
33 (b)E13

+ cf
(23)
33 (b)E33 + af

(33)
33 (c)E13 + bf

(33)
33 (c)E23

=

b

2X

s=1

f
(13)
s2 (a)Es3 + c

3X

s=1

f
(13)
s3 (a)Es3 + a

1X

s=1

f
(23)
s1 (b)Es3

+ c

3X

s=1

f
(23)
s3 (b)Es3 + a

1X

s=1

f
(33)
s1 (c)Es3 + b

2X

s=1

f
(33)
s2 (c)Es3

for all a, b, c 2 F, and so

a(f (23)
33 (b) + f

(33)
33 (c)� f

(23)
11 (b)� f

(33)
11 (c))

= b(f (13)
12 (a) + f

(33)
12 (c)) + c(f (13)

13 (a) + f
(23)
13 (b)) (5.74)

for all a, b, c 2 F. By (5.44), (5.45), (5.64), (5.67), (5.68) and (5.74), we obtain

f
(23)
33 = f

(23)
11 . (5.75)

Solving equations (5.37), (5.39), (5.43) and (5.45), we obtain

a(⌧12 � ⌧13) = f
(11)
33 (a)� f

(11)
22 (a) (5.76)

for all a 2 F. Solving equations (5.37), (5.39), (5.43) and (5.45), we obtain

b(⌧12 � ⌧23) = f
(22)
33 (b)� f

(22)
11 (b) (5.77)

for all b 2 F. Solving equations (5.45), (5.51), (5.61) and (5.65), we obtain

c(⌧13 � ⌧23) = f
(33)
22 (c)� f

(33)
11 (c) (5.78)
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for all c 2 F. By (5.77), (5.78), together with (5.52) and (5.69), it follows that

f
(22)
11 (b) + f

(33)
11 (c) = �b⌧12 � c⌧13 + f

(22)
22 (b) + f

(33)
33 (c) (5.79)

for all b, c 2 F. By (5.76), (5.78), together with (5.46) and (5.64), it follows that

f
(11)
22 (a) + f

(33)
22 (c) = �a⌧12 � c⌧23 + f

(11)
11 (a) + f

(33)
33 (c) (5.80)

for all a, c 2 F. By (5.76), (5.77), together with (5.41) and (5.57), it follows that

f
(11)
33 (a) + f

(22)
33 (b) = �a⌧13 � b⌧23 + f

(11)
11 (a) + f

(22)
22 (b) (5.81)

for all a, b 2 F. Let µ : T3(F) ! F be the additive map defined by

µ(A) = f
(11)
11 (a11) + f

(12)
11 (a12) + f

(13)
11 (a13) + f

(22)
22 (a22)

+ f
(23)
11 (a23) + f

(33)
33 (a33) (5.82)

for all A = (aij) 2 T3(F). Let  ⌧12,⌧13,⌧23 , ✓,#(A) : T3(F) ! T3(F) be the linear maps

defined by

 ⌧12,⌧13,⌧23(A)

=

2

4
�a22⌧12 � a33⌧13 a12⌧12 a13⌧13

0 �a33⌧23 � a11⌧12 a23⌧23

0 0 �a11⌧13 � a22⌧23

3

5 (5.83)

and

 ✓,#(A) =

2

4
0 a33# �a23#� a12✓

0 0 a11✓

0 0 0

3

5 (5.84)
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for all A = (aij) 2 T3(F) and for some scalars ✓,#, ⌧12, ⌧13, ⌧23 2 F. Let  �(A) :

T3(F) ! T3(F) be the additive map defined by

 �(A) =

2

4
0 0 f

(22)
13 (a22)

0 0 0
0 0 0

3

5 (5.85)

for all A = (aij) 2 T3(F). By virtue of (5.27)-(5.34), (5.39), (5.40), (5.42), (5.44), (5.45),

(5.48), (5.45), (5.50), (5.51), (5.56), (5.59), (5.60), (5.62), (5.63), (5.67), (5.68), (5.72),

(5.75), (5.79)-(5.85) and together with the additivity of  , we obtain

 (A) =  (a11E11) +  (a12E12) +  (a13E13) +  (a22E22) +  (a23E23)

+  (a33E33)

=

2

64
f
(11)
11 (a11) 0 0

0 f
(22)
22 (a22) 0

0 0 f
(33)
33 (a33)

3

75+

2

64
f
(22)
11 (a22) + f

(33)
11 (a33) f

(12)
12 (a12) f

(13)
13 (a13)

0 f
(11)
22 (a11) + f

(33)
22 (a33) f

(23)
23 (a23)

0 0 f
(11)
33 (a11) + f

(22)
33 (a22)

3

75

+

2

4
0 f

(33)
12 (a33) f

(12)
13 (a12) + f

(23)
13 (a23)

0 0 f
(11)
23 (a11)

0 0 0

3

5+

2

4
0 0 f

(22)
13 (a22)

0 0 0
0 0 0

3

5

+ (f (12)
11 (a12) + f

(13)
11 (a13) + f

(23)
11 (a23))I3

=

2

4
�a22⌧12 � a33⌧13 a12⌧12 a13⌧13

0 �a33⌧23 � a11⌧12 a23⌧23

0 0 �a11⌧13 � a22⌧23

3

5+

2

4
0 a33# �a23#� a12✓

0 0 a11✓

0 0 0

3

5+

2

4
0 0 f

(22)
13 (a22)

0 0 0
0 0 0

3

5+ µ(A)I3

= µ(A)I3 +  ⌧12,⌧13,⌧23(A) +  ✓,#(A) +  �(A)

for every A = (aij) 2 T3(F) as desired.
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CHAPTER 6: CONCLUSION

6.1 A brief overview

This final chapter briefly discusses the main findings of this research. Some open

problems related to the study of this dissertation are also listed for future study.

6.2 Summary

In summary, this research explored centralizing (commuting) additive maps on some

matrix rings. We first studied centralizing additive maps on block triangular matrices over

an arbitrary field and showed its characterization, see Theorem 3.2.1. We extended this

result by characterizing centralizing additive maps on rank r block triangular matrices

over an arbitrary field, see Theorem 4.3.1. Consequently, we also obtained a classification

of centralizing additive maps on rank r square matrices and centralizing additive maps on

rank r upper triangular matrices, see Theorem 4.3.2 and Theorem 4.3.3.

Next, we explored commuting additive maps on rank r upper triangular matrices over

an arbitrary field. By (Chooi et al., 2020, Theorem 1.1), (Chooi et al., 2019, Theorems 2.8,

2.9, 2.10) and together with our main result, i.e. Theorem 4.3.1, we obtained a complete

structural characterization of commuting additive maps  : Tn(F) ! Tn(F) on rank r

matrices over an arbitrary field F, where 2  r  n is a fixed integer, see Theorem 5.2.1.

At the end of this dissertation, we continued studying on commuting additive maps on

rank one upper triangular matrices over an arbitrary field as it was not covered in Theorem

5.2.1. We managed to show the characterization on commuting additive maps on rank

one upper triangular matrices of order two and three. We must highlight that the structure

of commuting additive map on rank one upper triangular matrices is rather complex and

complicated.
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6.3 Some open problems

We end this chapter with some open problems related to the study of this dissertation.

1. Determine the structure of centralizing additive maps on invertible block triangular

matrices over the Galois field of two elements.

2. Determine the structure of centralizing additive maps on rank one block triangular

matrices over fields.

3. Determine the structure of centralizing additive maps on rank one block triangular

matrices over division rings.
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