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SPEECH FEATURES ANALYSIS OF THE JOINT SPEECH SEPARATION AND 

AUTOMATIC SPEECH RECOGNITION MODEL 

  ABSTRACT 

Speech recognition of target speakers from a mixture of voiced noises from interfering 

speakers in a single channel is a complex task. This is because the speech signal pattern of 

both the target and interfering speakers are similar and can be challenging to distinguish from 

one another. If the target speaker’s speech can be correctly identified, such a system can be 

used in interviews, courtrooms, transcribing video subtitles, etc. During conversations 

between multiple speakers, it is common for the voices to overlap. In such cases, it is 

important to separate the speech of the target speaker based on one single audio signal. To 

date, ASR models are good at recognizing lexical data in white/background noises though 

they are unable to perform well with other voiced noises. Recently a joint speech separation 

and ASR model was proposed that can handle both the task of speech separation and 

recognition into one component in an end-to-end fashion. Two key factors affecting the 

accuracy of ASR models are the type of features used to build the model and the signal-to-

noise ratio (SNR) of the target signal. This research compares different features to find the 

optimum features for the joint speech separation and ASR model at different SNR levels. Ten 

features that were previously used in speech separation of voiced noise have been used to test 

the accuracy of the model at SNR levels -10, -5, 0, 5, +5 (dB). The experiment evaluates the 

Word Error Rate (WER) of Speech separation and ASR separately within the joint speech 

separation and ASR model. Ten features that were used for speech separation in previous 

studies were evaluated, which are STFT, LOG-POW, LOG-MEL, LOG-MAG, GF, GFCC, 

MFCC, PNCC, RASTA-PLP (Relative Spectral - Perceptual Predictive), and AMS. At SNR 
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level -10, GF and GFCC was found to have the lowest WER. For SNR levels -5, 0, 5, 10 the 

lowest WER was achieved by GF, PNCC, STFT, and GF. 

Keywords: Speech Separation, Automatic Speech Recognition, Acoustic Model, Signal-to-

Noise Ratio, Word Error Rate 
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ANALISIS CIRI-CIRI PERTUTURAN BAGI MODEL BERSAMA PEMISAHAN 

UCAPAN DAN PENGECAMAN PERTUTURAN AUTOMATIK 
 

ABSTRAK 

Pengecaman pertuturan oleh pengguna sasaran dari campuran beberapa suara yang 

menyebabkan gangguan dalam satu saluran adalah tugas yang amat kompleks. Ini kerana, 

corak isyarat pertuturan pengguna sasaran dan isyarat gangguan mempunyai ciri-ciri suara 

yang hampir serupa dan amat mencabar untuk membezakan satu sama lain. Sekiranya ucapan 

penutur sasaran dapat dikenal pasti dengan tepat, sistem seperti ASR dapat digunakan dalam 

wawancara, ruang sidang, menyalin sari kata video, dan lain-lain. Semasa perbualan antara 

beberapa orang, adalah perkara biasa bagi suara untuk bertindih. Dalam kes sedemikian, 

adalah penting untuk memisahkan ucapan penutur sasaran berdasarkan satu isyarat audio 

tunggal. Sehingga kini, sistem ASR mampu mengenali data leksikal dalam gangguan suara 

putih / latar belakang walaupun tidak dapat berfungsi dengan baik dengan jenis—jenis 

gangguan suara yang lain. Baru-baru ini, model pemisahan pertuturan (SS) bersama dan 

model ASR telah dicadangkan bagi membolehkan pemisahan ucapan dan pengecaman tugas 

menjadi satu komponen secara hujung-ke-hujung. Dua faktor utama yang mempengaruhi 

ketepatan sistem ASR adalah jenis ciri suara yang digunakan untuk membina model dan 

nisbah isyarat-ke-bunyi (SNR) dari isyarat sasaran. Penyelidikan ini membandingkan teknik 

pengekstrakan ciri-ciri yang berbeza untuk mencari ciri-ciri optimum bagi pemisahan 

pertuturan gabungan dan model ASR pada tahap SNR yang berbeza. Sepuluh jenis ciri-ciri 

yang sebelum ini pernah digunakan dalam kajian sebelum ini telah digunakan untuk menguji 

ketepatan model pada tahap SNR -10, -5, 0, 5, +5 (dB). Keupayaan ciri-ciritersebut diukur 

dengan menilai Kadar Kesalahan Kata (WER) pemisah pertuturan dan ASR secara 
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berasingan, dan secara bersama. Sepuluh ciri-ciri yang digunakan untuk pemisahan 

pertuturan dalam kajian ini adalah STFT, LOG-POW, LOG-MEL, LOG-MAG, GF, GFCC, 

MFCC, PNCC, RASTA-PLP, dan AMS. Pada tahap SNR -10, GF dan GFCC didapati 

mempunyai WER yang terendah. Untuk tahap SNR -5,0,5,10 WER terendah dicapai oleh 

GF, PNCC, STFT, dan GF. 

 

Keywords: Pemisahan Pertuturan, Pengecaman Pertuturan Automatik, Model Akustik, 

Nisbah Isyarat-ke-Bising, Kadar Kesalahan Kata 
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CHAPTER 1 :  INTRODUCTION 

 

The approaches to building an automatic speech recognition system (ASR) have changed 

over the last decade. An ASR transforms audio signals to lexical or any other recognizable 

formats. Even though the precision of these systems has improved, it is far from measuring 

up to the capability of a human. Despite the lack of accuracy, ASR models are used frequently 

in automated typing, transcriptions, commands, etc. People with hearing losses are heavily 

dependent on the accuracy of this form of technology.  

ASRs can be classified as human-computer interaction (HCI) tool, and the close competitors 

are keyboards (buttons), touch screens (touch), and even gesture recognizers. The later 

mentioned, buttons and touch system have done surprisingly well with regards to the 

accuracy. As such, ASR models need to perform equally well. The key factor that affects the 

accuracy of ASRs is the quality of the input audio signal. Separating the target speech from 

its noise is difficult; one that is still not perfect. 

The process of separating the target signal from the noisy signal to achieve a lower word 

error rate (WER) for increased accuracy of an ASR model is called speech separation or 

speech segregation. Noises in the audio signal can originate from constant background 

noises, sudden sound bursts from horns, or even voices from other speakers. Noises can be 

classified as speech or non-speech. Technologies such as Mel-frequency cepstral coefficients 

MFCC, Ideal Binary Mask (IBM), Target Binary Mask (TMB) have made incredible 

breakthroughs in reducing non-speech noises. However, speech separation of signals tainted 

with other speech noise (voices) is a more challenging problem.  
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Deep Neural Networks (DNN) is one of the key technologies used to create robust and 

efficient ASR models. The recent trends consider speech separation as a supervised learning 

problem rather than a signal processing problem. Here, DNNs are heavily used to improve 

the accuracy of the system. 

In real-life communication such as during conferences, meetings, interviews, or even in 

courtrooms, the audio signal of a speaker is tainted with voices from other speakers. It is 

common for the voices to overlap during conversations between the multiple target speakers. 

In such cases, it is important to separate the speech from both the target speakers from one 

single audio signal. This research looks closely into speech separation as a supervised 

learning problem using DNNs to create an ASR that is equipped to handle the (speech-noise 

based) speech separation. 

 Background 

•  The types of speech Separation and ASR environments (monaural vs. array-based) 

There are two major types of speech separation and ASR models; namely monaural and 

array-based. These indicate the number of channels (microphone) used to record/train/test 

the two models. Monaural means only one channel (microphone) is used while in array-based 

multiple microphones placed at different strategic places to record the sounds. Monaural is 

more commonly used such as when talking over the mobile. Array-based setup is usually 

used in studios and stages where the source of the sound can be determined (for example on 

the stage). In such case, the microphones can be placed strategically around the user to get 

the best inputs.  This research will focus on only monaural conditions as it is more pervasive 

in real-life scenarios.  
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•  The type of environments where speech Separation or ASR is used 

Speech Separation (SS) and ASR models can be developed for many environmental 

conditions to suit the needs of different applications. These systems can work in noisy or 

clean conditions. Some systems have more specificity by limiting the type of noise and its 

intensity level. Noises can be classified as voiced and non-voiced noise. Voiced noise is 

considered the noise coming from the speech of other people while unvoiced noise could be 

from any other sources. Non-voiced noise can be interfering noises coming from cars, bells, 

animals, etc. 

•  The types of users of Speech Separation or ASR 

Speech Separation (SS) and ASR models can be for specific user or users. The two major 

types are speaker-dependent and independent. In speaker-dependent systems, the SS or ASR 

is only used by one person. If the system needs to handle voiced noise, then both the target 

speaker and all the interfering speakers need to be known. Speaker-independent systems are 

the most flexible and can be used by any user where neither the target speaker nor the 

interfering speaker must be known. Speech Separation had more success in separating 

speaker-dependent and target speaker-dependent systems. In speaker-independent systems, 

there is no way to identify the interfering speaker from the target speaker since the model of 

the system was modeled to recognize all the voices. This research will focus on speaker-

dependent systems.  

1.1.1  Automatic Speech Recognition (ASR) 

Automatic speech recognition systems convert speech signals to lexical data. The speech 

signal is split into frames and features are extracted like the SS. These features are fed into a 
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trained model to predict the mono-phone or triphones of each of the frames. A phoneme is 

one of the units of sound that distinguish one word from another in a language. When each 

frame is labeled as one phoneme then it is known as a mono-phone. In the case of the 

triphone, each frame is labeled as a tuple of three phonemes. The extra two phones are the 

immediately preceding and succeeding phonemes. 

The machine learning models that have worked well in the past are the Support Vector 

Machine (SVM) and Gaussian Mixture Model (GMM,) which were used to predict the 

weight of the Hidden Markov models. With the recent advance of Deep Neural Network 

(DNN), a new generation of machine learning techniques is used for speech recognition. 

The performance of the ASR depends on the noise and quality of the sound. As the input 

speech signal becomes increasingly noisy, the efficiency of the ASR model decreases (Zhang 

and Wang 2016; Wang et al. 2016). The initial attempt to counter this problem was to use 

noisy data while training the ASR models.  Rajnoha (2014) demonstrated an increase in the 

accuracy in ASR with technique. However, training the model with too much noisy data will 

result in its ability to recognize clean speech to decrease. Therefore, training the DNN using 

noisy data has to be limited. Similar approaches were taken by Tu  (2014;2016) to train the 

DNN. 

1.1.2 Speech Separation 

The goal of a speech Separation is to separate the clean speech signal from the noisy signal. 

Separating the speech of one speaker from a mixture of voices (voiced noise) is known as 

speaker separation (DeLiang Wang, 2017). There are broadly two groups of SS systems 

based on their training targets. A training target dictates what a model should learn and what 

its final output will be. Mapping-based SS uses the clean speech features as their training 
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targets (i.e. the model learns to map the noisy speech features to clean speech features 

directly). Masking based training targets use a mask (relation between the clean to noisy 

speech) as their training target. In such cases, the model’s output is a mask, which is then 

used along with the original noisy signal to calculate the clean signal. 

 

Figure 1.1: Speech separation framework (Tu, 2014) 

Tu (2014) states that speech separation is divided into two stages as shown in Figure 1.1. At 

the training stage, the DNN training module is used to build a DNN model. In feature 

extractions, the input signal must be sliced into frames. These frames then must go through 

a process called feature extraction, which extracts important information from the raw speech 

signal frame. These frames are then used to train the model using different training targets 

(DNN training). The number of frames used to predict each slice is called the context 

window. 

At the separation stage, the test input from the Mixture utterance is passed through a similar 

feature extraction stage. Next, the previously trained DNN model is used to separate the target 

signal from the noise.  
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Previously, Non-negative matrix (NMF) models were used to train the SS. Huang (2014) was 

the first to show that the neural networks (DNN and RNN) are more effective than NMF. He 

used both the DNN and Recurrent neural network (RNN) to develop a masking-based SS. 

While Huang's (2014) work was speaker-dependent, Du (2014) proposed a similar model for 

the target speaker-dependent approach.  

Zhang and Wang (2016) proposed a deep ensemble network to address speaker-dependent as 

well as target-dependent separation. They used both masking and mapping based models to 

investigate the effect of context windows on features during training the model. 

1.1.3  Joint SS and ASR model 

The training model with noisy data still could not perform well in noisy conditions in Josef 

Rajnoha’s (2014) work. Barker & Marxer (2001) proposed a non-voiced noise model using 

the Multi-channel Wiener filter (MWF) to reduce the background noise and preprocessing 

the input signal. However, this filtering system does not work well on unstable noise, such 

as voiced noise. Tu  (2014) proposed that SS and ASR are combined. Unlike Barker & 

Marxer (2001), Tu ’s model can handle both the voiced and non-voiced noise. Tu  (2014) 

preprocessed the f using a SS, before feeding it to the ASR. The SS extracts the features from 

the noisy signal and predicts its features. The clean features are then reconstructed to a clean 

speech signal. The reconstructed/clean speech signal is fed into the ASR for another feature 

extraction to be labeled and predicted by the DNN model. 

Delfarah (2017), shows that during the testing stage, feature extraction can take a long time 

(Delfarah and Wang, 2017). However, a major flaw of Tu Yanhui (2014) work, is that it uses 

two feature extraction components (one in SSS and one inside ASRS) that decrease the 

performance of the system in terms of the time taken to predict the output (Tu et al., 2014). 
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  Motivation 

The goal of speech separation should be to solve the 'cocktail party problem'. Humans have 

the unique ability to focus on source of sound while automatically ignoring others as noise; 

just like in a cocktail party, there are many noises all around, yet we can successfully focus 

on only one person's voice. 

Human’s ability to focus on a single voice heavily depends on the type of noise and its 

intensity (loudness) of the audio signal. The ratio of the level of clean signal and noise signal 

is known as the Signal to Noise Ratio (SNR). 

As of today, many techniques and methods have been used to develop automatic speech 

recognition (ASR) model. Over the years the accuracy of ASR has improved however it is 

still far from perfect. ASR model works very well and is able to convert sound to text well 

when the sound is clean and has been recorded in controlled environments; however in noisy 

environments the accuracy drops. In real-life scenarios, ASR is rarely used in controlled 

environments. Thus, the need for a better ASR model that can accurately convert speech to 

text is in noisy conditions is important.   
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Figure 1.2: Word intelligibility score with respect to Signal to Noise (SNR) for different 

kinds of interference (Wang and Chen, 2017) 

Figure 1.2 shows the intelligibility score of humans (recognizing words) to the SNR. As 

shown in figure 1.2,  it is challenging for humans to understand sounds when tainted with 

broadband noises. If 0 SNR (50% noise) is considered, humans are poor at recognizing 

sounds with broadband noise (non-speech) as compared with voices (speech noise). 

However, this trend reverses in the case of an ASR model. To date, ASR models are more 

efficient at separating broadband noise as compared to voice noises. It raises a research gap 

to increase the efficiency of speech separation tainted with other speech noise.  
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  Problem Statement 

1.3.1  Optimum features for joint Speech Separation and ASR model 

The latest trends show that the joint Speech Separation (SS) and ASR models perform well 

in separating speech from voiced noises (Tu',2016). Wang (2017) reviewed all major speech 

separation systems and concluded that join speech separation shows more accurate results. 

Tu’s (Tu, 2016) model outperforms its predecessors because both the SS and the ASR is joint 

together to create a robust model with better recognition of speech. However, the  constraint 

of this approach is that the same features must be used throughout the system (both the SS 

and the ASR). This is because the speech separator and the ASR are joined together in Tu’s 

model. As such, the features used by the SS and the ASR has to be the same. Researches have 

been conducted on features used in speech separation and automatic speech recognizer 

separately (Delfarah, 2017). Different speech features were used on the SS  to find which 

feature yields the most accurate results. However, there remains a gap in finding out the most 

optimum features for joint SS and ASR models. It is crucial to find the feature that works 

best for the joint systems to increase the accuracy of the model and make it even more 

efficient.  

 This issue was raised because the optimum features in an SS might not be the same for the 

ASR (Delfarah, 2017). In such a case, a tradeoff must be made to identify the features that 

yield the most accurate results for the combined joint SS and ASR model. 

1.3.2  Performance of joint Speech Separation and ASR Model at different SNR levels 

As the SNR of the signal decreases (noise increases), the accuracy of the ASR model starts 

to fall.  In the real environment Barker (2001), ASR models need to deal with noisy signals. 

As such, it is important to test a model at a very low SNR to get an accurate evaluation. Tu's 
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(2016) joint SS and ASR model was evaluated as low as -6dB, which is not adequate, which 

means that Tu's (2016) model is not evaluated at a much lower SNR levels.  

 

  Objectives 

The main aim of this research is to devise a method for identifying the most influencing 

speech features towards increasing the recognition accuracy of joint SS and ASR model. The 

specific objectives are: 

1. To identify speech features used in the existing speech separation model for 

separating the speech of the target speaker (clean signal) from the interfering 

speaker’s speech (noisy signal).  

2. To develop a method for experimenting  the  most influencing speech features based 

on the identified speech features in objective (1) using joint speech separation and the 

ASR model. 

3. To evaluate and compare the performance of joint Speech separation and ASR model 

against the speech separation model using the identified features at different signal-

to-noise ratios. 

 Research Questions 

1. What are the speech features used in the existing SS model for separating the speech 

of the target speaker (clean signal) from the interfering speaker’s speech (noisy 

signal)?  (Objective 1) 
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2. What are the method(s) for experimenting the most influencing speech features -using 

the joint Speech separation and the ASR model at different signal-to-noise ratio? 

(Objective 2) 

3. How is the performance of joint Speech separation and ASR model against the speech 

separation model using the identified features at different signal-to-noise ratios? 

(Objective 3) 

 

 Scope 

This research focuses on monaural speech separation rather than array-based. It is not always 

possible to set up multiple microphones at calculated lengths, which is why a monaural 

speech separation is more robust and portable.  

All training will be using the English language and English spoken words. This research 

focuses on the noise that is similar to previous speech separation works for voice noises 

(Huang, 2014) (Zhang, 2016). So the SNR of the data prepared will only depend on two 

sound sources; target speaker and interfering speaker. 

Tu (2016) also shows that a SI ASR model performs poorly compared to the target speaker-

independent (TSD) system. The reason is; by limiting the conditions of the environment (in 

this case the target speaker) a better WER can be reached. From this, it can be inferred that 

if both the target and the interfering speaker are known (speaker-dependent), then the WER 

can be improved further. However, in Tu's (2016), the joint SS and ASR model only 

experiment with the speaker-dependent system. This is why both the target and the interfering 

speaker will be known to yield a better and clearer result in our research. Therefore this 
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research will focus on both target speaker-dependent and interfering speaker-dependent 

systems.  

  Research Methodology 

The current research study proposes a research methodology that composes of four main 

steps. The first one aims to review the existing research works on Speech separation and joint 

speech separation and ASR models. In particular, a few features were applied for speech 

separation in previous studies. Besides, this research also reviews the previous evaluation 

techniques that were used in speech separation studies. The next step is to develop a data-set 

that is suitable for our study. Since the number of experiments the researcher plan to perform 

is high; the database should be moderate in terms of size. The third step represents the most 

significant part: the development of speech separation followed by the joint speech separation 

and ASR model. It starts by developing a speech separation model using the training data set.  

Next, a basic ASR is developed which is then added to the speech separation to build the 

joint speech separation and ASR model. Phase three is repeated using each feature (selected 

in phase two). The fourth and last phase of our methodology aims to conduct a comparative 

study between different models built in phase three for each feature. 

  Significance of research 

As shown in the above literature, the feature selection used to train a model can affect the 

accuracy of the model.  Tu’s (2016) model has yet to be experimented with different features 

to find the optimum feature. Such an experiment should help to understand the model better 

and identify which feature gives the most accurate results.  In real-life scenarios, noise can 

impact the accuracy of a model as well hence. Therefore looking at the accuracy of the Joint 
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SS and ASR model at different SNR levels is important to identify which features work best 

in which environments.  

 Structure of the thesis 

Chapter-2: This chapter describes comprehensive information about this research through 

the review of literature. It describes the techniques and models of speech separation, ASR 

models and in depth study of existing feature extraction methods for both. 

Chapter-3: This chapter describes all the necessary stages of this research that were carried 

out, such as research problem and solution, data-set collection, design and development, and 

evaluation method, which help to meet the research goals. 

Chapter-4: This chapter describes how the experiment was developed, such as 

configurations of the speech separation and ASR, tools and training models that were used. 

Chapter-5: This chapter focuses on the evaluation and results of the speech separation and 

the joint speech separation and ASR model.  

Chapter-6: This chapter summarizes and concludes this study. Besides that, this chapter 

describes the research contributions, the research limitations, and the future works related to 

this research. 
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CHAPTER 2 :  Literature Review 

 

 Overview of this chapter 

This chapter gives an overview of the components and techniques used in speech separation 

and ASR models. It discusses existing works and methods used in previous studies to build 

ASR and speech separation systems. Following that it looks further into previous attempts to 

join ASR and speech separation for more accurate results. This chapter also reviews the 

features and evaluation techniques in previous speech separation and ASR models. 

 Basic Speech separation Components 

A description of a basic speech separation built by Yanhui et al. (2014) was made in chapter 

1 (Section 1.1.2). The framework is divided into two stages: training and separation as 

depicted in Figure 2.1.  The components in each of the stages are as follow: 

Training: 

1. Mixture/Sources Sample Pairs 

2. Feature Extraction 

3. DNN Training 

Separation: 

1. Mixture Utterance 

2. Feature Extraction 

3. Target Separation 

4. Target Waveform Reconstruction 
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Today there is a range of different speech separation, each of them uses different approaches. 

These included: 

1. Target User 

2. Channels 

3. Feature extractions 

4. Training Targets 

 

 

Figure 2.1: Speech separation framework (Tu, 2014) 

The design of the components of a speech separation will depend on the techniques we have 

used. Each technique can influence one or more components in a speech separation. Table 

2.1 shows the techniques and the influence of the components used in Yanhui et al. (2014) 

study. 
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Table 2.1: Relation between different approaches of designing speech separation and their 

effects on the components 

Approaches Stages Components 

Target User Training Mixture/Sources Sample Pairs 
Separation Mixture Utterance 

Channels Training Mixture/Sources Sample Pairs 
DNN Training 

Separation Mixture Utterance 
Feature Extraction Training Feature Extraction 

Separation Feature Extraction 
Training Targets Training DNN Training 

Separation Target Separation 
Target Waveform Reconstruction 

 

2.2.1 Target User 

Speech separation can be a speaker-dependent system or speaker-independent system where 

all the speakers are known, and training is carried out using their voices speaker-independent: 

where neither the target speaker nor the interfering speaker’s voice is available during 

training and target-dependent speaker, where only the speech of the target speaker is used to 

for training (Jun, 2014). The models used in speaker-dependent and target speaker-dependent 

are very similar. Their key difference lies in the data used to train the DNN model. In the 

former, both the target speaker and the interfering speaker’s voice is used to train and test the 

DNN. While in the latter only the target speaker remains constant but the interfering speaker 

may be multiple and the interfering speaker used during testing differs from the training.  

In this research, the components Mixture/Sources Sample Pairs and Mixture Utterance will 

be influenced, based on the technique used for the target user. This is because both these 

components are used to prepare training/separation data. Therefore the type of user (Target 

user) influences the development of the dataset. 
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2.2.2 Channels 

Co-channel speech separation refers to a system that simultaneously separates both the target 

and interfering speech (Du, 2014). Figure 2.2 and 2.3 shows the two common structures of a 

co-channel and a single-channel speech separation. By referring to figure 2.2, the input layer 

only contains a single channel (the mixed speech of two users), while the output is separated 

into two sources. Figure 2.3 shows that the input and the output have only one set of nodes 

in each layer. There is no parallel set of nodes in the output layer since the model is trained 

to isolate the target user’s speech. 
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Figure 2.2: Co-channel Speech separation (Huang, 2014) 
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Figure 2.3: Single channel speech separation (Du, 2014) 

 

The type of channels used to build a speech separation will influence the Mixture/Sources 

Sample Pairs and Mixture Utterance since these stages are used for data preparation. It will 

also influence the design of the DNN Training. As shown in Figures 2.2 and 2.3, the Neural 

Network design for single-channel differs from co-channel speech separation. 

Single-channel and multichannel can also be related to the array-based and monaural speech 

separation. As explained in chapter 1 in array-based speech separation multiple microphones 

can be used to record the speech which can result in different multiple channels. So in this 

case array-based approach is appropriate for multichannel speech separation. Monaural 

speech separation indicates that there is only one source, i.e one microphone. This can 

translate to single-channel speech separation.   
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2.2.3 Feature Extraction of speech signal in speech separation 

Feature extraction is one of the main processes that dictate the accuracy of the speech 

separation. It converts the audio signal into a string of frames which are represented by a 

suitable matrix (features). In recent studies, the following features were used namely; STFT 

(Zhang, 2016), LOG-MEL (Wang, 2017), and LOG-MAG (Du, 2014), Eric Healy (2017) 

introduced combined features for speech separation however the accuracy had little or no 

improvement. Masood Delfarah (2017) conducted a detailed study of different features in 

masking based speech separation. It dictates the importance of selecting the correct feature 

extraction in any speech separation system and how much it could affect the accuracy of the 

output. For example in Delfarah and Wang (2017), it can be observed that the STOI score 

can range from 12.92 (most accurate) to -0.17 (least accurate) just by changing the type of 

features used in the same speech separation system (Refer to Figure 2.4). 
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Figure 2.4: Performance of features in SS (Delfarah and Wang, 2017)  

The features used in the speech separation will influence the design of the feature extraction 

component in both the training and separation stage. This is because these two components 

convert the input sound signal to speech features.  

2.2.4 Training Targets 

The DNNs are trained using supervised learning. In the training stage, the noisy speech 

signals are segmented into smaller frames and a string of features are extracted from those 

frames (feature extraction). These features serve as inputs for the DNN. However, as DNNs 

are supervised learning technique; a training target has to be provided. A training target is 

used as the output from which a DNN can learn. Hence the DNN compares the input frame 

and the training target to modify its weight and develop a way to map it. 

Two major categories of training targets have emerged namely, the mapping-based showed 

in Figure 2.5 and the masking-based speech separation (Wang, 2017), as depicted in Figure 

2.6. The difference between the two techniques lies in the training targets used during 
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training. In mapping based speech separation, the training target is the clean speech features; 

this means the DNN directly predicts a stream of cleaned features. 
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Figure 2.5: Mapping based speech separation 

 

Figure 2.6: Masking based speech separation 

 

 

Figure 2.7: Spectrogram of target, interferer, mixture and IRM (Zhang, 2016) 
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Mapping-based speech separation uses clean and noisy speech of the same speech to identify 

the relation between them. The noisy speech signal is passed through the feature extraction 

which outputs a list of features split into small frames. The features are fed as input into the 

SS prediction model (usually DNN is used as prediction models in this case). Training the 

model requires training targets. In this case, the training targets are the speech features of the 

same frames; but clean. The model then tries to map the noisy speech feature to the clean 

features (training model). Once the model is trained the training targets are no longer 

required. Once trained, the model can be fed with noisy speech features which in-turn will 

map it to its (predictive) clean speech features, which are later reconstructed, frame by frame 

to the clean speech signal.  

Similar to mapping based speech separation, masking based speech separation also uses 

training targets. However, the training targets used in masking based speech separation is 

different. Instead of using the clean speech as the training targets, masking-based training 

targets use a variation of the clean speech such as IBM or IRM. The IRM or IBM is derived 

from clean and noisy speech. Two extra components are added in masking based speech 

separation namely, the IRM generator and the reverse IRM generator. The task of IRM 

generator component is to get a derived representation of the clean speech which in this case 

is IRM.  The reverse IRM generator component gets the predicted clean IRM as input which 

then reverses to its original speech features.  

Figure 2.7 shows 4 spectrographs. Figure 2.7 (a) is the target speech which is used as the 

training target for mapping based speech separation. 2.7 (b) is the interfering speech and both 

the target speech and interfering speech is merged to create a mixture which is shown in 

figure 2.7 (c). The mixture is used as an input in both mapping and masking based speech 
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separation. Figure 2.7 (d) is the IRM which is derived from the clean speech in Figure 2.8 (b) 

and it is used as the training target for masking-based speech separation.  

Zhang (2016) discusses the advantages of masking and mapping techniques and concludes 

that: 

(i) “The masking-based approach is more effective in utilizing the clean training 

speech of a target speaker.”  

(ii) “The mapping-based method is less sensitive to the SNR variation of a training 

corpus.”  

(iii) “Given a training corpus with a fixed mixture SNR and plenty of clean training 

speech from the target speaker, the mapping and masking-based methods tend to 

perform equally well.”  

The components of DNN Training are used to train the model and Target separation is the 

trained DNN model from the training stage. Both of these components use the training targets 

which is why the type of training target will influence its design as shown in Table 2.1.  

Target Waveform Reconstruction is used to rebuild the clean speech from clean speech 

features. Depending on the training targets used the reconstruction has to be altered. For 

example, if IRM training targets are used then the output of the DNN model will be an IRM 

feature that has to be reconstructed. This will influence the design of the reconstruction 

component.  
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2.2.5 Previous works on speech separation  

Table 2.2 shows the recent works on the speech separation system in monaural conditions, 

built for speaker-dependent (SD), and target speaker-dependent (TSD) speech separation 

system based on deep learning techniques.  

 

 

Table 2.2: Summary of speech separation models used in previous researches 

 

 

Ref 

Training Target Feature Extraction User Type Channel 

(Huang, 2014) Mapping + 
Masking 
layer 

Clean 
Speech 

STFT, LOG-MEL SD Co channel 

(Huang, 2015) Mapping + 
Masking 
layer 

Clean 
Speech 

STFT, LOG-MEL SD Co channel 

(Jun, Du, 
2014) 

Mapping Clean 
Speech 

LOG-MAG TSD, SD  Single 
channel 

(Jun, 2014) Mapping Clean 
Speech 

LOG-MAG TSD, SD Co Channel 

(Zhang, 2016) Masking IRM STFT TSD, SD Single 
(Healy, 2017) Masking IRM Combined SD Single 

 

From the literature review conducted on Speech separation, it is clear that both the masking 

and the mapping based models are common. Masking-based models use the IRM as training 

targets instead of the IBM.   

LOG-MAG, LOG-MEL, and STFT are all commonly used. Researchers seem to prefer 

speaker-dependent systems, this could be used to the fact that it’s much easier to evaluate 

such a system. There have been works done on both the co-channel and single-channel speech 

separation. However, the single-channel is more applicable in real life due to the limitation 

of the environmental setup. Co-channel microphones have to be set up in a calculated position 
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for it to work best which is why in real-life scenarios it is more common to have single-

channel microphones.  

 

 Automatic Speech Recognition (ASR) 

Automatic speech recognition uses speech signals to analyze and predict the series of lexis. 

In other words, it converts speech signals to test data. Gupta (2016) concludes that a typical 

ASR model contains: 

(i) Feature Extraction: Extract valuable information from a given signal  

(ii) Decoder: Combine the prediction of Pronunciation, Acoustic and language 

model to make a final prediction 

(iii) Pronunciation Models: Different words may have different pronunciations, 

especially since there are many different accents for the same word. 

(iv) Acoustic Models: Predicts the word/phoneme/tri-phone of a set of feature 

(v) Language Models: Predicts the most likely word spoken based on the grammar 

and the language context. This research  will only be looking into the acoustic 

model, which means other models including the decoder will not be part of this 

research. 
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Figure 2.8: ASR model 

 

A traditional ASR system has two stages; firstly a set of features will be extracted from the 

input signal (feature extraction), secondly, a prediction model will be used to train a model 

that will categorize a set of features.  

The most common method for evaluating the ASR model is the word error rate (WER) and 

symbol error rate (SER). A lower WER means higher accuracy and vice versa.  

 

2.3.1 Feature Extraction of ASR model 

Feature extraction is the first step of the ASRC component. It converts the audio signal into 

a string of frames which are represented by a suitable matrix (features). Two commonly used 

features are log-mel filter bank (LMFB) and Mel-frequency cepstral coefficients (MFCC) 

(Wei Han, 2006). The techniques used to extract the features will affect the WER of an ASR. 

The output of this step is a string of numbers known as features for each frame of the speech 

signal. 

2.3.2 Prediction Model (Acoustic model) 

The second step of a traditional ASR is the prediction model. This model will ultimately 

predict a label for the frames from feature extraction. The feature extraction component splits 

the signal into shorter frames and outputs a list of features for each of the frames. The job of 
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the prediction model is to assign a phoneme label to each of these frames. Phonemes are units 

of sound that can be used to distinguish one word from another. Therefore, the prediction 

model attempts to predict the sound being made on each of the frames. Once all the frames 

are labeled, the phonemes can be concatenated together. The concatenated phonemes will 

spell out a word which the user was trying to utter. The machine learning models that have 

worked well in the past are SVM and GMM. With the recent advance of DNNs, a new 

generation of machine learning techniques are used for speech separation. The current state 

of the art models used in ASRC are: 

1. DNN-HMM (J. Pan, 2012) 

2. RNN (Z. C. Lipton, 2015) 

3. CNN (Z. C. Lipton, 2015) 

 

 Joint SS and ASR Model  

Tu (2016) proposed another combined speech separation and recognition model eliminating 

the need for feature extraction performed twice as well as the signal reconstruction. 

Delfarah's (2017) work shows feature extraction may take a long time, this is a significant 

improvement as the accuracy of the system was not affected. Tu (2016) merged the SS and 

ASR models into one and uses just one feature extraction component (Tu 2016). The initial 

step of the joint SS and ASR model is the feature extraction (LMFB) component, eliminating 

the need for resynthesizing the clean speech since the clean features can be used directly as 

inputs for the acoustic model. The clean features are then used in a standard DNN-HMM 

acoustic model to predict the lexical data. In the recognition stage; only one feature extraction 

component is used.  
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Figure 2.9: joint SS and ASR model (Tu, 2016) 

Figure 2.9 depicts the joint SS and ASR model as proposed in Tu (2016). Initially, Tu (2016) 

mixed the target and interfering speaker data to synthesize a dataset. A standard three-layer 

DNN was used as the separator. The mapping-based separator was trained using both the 

clean and noisy data. Next, the audio signals are labeled/aligned with the correct phonemes. 

To do so, Zhang and Glass (2009) proposed the noisy data aligned using its original clean 

data. A DNN-HMM model was used to develop the ASR model, instead of using mono-

phones triphones. The previously labeled data (during the alignment phase) was used to train 

the DNN-HMM model. 

 List of Features used in speech separation 

The objective of this research is to identify the speech features used in the existing speech 

separation model. This section provides an overview of some of the speech features used in 

speech separation and ASR.   
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2.5.1 Short-time Fourier transform (STFT) 

The Fourier transform (FT) decomposes a signal into the frequencies that make it up. Hence 

a FT will result in a list of frequency and intensity of a given signal. When a signal is sliced 

into smaller portions and FT is computed on each of the slices separately; then it is known as 

the Short-time Fourier transform (STFT). 

2.5.2 Log-Mag  

Log magnitude is a log operation performed over the magnitude of STFT.  

2.5.3 Log-Power Mag 

Log Power Mag is the result of a squared STFT followed by a log operation. 

2.5.4 Log-Mel 

In Log-Mel the STFT is processed by a mel-filterbank followed by a log operation. The 

human auditory system perceives the audio frequencies in a non-linear manner. To mimic 

this non-linearity of the human ear, a Mel-filterbank was introduced. The Mel-filterbank 

transforms the audio signal into how a human ear would interpret it. Figure 2.10 shows a mel 

filter bank.  
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Figure 2.10: A Mel filter bank 

2.5.5 Gama-tone Filter bank  

A Gama-tone filter bank is quite similar to a Log-Mel filter bank that uses the same principle 

of human sound perception. However, the filter of the Gamma-tone is smoothened out to 

give a more gradual continuity in the results. The STFT is pass through a Gama-tone filter 

bank to compute the features as depicted in Figure 2.12.  
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Figure 2.11: A Gama-tone filter bank 

 

 

2.5.6 Mel frequency cepstral coefficient (MFCC) 

Mel frequency cepstral coefficient (MFCC) is a derivation of the log-Mel features. First, the 

log-mel features are extracted, followed by a discrete cosine transformation (DCT). Here the 

DCT acts as an inverse short-time Fourier transform (ISTFT). However, the resultant 

coefficients are no longer in the frequency domain but rather in a cepstral domain due to the 

extra log operation performed when calculating the Log-Mel features.  

2.5.7 Gamatone frequency cepstral coefficient (GFCC) 

Gamatone frequency cepstral coefficient (GFCC) is similar to MFCC but instead of being a 

derivation of Log-Mel features, it is a derivation of Gamatone filter features. 

2.5.8 Amplitude modulation spectrum (AMS) 

To compute the amplitude modulation spectrum (AMS), first, the full-wave rectifier envelop 

is generated and multiplied by a factor of four. Next, the signal is sliced into frames and the 
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Hann function is executed on each frame. Following that, a 256 Point FT is computed on 

each frame (STFT). The results are multiplied by 15 triangular-shaped windows that are 

uniformly centered in the range of 15.6 Hz and 400 Hz. 

2.5.9 Power-Normalized Cepstral Coefficients (PNCC) 

To compute the Power-Normalized Cepstral Coefficients (PNCC) feature, STFT is first 

integrated with gammatone filter bank. Then, the asymmetric noise suppression procedure 

detects a lower envelope of the filtered spectrum as the noise floor. This lower envelope is 

then utilized to perform the masking on the noisy spectrum to remove the background and 

linear noises. The masked spectrum is compressed by the fifteenth-root operation, and finally, 

DCT to yield the PNCC features. 

2.5.10 Relative Spectral - Perceptual Linear Predictive (RASTA - PLP) 

PLP is based on a short-term speech spectrum which is modified by the psychophysically 

spectral transformation. However, PLP is vulnerable when it is modified by the frequency 

response of the communication channel. Humans are not as vulnerable to this, therefore a 

relative spectral methodology is used to make the PLP features more robust and tolerable to 

the frequency response of communication.  

 

 Features used in speech separation in previous studies 

The effect of features for speech separation has been investigated by Wang (2014). Wang’s 

study uses Rasta-PLP, MFCC, and COMB to investigate the accuracy of speech separation 

with regards to two parameters; matched/unmatched sound and pre-trained and non-pre-

trained Restricted Boltzmen model (RBM). The SNR level of the noise was kept constant at 
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0dB. Voiced sounds from the opposite genders were used as noise for the interfering speaker. 

Han (2011) used a combination of pith and AMS to investigate the accuracy of masking 

based SVM speech separation at SNR levels -5 dB and 0 dB only. Unvoiced sounds were 

used as the noise in his experiments. Wang (2014), used another combination of AMS, Rasta-

PPL, MFCC, and GF on speech separation models to investigate the effects of different 

training targets such as IBM, IRM, FFT-Mag, etc at SNR levels -5 dB and 0 dB. Unvoiced 

sounds were used as the noise in his experiments.  Chen (2014), proposes a new combined 

feature that includes RAS-MFCC, GF, and PNCC, and compares the accuracy of speech 

separation at 0 dB for unmatched sounds. Except for Wang’s (2013) work, most of the 

research focused on unvoiced sounds. The effect of SNRs was not investigated thoroughly 

as many of the existing experiments focused on noise levels between 0 dB and 5 dB SNR.  

For the voiced speech separation joint SS and ASR models, Tu (2014) used the log power 

spectrum and Tu (2016) used log-mel filter-banks (LMFB). However, in either of these 

papers, the reasons for selecting these features were not explained. These works focus more 

on the model rather than the features. However, the type of features used in SS and ASR 

models can greatly affect the accuracy as shown in Masood (2017). However, such studies 

have not been conducted using the joint SS and ASR models. Given that the joint SS and 

ASR model shows good accuracy for noisy speech recognition, it is important to investigate 

the best features for the joint system.  

Wang Y. (2017), Kolbæk (2017), Zhang (2016), and Huang (2011) have used short-time 

Fourier transform features (STFT) in their research. Despite being an old feature, STFT is 

used as the ‘go-to’ feature for speech separation. STFT is the computed FFT for each of the 

split frames.  Chen (2017) and Hershey (2016) used Log magnitude (log-mag) features. Log-
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Mag is a derivation from STFT by performing a log operation on the STFT. Du (2016), Tu 

(2014), Wang (2017), and Du (2014) used Log power spectrum (log-power).  

Log-power is just as commonly used as STFT in voiced speech separation. Log-power is 

another derivation of STFT, where STFT is powered by two followed by log operation. Log-

power seems to be more commonly used than log mag since the extra power operation helps 

to distinguish small changes in frequency bins with close values that might assist in 

distinguishing between the noise and clean signal. Po-Sen Huang (2011) and Po-Sen Huang 

(2015) used Log Mel features. Log mel features mimic the human ear by using mel-

frequencies. Log mel has shown good results in other parts of ASR research. However, it is 

unknown as to why it is not used frequently in speech separation studies. Other features used 

in speech separation include AMS, Rasta-PLP, MFCC GF, GFCC, and PNCC. 

A literature review was conducted to search for all speech separation (voiced noise) using 

deep learning. Table 2.3 shows the speech features used in the existing literature:  

 

Table 2.3: Speech features used in existing researches 

Ref  STFT Log-
mel 

Log-
power 

Log-
mag 

AMS RASTA-
PLP 

MFCC GF GFCC PNCC 
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Healy 
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Based on Table 2.3, the two most popular choices of features for speech separation are STFT 

and log-power. These are some of the oldest features which performed well. Log-mel and 

Log-mag are the third and fourth most common features used. Log-mel is a derivation from 

STFT which uses an extra mel filter. 

 

 Signal to Noise Ratio (SNR) used for evaluating speech separation and ASR 

models 

Researches have been conducted to evaluate new speech features and models. Each of them 

has used different ranges of SNR to test the respective models and features as shown in 

Figure 2.13.   

 

 

 

 

 

 

 

 

Figure 2.12: SNR ranges used in previous researches in speech separation 
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For SS, the range of SNR, the highest upper bound used is +6 and the lowest lower bound 

used is -12 to evaluate a speech separation. Du (2016), Weringer (2014), and Wang (2014) 

used the upper bound of SNR +5 while Schmidt (2006), Williamson (2016), Weiss (2010), 

Zhang (2016), and Du (2014) used an upper bound of +6.  The lower bound varies more in 

comparison to the upper bound. This might be due to the limitation of the respective models 

used in each of the studies. However on average, the upper and lower bound is between +5.75 

and -8.  

 

 

 

 

 

 

 

 

 

 

Unlike speech separation, the ranges of SNR used to evaluate ASR are wider, with the 

upper-bounds of SNR used are +9 by F Weninger (2015),  Tran (2015), Tran (2014), and 

+20 by Vinyals (2012), Kim (2003) and Vinyals (2011) averaging +14.5. The lower bounds 

of SNR used are -6 and -5, averaging -5.5.  

 

Figure 2.13: SNR ranges used in previous researches in ASR 
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Table 2.4: Summary of SNR ranges used in previous researches 

 Average Upper Bound Average Lower Bound 

Speech separation +5.75 -8.00 

ASRs +14.5 -5.50 
 

Speech separations are designed to reduce noise which is why testing separators at a low 

SNR is very important. This might explain why the average upper bound of speech separation 

is much lower than the ASR. ASR models are designed to decode the lexical data in the 

speech signal. Unlike speech separation, its primary objective is not to decode noisy signals. 

This would explain why the upper bound of the ASR model is higher than separator since 

ASR models tend to be tested with much cleaner data. 

 

 Research Problems and Solutions 

Tu (2016), proposed a joint SS and ASR model. Tu’s work was focused on the mechanics of 

joining the two speech separator and ASR model to create a joint SS and ASR. However, the 

model was not evaluated to identify features that resulted in the most accurate results.  In 

Delfarah's (2017), it was concluded the type of speech features can influence the accuracy of 

speech separation. Therefore, in this research, the focus is on evaluating the joint SS and ASR 

model will different speech features. This research aims to identify the features that yield the 

best results for both the speech separator and the ASR model thus adding on Tu’s (2016) 

model to improve its accuracy. Moreover, the work in Tu (2016) can be further evaluated 

using different SNR levels. This will not only produce the best features to use but also 

indicate the best features to be used at different SNR levels. By understanding the best 

features at different SNR levels, the findings can be applied in different real-life 
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environments to obtain optimum recognition accuracy.  Therefore finding the optimum 

features at different SNR will provide an in-depth understanding of Tu’s (2016) model and 

depict the best ways to use this model to increase accuracy.   
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CHAPTER 3 :  RESEARCH METHODOLOGY 

The objective of this research is to identify the most influencing speech feature toward 

improving the recognition accuracy of the joint SS and ASR model at a different signal-to-

noise ratio (SAR). To do this, a joint SS and ASR model has to be developed and an 

experimental setup has to be designed to evaluate the model at different SAR levels.  

 Research methodology flow 

To achieve the research objective, the following method is proposed: 

i. Identify Features: In the literature review speech features used in the existing speech 

separation model for separating the speech of the target speaker (clean signal) from 

the interfering speaker’s speech (noisy signal) have been identified. 

ii. Prepare Dataset: The dataset required to train and test the Join SS and ASR model at 

different SNR are prepared.  

iii. Develop / Train Join SS and ASR model: Tu (2016) joint SS and ASR is developed 

for 10 features. 

iv. Evaluate joint SS and ASR model: Based on the results the models are evaluated at 

different SNR 
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Figure 3.1: Research Flowchart 

 Identifying relevant speech features  

The joint speech separation and ASR model is evaluated using different speech features to 

identify the most influencing features for the system. All speech features used in previous 

studies of speech separation were identified. Since Tu's (2016) joint speech separation and 

ASR model used DNN to train its model, only studies that use DNN speech separation were 

considered.  Below is the list of speech features that were identified: 

1. Short-time Fourier transform (STFT), Huang (2014) 

2. Log magnitude (Log-Mag), Hershey (2016) 

3. Log Power Mag (Log Power Mag), Du. (2014) 

4. Log mel-filterbank (Log-Mel), Huang (2015) 
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5. Gama-tone filter bank (GF), Healy (2017) 

6. Mel frequency cepstral coefficient (MFCC), Healy (2017) 

7. Gamatone frequency cepstral coefficient (GFCC), Hu (2013) 

8. Amplitude modulation spectrum (AMS), Healy (2017) 

9. Power-Normalized Cepstral Coefficients (PNCC), Healy (2017) 

10. Relative Spectral - Perceptual Linear Predictive (RASTA - PLP), Healy (2017) 

 Creation of speech dataset 

The joint speech separation and ASR model were evaluated using different features but the 

same data set. In this section, the creation of the required dataset will be discussed. The 

dataset is required to have the following characteristics: 

1. A target-dependent and interfering dependent speaker: Tu (2016) shows that a SI 

ASR model performs poorly compared to the target speaker-independent (TSD) 

system. The reason is; by limiting the conditions of the environment (in this case the 

target speaker) a better WER can be reached. From this, it can be inferred that if both 

the target and the interfering speaker are known (speaker-dependent), then the WER 

can be improved further. Therefore this research will focus on target-dependent and 

interfering dependent speaker joint speech separation and ASR model.  

2. SNR levels of -10,-5, 0 , 5 and 10: As discussed in section 2.7 the average SNR of 

previous studies for speech separation and ASR can range from +5.75 to -8.00 and 

+14.5 to -5.5 which is shown in table 2.4. To get a more complete picture for both the 

ASR and speech separation component of the joint speech separation and ASR model 

a range from -10 to + 10 was selected. 
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3. Small vocabulary: This research compares the accuracy of a single model; joint 

speech separation and ASR model against different speech features. Therefore it is 

not important to have a dataset with large vocabulary but rather a smaller vocabulary 

dataset should be sufficient to compare the results.  

4. Male/Female voice: To have a more complete dataset both male and female voices 

are needed. Both the candidates are non – native speakers within the age range of 20 

– 30.  

5.  Multiple repetitions of same words: To train the DNN well on different stress and 

tone of the same word, every word must be recorded multiple times. This will allow 

the DNN to recognize the words even if it is spoken with a different tone or stress.  

As a dataset that meets all the above criteria was not found a new dataset was created. Two 

speaker's voice was recorder; one female and one male of the age of 25 and 24 respectively. 

Ten words (digits) were recorded (0 to 9), which were repeated 50 times by each speaker. 

The recording session took place in a quiet room with a microphone for the speakers to speak. 

All the recordings were recorded at a 16 kHz sample rate. 

 Development of the Joint Speech separation and ASR model 

The developed  the joint model adopted from Tu (2016). Tu’s development architecture does 

not break down the steps for feature extraction and training the speech separator and ASR. 

This is because he used only one feature for each. However, in this study, the feature 

extraction had to be separated from the training stage since a different set of features are to 

be used for each of the experiments.  
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Initially the voices of two speakers were recorded and the desired datasets was prepared for 

two speakers at SNR levels -10,-5, 0,5, 10 (refer to section 3.3 for details). 20 models of joint 

SS and ASR were developed for 10 features and 2 speakers (refer to table 2.3, chapter 2). 

Figure 3.1 depicts the framework used in this research adopted from Tu (2016) to develop 

the 20 joint SS and ASR models of 10 speech features from 2 speakers respectively.  

Evaluating the accuracy of each of the models will help in identifying the most influencing 

speech feature in improving the recognition accuracy. The models are tested at SNR levels -

10, -5, 0, 5, 10. The lowest SNR used to test the models is -10, which means that the 

recognition accuracy of the models in very noisy environments can be evaluated. 

 

Figure 3.2: The framework used to develop joint SS and ASR model adopted from Tu 2014 

 

3.4.1 Feature extraction 

The audio of the dataset collected (refer to table 3.1) was split into smaller frames of 

approximately 10 ms.  Next, the selected 10 features were used to extract the features from 
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each of the frames. The configuration of each of the features such as dimensions, frame 

length, hop length, and a window was based on the existing works on speech separation.  

Section 4.1.3, chapter 4 explains the feature extraction stage in detail. 

3.4.2 Train the Speech separation (SS) Model 

This research is replicating the joint SS and ASR model (Tu, 2016). Tu (2014) used DNN to 

develop the speech separation. The SS model was trained using a standard 2 hidden layered 

DNN. The dimension of the input and output later varied based on the dimensions of the 

feature. The two hidden layers consist of 1024 neurons each with LeakyReLU activation 

functions and an alpha value of 0.1. Since this is a regression model the output layer uses a 

linear activation function. The loss function used to estimate the gradient is Minimum 

squared error (MSR) along with an ‘Adam’ optimizer. The context window was set to 1 for 

all of the models. Keres (a python library) was the key framework used to build this model. 

Section 4.1.4, chapter 4 explains the training stage in detail.  

3.4.3 Creation of Alignment 

The creation of alignment is the process of labeling the training set. A training dataset consist 

of a list of the speech signals with its original transcripts. In feature extraction, the speech 

signal is split into frames. In this stage, these frames have to be labeled. Each of the frames 

has to be labeled with a triphone. Triphones are a set of 3 phonemes. A phoneme is limited 

to only one sound however a triphone includes 3 sounds. The previous sound and the next 

sound is also concatenated to give greater clarity and this makes up a triphone. Therefore 

each of the frames is assigned a triphone to complete the training dataset. This process is 

known as Alignment. 
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3.4.4 Train ASR Model  

The labeled alignments and the features are used to train the model. The model consists of 

three hidden layers with 200 neurons each. Stochastic gradient descent (SGD) was used as 

an optimizer with an initial learning rate of 0.02 and a final learning rate of 0.04 respectively. 

The context window was set to 1. The structure of the DNN including the number of layers 

and its neuron count was replicated from Tu's, 2016 Joint speech separation and ASR model.  

SGD, learning rate range, and context window rate are the default and most commonly used 

settings in Keres.  

 Evaluation 

In this section, the evaluation method of speech separation and ASR within the joint speech 

separation and ASR will be discussed. The speech separator's task is to make sure that the 

speech features are cleaned. It makes sure that the speech features of the target speaker are 

extracted from the mixture of target and interfering features. Therefore the accuracy of a 

speech separation will depend on its ability to clean the speech features. The ASR's task is to 

transcribe what the target speaker is saying and ignore the interfering noises. Hence the 

accuracy of the ASR will depend on how many words it can accurately transcribe.   

3.5.1 Evaluation of the Speech separation model  

Short-term objective intelligibility (STOI) gives a value for how clean a sound is to the 

human ear (quality of the sound) (Delfarah and Wang 2017). However, for this research, that 

is irrelevant since the output of the speech separation will not be heard by a human but rather 

its output will be passed to an ASR model. Instead, the reduction of the minimum square 

error (MSE) is more important since that will bring the value of the noisy features closer to 
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the clean features. Hence the ASR model should be able to decode them more efficiently. 

Therefore, the evaluation metrics of the speech separation will be the percentage reduction 

of the MSE of the predicted features. Given the clean feature, noisy feature, and predicted 

feature (output of the SS model) is represented as F-clean, F-noisy, F-predicted; the SS model 

will be evaluated using the following equation: 

MSE (F-clean, F-noisy) – MSE (F-clean, F-predicted) / MSE(F-clean, F-noisy) * 100 

 

3.5.2 Evaluation of the joint Speech separation and ASR model 

The accuracy of the model is evaluated using Word Error Rate (WER). The WER is 

calculated using the following equation: 

                                                                              formula 1 

In which: 

S is the number of substitutions (miss recognition of one word for another),  

D is the number of deletions (words missed by the recognition system),  

I is the number of insertions (words introduced into the text output by the recognition 

system),  

N is the number of words in the reference.  
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CHAPTER 4 :  DEVELOPMENT OF THE JOINT SPEECH 

SEPARATION AND ASR MODEL 

 

 Creation of Speech Dataset 

4.1.1 Speech recording 

The voices were recorded in a quiet room to reduce the noise with a microphone. A transcript 

was prepared for the users containing random numbers from 0 to 9. The user was given 800 

ms to speak each of the words written in the transcript. Once the recording was complete, 

each of the recorded voices was manually checked to make sure it matched with the 

transcript. The voices were stored in Wav format with a sampling rate of 44.1 kHz.   

  

Figure 4.1: The samples of the recorded voice 
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4.1.2 Prepare dataset 

The recorded voice of one male and one female was used to prepare the data sets. The first 

40 utterances from both speakers were used to synthesize the training data at SNRs -10, -5, 

0, 5, and 10. The remaining ten were used for synthesizing testing data. The volume of data 

at different SNR levers was kept constant so as not to produce any biased results. The length 

of the train data was 1, 5, and 10 words per utterance. All the test data were sentences with 

ten words. Table 4.1 shows the data synthesized: 

Table 4.1: Summary of Training/Test data 

Name Purpose SNR No. of words in each 
utterance  

Speaker: 1 train train -10, -5, 0, 5, 10 1, 5, 10 
Speaker: 2 train train -10, -5, 0, 5, 10 1, 5, 10 
Speaker: 1 test (-10) test -10 10 
Speaker: 1 test (-5) test -5 10 
Speaker: 1 test (0) test 0 10 
Speaker: 1 test (+5) test +5 10 
Speaker: 1 test (+10) test +10 10 
Speaker: 2 test (-10) test -10 10 
Speaker: 2 test (-5) test -5 10 
Speaker: 2 test (0) test 0 10 
Speaker: 2 test (+5) test +5 10 
Speaker: 2 test (+10) test +10 10 

 

The dataset was prepared using a python script using a pydub library to overlay the voice of 

the users at different SNRs. The audio was randomly selected an overlay of the target speaker 

voices and interfering speaker. To build each of the conditions the recorded voices had to be 

concatenated or overlayed.   

Concatenation was used to add a few voice samples together to create a longer (For example 

10 word) audio. The words were chosen at random. The append function of the pydub library 

was used for this purpose. 
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The overlay was used to create different SNV level. The interfering speaker’s voice was 

overplayed using the required SNR. The overlay function of the Audio Segments in the pydub 

library was used to create the different SNR levels as depicted in Figure 4.2 below. 

 

 

 

 

4.1.3 Feature Extraction 

The features were extracted by using the inbuilt functions of different libraries. The processed 

testing and training data from section 4.1.2 was used as inputs to convert the speech signals 

to speech features. Table 4.2 shows the Feature extraction implementation tools/libraries used 

in this research. 

Table 4.2: Feature extraction implementation tools/libraries 

Features Platform Libraries 
STFT python numpy, scipy 

Figure 4.2: Code to concatenate and mix audio to prepare the dataset 
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Log Power python numpy, scipy 
Log Magnitude python numpy, scipy 
Log Mel python numpy, scipy 
MFCC python numpy, scipy 
GF python speech_utils, feature_extractor, 

scipy 
GFCC python speech_utils, feature_extractor, 

scipy 
PNCC matlab PNCC 
RASTA-PLP matlab Rastaplp 

 

4.1.4 Train speech separation model 

A python script was used to build all the SS models. Sklearn was used to calculate the MSE 

while keras was used to build the DNN from scratch. Tenserflow was used to utilize the GPU 

to speed up the training process as depicted in Figure 4.3. 

 

Figure 4.3: Code to create the DNN model 
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4.1.5 Create Alignments 

Python was used along with the kaldi engine to create the alignment using forced alignment 

method. Kaldio_io library was used to access the kaldi command line interface through 

python to create the alignments as shown in Figure 4.4 below. 

  

4.1.6 Train ASR model  

All the ASR models were developed using nnet2 of kaldi.  Kaldi was configures with 

tenserflow to increase the processing speed. Source code modification was needed to the 

kaldi nnet2 decoder to be used  in python as depicted in Figure 4.5 below. 

 

Figure 4.4: Code to create alignments 
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Figure 4.5: Code to prepare the ASR model 
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4.1.7 Joint speech separation and ASR model 

Python along with unix bash script was used to join the two SS and ASR models to create a 

unified Joint SS and ASR model as depicted in Figure 4.7 below. 

 

Figure 4.6: Code to train the ASR Model 
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As shown in figure 4.7 the implementation of the joint speech separation and ASR model is 

divided into 9 steps. The output of each of the step acts as an input for its subsequent steps. 

These output/input are stored locally in a folder and is referenced as directory paths within 

the code. This section will discuss the tasks of each of these steps: 

Step-1: In this step, the data is prepared. Both the training dataset and the testing dataset is 

developed for both speaker 1 and speaker 2 in this stage using the pre-recorded voices of both 

the users. This step is run only once which is why it is not part of the code. The same datasets 

are going to be used for all the 20 experiments. 

Step-2: This stage is the feature extraction stage. The features are extracted from all the clean, 

mixed, and interfering speeches. The dataset prepared in step-1 is used to extract the features.  

Figure 4.7: Code to join the speech separation and ASR model 
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Step-3: This step is used to concatenate the features for all the datasets to prepare the input 

of the Speech separation model to train it. This step is repeated for each of the features i.e. 

10 features.  

Step-4: In this step, the speech separation model is trained. As explained earlier, the speech 

separation uses DNN as an acoustic model. Therefore the feature dataset prepared in step 3 

is used to train and test the speech separation. 

Stage-5: At this stage, the output from the speech separation in step-4 is merged, prepared, 

and restructured to be used as an input for the Kaldi ASR model. 

Step-6: At this stage, the empty template of the ASR model is prepared. Therefore 20 empty 

templates are prepared which are ready to be trained. This template is an empty Kaldi 

template that is yet to be trained.  

Step-7: At this stage, the training data from step 5 is aligned. This is the alignment stage of 

the ASR as explained earlier. At this stage, the features are to be labeled with the appropriate 

triphones. These labeled training set will be later used to train the ASR model. 

Step-8: At this stage, the Kaldi ASR model is trained using the empty models prepared in 

step-6 using the data in step -7. This step takes the longest time to run since the ASR training 

is a slow process.  

Step-9: At this stage, all the 20 speech separation and 20 Joint speech separation and ASR 

model is evaluated. The testing data prepared in step -5 for the ASR and step-3 for speech 

separation is used to evaluate the models. 
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4.1.8 Evaluation of the developed model 

A Python script was used to evaluate the models. Sklearn and spacy were used to calculate 

the MSE while kaldi_io was used to calculate the WER of the two models. Matplotlib was 

used to plot the graphs in an interface and export them as image files, as described by the 

code shown in Figure 4.8 below. 

 

 

Figure 4.8:  Code for evaluating the models 
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 Experimental Design 

Ten sets of features were extracted and a joint SS and ASR model was implemented for each. 

All configurations for training/testing data and structure of the joint SS and ASR model was 

kept constant. The only varying points were the features (used for training and testing) and 

the dimension of the input and output layers of the DNN, which has to correspond to the 

dimensions of the features. Once the training was completed the testing was done at different 

SNR using the appropriate evaluation metrics. 

4.2.1 Feature Extraction 

Table 4.3 shows the selected features and dimensions of the features,  

Table 4.3: Feature extraction configurations 

Features Dimensions 
(size) 

Frame Length 
(ms) 

Hop length 
(ms) 

Window 
Function 

Configurations 

STFT 257 32 8 hamming N/A 
Log Power 257 32 8 hamming Power = 2 
Log Magnitude 257 32 8 hamming N/A 
Log Mel 26 25 1 None n-filter = 26  
MFCC 13 25 1 None n-filter = 26 
GF 64 25 1 hamming N/A 
GFCC 31 25 1 hamming N/A 
PNCC 26 25 1 hamming N/A 
RASTA-PLP 21 25 1 hamming N/A 
AMS 160 

 
25 
 

1 None 
 

N/A 
 

 

4.2.2 Alignments 

GMM-HMM alignment was performed using Kaldi forced alignment. 13 coefficient MFCC 

features were used to create the triphone alignments with the following configurations: 

(i) first_beam=10.0 

(ii) beam=13.0 
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(iii) lattice_beam=6.0 

4.2.3 Training models 

It can be seen that a different configuration can yield varying accuracy for each feature. 

However, to conduct an unbiased comparison, trade-offs had to be made via trial and error 

and a single basic configuration had to be chosen.  

The data for each speaker consists of five different SNR levels which are used to extract the 

respective features. These features are used to train the SS Models to predict clean features. 

The predicted clean features were then used to train the Acoustic model to categorize the 

frames into tri-phones. The concatenation of the two models is collectively referred to as a 

joint SS and ASR model as shown in Table 4.4.  

Table 4.4: Speech separation and joint SS and ASR models' summary 

SNR Train Data Feature Extraction SS Model ASR model joint SS and ASR 
model  

Speaker1-train STFT SS Speaker1 STFT AM Speaker1 
STFT 

joint Speaker1 
STFT 

Speaker1-train Log Power SS Speaker1 
logpow 

AM Speaker1 
logpow 

joint  Speaker1 
logpow 

Speaker1-train Log Magnitude SS Speaker1 
logmag 

AM Speaker1 
logmag 

joint  Speaker1 
logmag 

Speaker1-train Log Mel SS Speaker1 
logmel 

AM Speaker1 
logmel 

joint  Speaker1 
logmel 

Speaker1-train MFCC SS Speaker1 mfcc AM Speaker1 
mfcc 

joint  Speaker1 
mfcc 

Speaker1-train GF SS Speaker1 gf AM Speaker1 gf joint  Speaker1 gf 
Speaker1-train GFCC SS Speaker1 gfcc AM Speaker1 gfcc joint  Speaker1 

gfcc 
Speaker1-train PNCC SS Speaker1 pncc AM Speaker1 pncc joint  Speaker1 

pncc 
Speaker1-train RASTA-PLP SS Speaker1 

rastaplp 
AM Speaker1 
rastaplp 

joint  Speaker1 
rastaplp 

Speaker1-train AMS SS Speaker1 ams AM Speaker1 ams joint  Speaker1 
ams 

Speaker2-train STFT SS Speaker2 STFT AM Speaker2 
STFT 

joint  Speaker2 
STFT 

Speaker2-train Log Power SS Speaker2 
logpow 

AM Speaker2 
logpow 

joint  Speaker2 
logpow 

Speaker2-train Log Magnitude SS Speaker2 
logmag 

AM Speaker2 
logmag 

joint  Speaker2 
logmag 
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Speaker2-train Log Mel SS Speaker2 
logmel 

AM Speaker2 
logmel 

joint  Speaker2 
logmel 

Speaker2-train MFCC SS Speaker2 mfcc AM Speaker2 
mfcc 

joint  Speaker2 
mfcc 

Speaker2-train GF SS Speaker2 gf AM Speaker2 gf joint  Speaker2 gf 
Speaker2-train GFCC SS Speaker2 gfcc AM Speaker2 gfcc joint  Speaker2 

gfcc 
Speaker2-train PNCC SS Speaker2 pncc AM Speaker1 pncc joint  Speaker1 

pncc 
Speaker2-train RASTA-PLP SS Speaker2 

rastaplp 
AM Speaker1 
rastaplp 

joint  Speaker1 
rastaplp 

Speaker2-train AMS SS Speaker2 ams AM Speaker1 ams joint  Speaker1 
ams 

 

4.2.4 Experiments 

After the training of the 20 models (2 speaker x 10 features), each of the models will be 

evaluated using five different levels of SNR data. The final evaluation will be carried out by 

averaging the evaluation matrices of the two speakers for each of the features. Table 4.5 

display the total number of experiments conducted for each of the features: 

Table 4.5: Summary of experiments conducted 

SNR Test Data SS Model (for each of the 10 
features) 

Joint Model (SS+ASR) 
(for each of the 10 features) 

Speaker: 1 test (-10) SS Speaker1 feature(x) joint  Speaker1 feature(x) 
Speaker: 1 test (-5) SS Speaker1 feature(x) joint  Speaker1 feature(x) 
Speaker: 1 test (0) SS Speaker1 feature(x) joint  Speaker1 feature(x) 
Speaker: 1 test (+5) SS Speaker1 feature(x) joint  Speaker1 feature(x) 
Speaker: 1 test (+10) SS Speaker1 feature(x) joint  Speaker1 feature(x) 
Speaker: 2 test (-10) SS Speaker2 feature(x) joint  Speaker2 feature(x) 
Speaker: 2 test (-5) SS Speaker2 feature(x) joint  Speaker2 feature(x) 
Speaker: 2 test (0) SS Speaker2 feature(x) joint  Speaker2 feature(x) 
Speaker: 2 test (+5) SS Speaker2 feature(x) joint  Speaker2 feature(x) 
Speaker: 2 test (+10) SS Speaker2 feature(x) joint  Speaker2 feature(x) 

 

As explained in section 4.1.7 stage -9 is the evaluation stage. The experiments begin once all 

of the 20 models are trained and developed. Table 4.4 displays the template of all the 

experiments that were conducted. The test data originated from the dataset prepares earlier 
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from two speakers at SNR levels -10, -5, 0, 5, and 10. The joint SS and ASR model contains 

a component speech separation. The joint speech separation and ASR model and the speech 

separation are evaluated separately. In table 4.4 'x' denotes one of the 10 features. Since 2 

speakers at different SNR level is used, a total of 10 datasets are to be evaluated.  To evaluate 

the speech separation, all the 10 datasets are evaluated for each of the 10 features which add 

up to 100 evaluations for the speech separation. Subsequently, the joint speech separation 

and ASR model is evaluated using the same 10 dataset for each of the 10 features, which 

adds up to another 10 evaluations for the joint speech separation and ASR model. 
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CHAPTER 5 :  RESULTS 
 

 Results of the Speech separation Model 

Table 5.1 shows the MSE (Minimum Square Error) of the Speech Separation (SS) model at 

different SNR levels.  The Male columns are the performance of the SS when extracting the 

male features and vice versa for the female column. Base refers to the MSE of the noisy 

features, while ‘Predicted’ refers to the MSE of the predicted which is cleaner than the noisy 

features. It is expected that the ‘predicted’ MSE to be better than the base MSE. 

Table 5.1: Average improved MSE of the speech separation 

features SN

R 

male_base male_predicte

d 

female_base female_predicte

d 

avg_improve

d 

stft -10 28179885.0
7 

26941331.11 22195176.95 16523781.69 14.97 

stft -5 25077504.7
7 

27916704.28 15732721.17 13909193.26 0.13 

stft 0 23274042.5
2 

28461178.90 11466626.49 11426332.04 -10.96 

stft 5 32990422.5
6 

36148860.71 28350803.22 11736449.95 24.51 

stft 10 92778012.7
7 

80448007.29 137706033.9
4 

37198876.54 43.13 

log_power_ma

g 

-10 9.36 5.20 8.34 5.43 39.61 

log_power_ma

g 

-5 8.35 5.08 7.25 4.72 36.98 

log_power_ma

g 

0 7.89 5.12 6.74 4.25 36.01 

log_power_ma

g 

5 8.61 5.24 7.49 3.98 42.99 

log_power_ma

g 

10 11.28 5.45 10.25 3.90 56.80 

log_mag 

 

 

-10 2.34 1.23 2.08 1.38 40.42 

log_mag 

 

-5 2.08 1.13 1.81 1.21 39.14 

log_mag 

 

0 1.97 1.09 1.68 1.09 39.73 

log_mag 

 

5 2.15 1.09 1.87 1.02 47.18 

log_mag 

 

10 2.82 1.13 2.56 1.00 60.21 
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gf -10 0.91 0.53 0.70 0.39 42.77 
gf -5 0.81 0.52 0.57 0.30 41.11 
gf 0 0.77 0.50 0.52 0.25 43.58 
gf 5 0.91 0.50 0.69 0.22 56.47 
gf 10 1.43 0.53 1.28 0.21 72.74 
gfcc -10 83.01 48.37 65.34 42.92 38.01 
gfcc -5 75.14 48.64 54.49 36.92 33.75 
gfcc 0 76.20 46.41 54.06 31.52 40.39 
gfcc 5 100.07 43.99 79.13 28.31 60.13 
gfcc 10 170.35 46.67 156.10 28.89 77.04 
log_mel -10 7.36 3.86 5.88 3.34 45.38 
log_mel -5 6.61 3.73 5.03 2.69 45.04 
log_mel 0 6.49 3.82 4.88 2.23 47.62 
log_mel 5 7.61 4.05 6.05 2.01 56.67 
log_mel 10 10.62 4.35 9.20 2.00 68.60 
mfcc -10 186.49 97.36 138.69 90.43 41.29 
mfcc -5 161.09 90.20 111.47 73.77 38.91 
mfcc 0 132.30 84.53 86.59 59.22 33.85 
mfcc 5 101.77 78.33 64.08 48.22 23.89 
mfcc 10 72.67 72.60 43.96 40.03 4.51 
PNCC -10 0.69 

 
0.42 
 

0.52 
 

0.34 
 

36.43 
 

PNCC -5 0.60 
 

0.38 
 

0.41 
 

0.28 
 

33.98 
 

PNCC 0 0.49 
 

0.33 
 

0.31 
 

0.23 
 

29.05 
 

PNCC 5 0.38 
 

0.28 
 

0.22 
 

0.19 
 

20.91 
 

PNCC 10 0.28 
 

0.24 
 

0.15 
 

0.15 
 

7.46 
 

RASTA-PLP -10 0.67 
 

0.52 
 

0.86 
 

0.62 
 

25.12 
 

RASTA-PLP -5 0.48 
 

0.49 
 

0.67 
 

0.52 
 

9.98 
 

RASTA-PLP 0 0.30 
 

0.44 
 

0.47 
 

0.42 
 

-17.60 
 

RASTA-PLP 5 0.17 
 

0.41 
 

0.29 
 

0.35 
 

-79.17 
 

RASTA-PLP 10 0.09 
 

0.42 
 

0.16 
 

0.30 
 

-228.23 
 

AMS -10 0.00 
 
 

0.00 
 

0.00 
 

0.00 
 

30.96 
 

AMS -5 0.00 
 

0.00 
 

0.00 
 

0.00 
 

16.91 
 

AMS 0 0.00 
 

0.00 
 

0.00 
 

0.00 
 

6.87 
 

AMS 5 0.00 
 

0.00 
 

0.00 
 

0.00 
 

60.55 
 

AMS 10 0.00 
 

0.00 
 

0.00 
 

0.00 
 

90.90 
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Figure 5.1 depicts the percentage of noise cleaned by the SS model for each feature. This is 

the aggregated visualization of table 5.1. The speech separation was able to clean the speech 

signal for all the features except for ransta-plp. As shown in figure 5.1, the speech 

separation disrupts the input features of rasta-plp.  

 

 

 

 

 

 

 

 

 

 

 

 Results of the Joint 

Speech Separation and ASR model 

Table 5.2 shows the Word Error Rate (WER) of the joint SS and ASR model. The table 

displays the average WER for male and female voice experiments at different SNR levels. 

Figure 5.1: Percentage of noise cleaned in each feature by the speech separation 
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Table 5.2: Word Error Rate (%) of each of the Joint Speech separation and ASR model in 

different SNR 

features SNR joint 

_male_WER 

(%) 

joint _female_ 

WER (%) 

joint _avg_ 

WER (%) 

stft -10 22 18 20 
stft -5 14 8 11 
stft 0 14 0 7 
stft 5 4 0 2 
stft 10 6 0 3 
log_power_mag -10 46 28 37 
log_power_mag -5 30 20 25 
log_power_mag 0 18 12 15 
log_power_mag 5 14 8 11 
log_power_mag 10 12 8 10 
log_mag -10 50 30 40 
log_mag -5 32 18 25 
log_mag 0 20 10 15 
log_mag 5 18 12 15 
log_mag 10 10 8 9 
gf -10 10 16 13 
gf -5 10 6 8 
gf 0 10 6 8 
gf 5 10 2 6 
gf 10 0 0 0 
gfcc -10 4 22 13 
gfcc -5 8 12 10 
gfcc 0 8 6 7 
gfcc 5 2 4 3 
gfcc 10 2 2 2 
log_mel -10 18 16 17 
log_mel -5 22 10 16 
log_mel 0 10 6 8 
log_mel 5 8 0 4 
log_mel 10 8 0 4 
mfcc -10 30 14 22 
mfcc -5 20 12 16 
mfcc 0 12 6 9 
mfcc 5 8 4 6 
mfcc 10 2 0 1 
PNCC -10 24 

 
22 
 

23 
 

PNCC -5 18 
 

6 
 

12 
 

PNCC 0 6 
 

4 
 

5 
 

PNCC 5 4 
 

2 
 

3 
 

PNCC 10 4 
 

0 
 

2 
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RASTA-PLP -10 62 
 

44 
 

53 
 

RASTA-PLP -5 44 
 

18 
 

31 
 

RASTA-PLP 0 32 
 

6 
 

19 
 

RASTA-PLP 5 22 
 

0 11 
 

RASTA-PLP 10 12 
 

0 6 
 

AMS -10 90 90 90 
AMS -5 90 90 90 
AMS 0 90 90 90 
AMS 5 90 90 90 
AMS 10 90 90 90 

  

Figure 5.2 shows the WER of each of the features at different SNR levels. In general, for all 

the features the WER will reduce as the SNR increases. This is because the SNR increases 

Figure 5.2: SNR vs WER for each feature 
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when the level of interfering noise decreases which reduces the amount of miss translation 

(WER) of the model.   

 Discussion 

5.3.1 Comparison of the results between speech separation and the ASR model 

It can be seen that when using the GFCC feature the SS model can reduce the noise by 15%, 

which is the highest percentage out of the 7 features experimented.  MFCC only manages a 

2% reduction in noise. The rest of the features show MSE improvement from 9% to 14%. It 

can be argued that GFCC yields the best recognition and MFCC the lowest, based on the 

percentage of reduction in noise.  

However, when evaluating the joint SS and ASR model, it can be seen that MFCC shows a 

better result at high SNR (10 dB) than GFCC, while, at -10 dB, GFCC shows much better 

accuracy. This shows that, while the SS model is not effective with MFCC, the ASR model 

shows a much better performance. Log_mag and log_power_mag shows the worst accuracy 

at -10 dB. It is interesting to see the even though STFT is the most basic feature, it can 

produce a good recognition accuracy at both low and high SNR levels. This would explain 

why STFT is the 'go-to' feature in many of the previous researches. 

5.3.2 The most influencing speech feature(s) for speech separation model  

Table 5.3 shows the most influencing features for separating the speech of the target speaker 

(clean signal) from the interfering speaker’s speech (noisy signal) for the Speech separation 

model used in the Joint Model at different signal-to-noise ratios.  
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Table 5.3: Average MSE at different SNR of speech separation 

SN

R 

stft log_power_ma

g 

log_ma

g 

gf gfcc log_me

l 

mfcc PNC

C 

RASTA

-PLP 

AM

S 
 
Averag

e MSE 

-10 14.9
7 

39.61 40.42 42.7
7 

38.0
1 

I 41.2
9 

36.43 25.12 30.9
6 

35.50 

-5 0.13 36.98 39.14 41.1
1 

33.7
5 

45.04 38.9
1 

33.98 9.98 16.9
1 

29.59 

0 -
10.9
6 

36.01 39.73 43.5
8 

40.3
9 

47.62 33.8
5 

29.05 
 

-17.60 6.87 21.95 

5 24.5
1 

42.99 47.18 56.4
7 

60.1
3 

56.67 23.8
9 

20.91 
 

-79.17 60.5
5 

29.32 

10 43.1
3 

56.80 60.21 72.7
4 

77.0
4 

68.60 4.51 7.46 
 

-228.23 90.9
0 

24.57 

SNR: -10 

SNR -10 indicates extremely high interfering noise. The average percentage of speech 

cleaned is 35%. STFT performs very low at this SNR level.  log_power_mag, log_mag, gf, 

gfcc, log_mel, mfcc, PNCC, RASTA-PLP, and Amplitude modulation spectrum (AMS) 

displays similar results from 30% to 45%. However, despite being a naïve feature, log_mel 

performance is the best with 45% cleaned speech at SNR -10. 

SNR: -5 

SNR -5 indicates high interfering noise. At this SNR level, the interfering noise is louder than 

the target speech. The average improvement at SNR -5 is 29%.  STFT shows the least 

improvement of 0.134% at this level. RASTA-PLP and AMS also show low improvement 

with 9% and 16%.  log_power_mag, log_mag log_mag, gf, gfcc, log_mel, mfcc, and pncc 

recorded improvements ranging from 35% to 45%.  Log_mel has the best results at SNR -5 

with a 45% improvement. 

SNR: 0 
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At SNR 0, the interfering noise is matched with the loudness of the target speech. At this 

level, the average improvement for all features is 21%. STFT and RASTA-PLP reported 

deteriorating results indicating that STFT is not suitable to be used as a feature in the speech 

separation at this SNR level. However, it might perform better if the raw features are fed into 

the ASR model, skipping the separation stage. AMS performance is also poor at only 16% 

improvement. log_power_mag, log_mag log_mag, gf, gfcc, log_mel, mfcc, and pncc shows 

improvements ranging from 35% to 47%.  Log_mel displays the best results at SNR 0 with 

a 47% improvement. 

SNR: 5 

At SNR 5, the target speech is louder than the interfering sound. This is a more realistic level 

found in an everyday environment. At this level, the average improvement is 29%.  RASTA-

PLP reported deteriorating results at this level. However, STFT shows a better improvement 

at this level as compared to SNR 0. PNCC and MFCC display improvements of 20% to 30%.  

log_power_mag, log_mag log_mag, gf, gfcc, log_mel, and AMS displays improvements 

ranging from 40% to 60%. AMS shows the best improvement at this stage with 60% 

improvement. 

SNR 10 

At SNR 10, the interfering sound is minimal. At this level, the average improvement is 24%.  

RASTA-PLP still shows negative improvements and PNCC and MFCC perform under 10%. 

STFT, log_power_mag, log_mag,  gf, gfcc, and log_mel show varying improvements all of 

which are over 40%.  AMS shows the best improvements at this SNR level with 90%.  
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5.3.3 The most influencing speech feature(s) for the Joint Speech separation and ASR 

model  

Table 5.4 presents the WER of each feature in terms of percentage. The most influencing 

features for separating the speech of the target speaker (clean signal) from the interfering 

speaker’s speech (noisy signal) for the Joint Model at different signal-to-noise ratio are 

highlighted in green which are the gf, gfcc, pncc, and stft. 

Table 5.4: Word Error Rate (%) of Speech Features for the Joint Model 

SNR Stft 

(%) 

log_power

_mag (%) 

log_mag 

(%) 

G

f 

(

%

) 

Gfc

c 

(%) 

log_mel 

(%) 

mfcc 

(%) 

PNCC 

(%) 

RAST

A-PLP 

(%) 

AMS 

(%)  

Avera

ge 

(%) 

-10 20 37 40 13 13 17 22 23 53 90 32.8 
-5 11 25 25 8 10 16 16 12 31 90 24.4 
0 7 15 15 8 7 8 9 5 19 90 18.3 
5 2 11 15 6 3 4 6 3 11 90 15.1 
10 3 10 9 0 2 4 1 2 6 90 12.7 
Aver

age 

4.3 9.8 10.4 3.
5 

3.5 4.9 5.4 4.5 12.0 90.0  

 

In this section, the WER of the features in each of the SNR level will be discussed. Since 

AMS is an amplitude modulation based feature, it performed poorly at all SNR level. Due to 

this, AMS will be excluded from further discussion.  

SNR -10 

The average WER at SNR -10 is 32.8. RASTA-PLP, log_power_mag, and log_mag 

performed poorly with WER as compared with the average value. Stft, gf, gfcc, log_mel, 

mfcc, and PNCC performed better than the average. GF and GFCC perform equally well with 

a WER of 13.   

SNR -5 
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The average WER at SNR -5 is 24.4. Except for  log_power_mag, log_mag, and RASTA-

PLP, all of the features performed better than the average WER. GF performs the best with 

the lowest WER of only 8. 

SNR 0 

The average WER at SNR 0 is 18.3. With the exception to RASTA-PLP, all the other features 

performed better than the average WER. GF performs best with a WER of only 8. 

SNR 5 

The average WER at SNR 5 is 15.1. All the features (except AMS) scored a WER below 15. 

STFT is the best at this level with WER of 2.   

SNR 10 

The average WER at SNR 10 is 12.7. All the features (except AMS) scored a WER below 

10. GF is the best at this level with a WER of 0. 

 Summary 

As shown in section 5.3.1 it can be seen that an improvement of MSE in the speech separation 

model does not always guarantee a better accuracy in the ASR model. The accuracy of the 

ASR depends on the type of features that are being used. In table 5.3 it can be seen that log 

mel speech features yields the most improvement on the percentage of speech features on 

average. However, when using the complete joint speech separator and ASR model, table 5.4 

depicts that GF and GFCC yields the best average results. Therefore it can be concluded that 

Tu’s (2016) joint speech separator and ASR model should be using either GF or GFCC for 

best results instead of log mel which was originally used by Tu (2014;2016). 
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CHAPTER 6 :  CONCLUSION AND FUTURE RESEARCH 

 

6.1 Overview 

This chapter provides the overall conclusion of the research objectives stated in chapter 1. 

The main aim of this research is to devise a method for identifying the most influencing 

speech features towards increasing the recognition accuracy of joint speech separation and 

ASR model. From the experiments, it can be concluded that the joint speech separation and 

ASR model show a varying degree of Word Error Rate (WER) based on the sound features 

used. This concludes that the proposed method in identifying the most suitable feature is 

important for the joint model to perform well. As the Signal-to-Noise Ratio (SNR) of the 

input decreases, the WER rate increases in each of the features. It was also apparent that some 

features work better in low SNR while others work better in high SNR. This concludes that 

based on the environment a suitable sound feature should be selected. 

 Meeting of Research Aims and Objectives  

This section discusses how each of the research objectives and questions is fulfilled.   

6.1.1 Fulfilling Objective 1 and Question 1 

Research Objective 1: To identify speech features used in the existing speech separation 

model for separating the speech of the target speaker (clean signal) from the interfering 

speaker’s speech (noisy signal).  

Research Question: What are the speech features used in the existing speech separation 

model for separating the speech of the target speaker (clean signal) from the interfering 

speaker’s speech (noisy signal)? 
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To identify the features, past researches on speech separation were reviewed to identify 

different types of features used to build speech separation models. Table 1.3 summarizes the 

list of features from past studies. In section 2.5, these features used in speech separation have 

been discussed in detail. Following that, section 2.6, provides the list of speech features used 

in the existing speech separation model for separating the speech of the target speaker (clean 

signal) from the interfering speaker’s speech (noisy signal). It also shows the frequency of 

each of the features used in different studies. The two sections address the first objective and 

the first research question. 

6.1.2 Fulfilling Objective 2 and Question 2 

Research Objective 2: To develop a method for experimenting  the  most influencing speech 

features based on the identified speech features in objective (1) using joint speech 

separation and the ASR model. 

 

Research Question: What are the method(s) for experimenting the most influencing speech 

features -using the joint Speech separation and the ASR model at different signal-to-noise 

ratio? 

In Section 3.1, a simplified framework that can be applied to develop a method for 

experimenting with the most influencing speech feature using joint Speech separation and 

ASR model was presented. In section 3.2, each of the phases is explained and the techniques 

used to develop the phases are discussed. The key stages used to develop the system are 

Record Voice, prepare dataset, extract features, train speech separation, create alignments, 

train ASR to join speech separation and ASR. Section 4.1, presents the detail of the 

implementation of the framework, elaborating on the steps taken to implement the 

framework. Python code with the help of Kaldi and Keras was used to implement the joint 
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SS and ASR model. Section 4.2 displays the detailed configurations used to build the 

framework. The speech separation and ASR model was built for both male and female 

speakers, which were trained using the 10 features listed in objective 1. In total 20 (2 

male/female x 10 features) joint SS and ASR models were built. The above sections address 

the second objective and the second research question. 

6.1.3 Fulfilling Objective 3 and Question 3 

Research Objective 3: To evaluate and compare the performance of joint Speech separation 

and ASR model against the speech separation model using the identified features at different 

signal-to-noise ratios. 

Research Question: How is the performance of joint Speech separation and ASR model 

against the speech separation model using the identified features at different signal-to-noise 

ratios? 

Section 2.7 of chapter 2, discusses the evaluation techniques that can be used to measure the 

accuracy of the joint Speech separation and ASR model and speech separation model. To 

evaluate how well the speech separation can clean the speech features and extract the clean 

speech features, MSE was used. The MSE indicates how different the output of the speech 

separation is from its original clean speech. To evaluate how well joint speech separation and 

ASR model can transcribe what the target user is speaking, WER was used. Word Error Rate 

(WER) computed how many words the model was able to identify correctly. By utilizing the 

evaluation models (i.e MSS and WER), the two models have been evaluated using the 

features listed in objective 1 and the framework developed in objective 2.  The results of this 

evaluation are shown in Tables 5.3 and 5.4. These address the third objective and third 

research question.  
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 Conclusion 

Chapter 2 lists the features used in the previous studies.  STFT, log power mag, log mag, gf, 

gfcc, log mel, mfcc PNCC, RASTA-PLP and AMS are the features that were used in previous 

studies. Chapter 4 contains the details of developing joint speech separation and the ASR 

model. Using the models developed in chapter 4, the 10 features were evaluated.  

As shown in table 6.1 the most influencing speech feature can be seen by GF. At a high SNR 

GF performs almost flawlessly with a WER of only 0. The average minimum WER is 4 

(excluding AMS). STFT, GF, GFCC, Log_mel, MFCC PNCC have all been able to score 

below or equal to 4. Thus, proving to be a viable feature to be used at a higher SNR level. 

On the other hand log_power_mag, log_mag, RASTA-PLP, and AMS have all score high 

WER which indicates that the best performance at high SNR is not adequate.  

The average maximum WER (excluding AMS) is 26.4. STFT, GF, GFCC, Log_mel, MFCC, 

PNCC have all scores below the average and so these features could be used at low SNR 

levels. Log_power_mag, Log_mag, RASTA-PLP, and AMS have all scores above the 

average which indicates that these should not be used at low SNR.  

The slope indicates the gradient of the line of each feature. It is the relation between WER 

and SNR level. As expected as the SNR increases (becomes less noisy) the WER (Word error 

rate) decreases. This is why the slope for all the features is negative. As the slope decreases, 

it indicates a faster drop of the WER. Generally, if the Joint speech separation and ASR 

Model is used in an environment where the SNR level can vary then a higher slope is 

preferred.  This will ensure that the performance of the model remains as stable as possible 

throughout varying SNR levels. In such cases, GFCC, GF, and STFT could be a viable 
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choice. In the case where the SNR level of the environment can be predetermined than the 

values shown in table 6.2 can be used.  

Table 6.1: Min, Max and slope Word Error Rate (WER) of features 

SNR stft log_power_mag log_mag gf gfcc log_mel mfcc PNCC RASTA-

PLP 

AMS 

Minimum 2 10 9 0 2 4 1 2 6 90 
Maximum 20 37 40 13 13 17 22 23 53 90 
Average 4.3 9.8 10.4 3.5 3.5 4.9 5.4 4.5 12.0 90 
Slope -0.85 -1.35 -1.55 -0.65 -0.55 -0.65 -1.05 -1.05 -2.35 ~ 

  

Based on the results in chapter 5 we can conclude that the following features should provide 

the lowest WER at different SNR levels as indicated by Table 6.2 

Table 6.2: Best performing features by SNR level 

SNR -10 -5 0 5 10 

Features GF, GFCC GF PNCC STFT GF 

 

 Research Outcomes and Contributions 

This research summarizes all the speech features used before in speech separation. It also 

counts the number of studies where each of the features has been used in. This summary 

indicates a general trend and preference of features that are being used in the field of speech 

separation.  

Tu (2016), proposed a joint Speech Separation and ASR model. However, the model was not 

evaluated to identify features that resulted in the most accurate results. The evaluation in 

chapter 5 shows the details of the best features to be used in joint speech separation and the 

ASR model.  
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By understanding the most influencing speech features at different SNR levels, the findings 

can be applied in different real-life environments to obtain optimum recognition accuracy. 

This research divides its evaluation of the features based on SNR level. This uncovers which 

feature to use in different environments.  

The joint speech separation and ASR model is a new and improved model, which is yet to be 

thoroughly tested. This research thoroughly tests this model against other previously used 

speech features. In doing so, this model can be configured with the appropriate features to 

maximize its accuracy. Moreover, this research also evaluates the model against features at 

different SNR levels. Figure 5.2 shows the relationship between the SNR and WER of each 

of the features. In doing so it helps to decide which features to use environments where the 

SNR level can be determined. 

Moreover, this research also evaluates the speech separation and the Joint Speech separation 

and ASR separately for each of the features. This helps us understand the efficiency of the 

speech separation within a Joint speech separation and ASR model. 

 Limitations and Future Research   

From findings in chapter 5, it can be concluded that different features excel at different SNR 

levels. The joint Speech separation and ASR model should be configured with the appropriate 

features based on the SNR of the input for the best results. The nature of the environment 

should determine the SNR level. However, this has to be predetermined for the model to 

work. It might be possible to determine the SNR levels of the environment beforehand to 

auto-configure the appropriate feature to use in a different language. In such a case, the model 

could be used more easily and broadly.   
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