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SENTIMENT ANALYSIS FOR AIRLINE SERVICES ON TWITTER USING 
DEEP LEARNING WITH WORD EMBEDDING 

ABSTRACT 

The use of social media platform in the airline industries have increased rapidly to allow 

analysis introduce the quality and performance of the services. The role of Sentiment 

Analysis (SA) is to classify people's opinions into different categories, such as positive 

and negative from text, using existing algorithms. However, existing approaches such as 

the Bag of Words (BOW) model is frequently used for text classification, where a 

document is mapped to a feature vector before the construction of the actual model, 

using machine learning techniques, like Logistical Regression and Support Vector 

algorithms. This problem has led to low accuracy in predicting Airline Services using 

Twitter data. Meanwhile, in recent years, Deep Learning algorithms for Sentiment 

Analysis has emerged as one of the most popular algorithms, which provides automatic 

feature extraction, rich representation capabilities, and better performance than most of 

the traditional learning algorithms. This research proposes deep learning with word 

embedding prediction model in order to improve the accuracy of the sentiment analysis 

of the airline services. The objectives of this research are as follows: to achieve the 

research aim, wherein firstly a taxonomy to classify different airline services models in 

the current literature based on sentiment classifiers is designed. Secondly, this research 

achieved the development of deep learning with a word embedding (DLWE) prediction 

model that extract features automatically through the layers in the model to classify and 

improve the prediction accuracy of sentiment analysis of the airline services. Thirdly, 

experiment to evaluate and compare the performance of the deep learning based 

sentiment classifier with some of the machine learning baselines has been conducted. 

For the experiment, the research used a public dataset that were extracted from the 

microblogging and airline services domain, while the training and testing process was 
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performed using TensorFlow's library, for the evaluation process, classification 

accuracy and confusion matrix were employed. Regarding the results, the highest 

prediction accuracy achieved is 82.61% by using the word embedding model as a 

features extractor, and deep neural network learning as a classifier, as to when 

compared to the existing benchmark which used SVM and LG machine learning 

classifiers and word to vector model as a features extractor with 72%  prediction 

accuracy. Thus, the result obtained from the proposed deep learning with word 

embedding model, can be used to help improve the sentiment analysis accuracy of 

airline services and other related fields of future research. 

Keywords: Sentiment analysis, deep learning, word embedding, Twitter, airline services 
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ANALISIS SENTIMEN UNTUK PERKHIDMATAN PENERBANGAN DI 

TWITTER MENGGUNAKAN MENDALAM PEMBELAJARAN DENGAN 

PERKATAAN BENAMAN 

ABSTRAK 

Penggunaan platform media sosial dalam industri penerbangan telah meningkat pesat 

untuk membolehkan analisis memperkenalkan kualiti dan prestasi perkhidmatan. 

Peranan Analisis Sentimen (SA) adalah mengklasifikasikan pendapat orang dalam 

pelbagai kategori, seperti positif dan negatif dari teks, menggunakan algoritma yang 

sedia ada. Walau bagaimanapun, pendekatan yang sedia ada seperti model Bag of 

Words (BOW) sering digunakan untuk teks klasifikasi, di mana dokumen dipetakan ke 

vektor ciri sebelum pembinaan model sebenar, menggunakan teknik pembelajaran 

mesin, seperti algoritma Logistik Regresi dan Sokongan Vektor. Masalah ini 

menyebabkan ketepatan yang rendah dalam meramalkan Perkhidmatan Penerbangan 

menggunakan data Twitter. tahun-tahun kebelakangan ini, algoritma Deep Learning 

untuk Analisis Sentimen telah muncul sebagai salah satu algoritma yang paling popular, 

yang menyediakan pengekstrakan ciri automatik, keupayaan perwakilan yang kaya, dan 

prestasi yang lebih baik daripada kebanyakan algoritma pembelajaran tradisional. 

Kajian ini mencadangkan pembelajaran mendalam dengan model ramalan menaip 

perkataan untuk meningkatkan ketepatan analisis sentimen perkhidmatan penerbangan. 

Objektif o Kajian ini adalah seperti berikut: untuk mencapai matlamat penyelidikan, di 

mana pertama taksonomi untuk mengklasifikasikan model perkhidmatan penerbangan 

yang berbeza dalam kesusasteraan semasa berdasarkan kelas sentimen direka. Kedua, 

kajian ini mencapai perkembangan pembelajaran mendalam dengan model ramalan 

perkataan (DLWE) yang mengekstrak ciri secara automatik melalui lapisan dalam 

model untuk mengklasifikasikan dan meningkatkan ketepatan ramalan analisis sentimen 

perkhidmatan penerbangan. Ketiganya, eksperimen untuk menilai dan membandingkan 
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prestasi kelas sentimen berasaskan pembelajaran mendalam dengan beberapa 

pembelajaran baseline pembelajaran telah dijalankan. Untuk eksperimen, penyelidikan 

menggunakan dataset awam yang diekstrak dari domain perkhidmatan microblogging 

dan perkhidmatan penerbangan, manakala proses latihan dan ujian dilakukan 

menggunakan perpustakaan TensorFlow, untuk proses penilaian, ketepatan klasifikasi 

dan matriks kekeliruan yang digunakan. hasilnya, ketepatan ramalan tertinggi yang 

dicapai adalah 82.61% dengan menggunakan model embedding perkataan sebagai 

pengekstrak ciri, dan pembelajaran rangkaian neural yang mendalam sebagai pengelas, 

apabila dibandingkan dengan penanda aras sedia ada yang menggunakan pengkaji dan 

mesin pembelajaran SVM dan LG ke vektor model sebagai pengekstrak ciri dengan 

ketepatan ramalan 72%. Oleh itu, hasil yang diperoleh daripada pembelajaran yang 

dicadangkan dengan model embedding kata, boleh digunakan untuk membantu 

meningkatkan ketepatan analisis sentimen perkhidmatan penerbangan dan bidang 

penyelidikan masa depan lain yang berkaitan. 

Kata kunci: Analisis sentimen, pembelajaran mendalam, penyemakan perkataan, 

Twitter, perkhidmatan penerbangan 
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CHAPTER 1: INTRODUCTION 

 With the increasing number of airlines and the rising number of travelers around the 

world, some airlines are beginning to use different ways to promote themselves and 

attract more people, and they do this through the upgrade of the services they provide, 

with the aim of satisfying the needs of their customers (Bott, 2014). The level of this 

service is considered as one of the most important factors which represent the final 

impression of the passengers on a whole travel experience. 

 Customer service starts from the moment the passenger enters the company's website 

until he or she receives the last bag in preparation to depart from the airport 

(Misopoulos, Mitic, Kapoulas, & Karapiperis, 2014). Therefore, airlines engage in 

verifying the opinions and observations of customers about the services they provide, 

whereas these reviews are very important, as it is a means through which the quality of 

airline services will be developed and improved (Horiguchi, Baba, & Kashima, 2017). 

 In the past, customer opinions are collected and analyzed using traditional methods 

such as questionnaires, which are considered inaccurate, stressful, and time consuming 

(Liou & Tzeng, 2010). In contrast to questionnaires, social media is an important source 

of data to determine the customers sentiment and reviews regarding airline services 

(Almas, 2017). The rapid increase in the usage of the internet and social media has 

boosted the economy in airline product sales and profitability (Wang, 2017). The 

internet has become the central tool for the business strategy development of the airline 

company. 

 Implementation of social media in marketing has been defined as a ‘connection 

between brands and consumers (Paquette, 2013). The adoption of social media 

technologies has already become the driving force for establishing and reinforcing the 

competitiveness among large number of companies across numerous industries and 
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domains (Plant, 2016). Thus, the potential of using social media as a marketing tool has 

been recognized by a vast majority of organizations, who have applied such tool into 

their business strategies, to maintain and improve competitiveness in the market (Plant, 

2016). For instance, valuable information can be obtained using a marketing survey 

conducted by online users, customer feedbacks, and reviews written by the consumers. 

The survey can then be analyzed to obtain the knowledge about the products that 

supports the business decision makings process (Khan, Borah, & Pradhan, 2016). From 

the companies’ perspective, it can be extremely valuable for their future business 

strategies, such as for determining the customer’s post purchase responses and reviews. 

Interacting face-to-face with individual customers could be very time consuming and 

challenging, especially when there is an attempt to determine the customers’ opinions 

on the products sold (Duan, Chen, Liu, & Ding, 2015).  

 Thus, the use of social media tools can be leveraged for essential business strategies, 

such as interacting with customers and monitoring targeted online customer groups 

(Bonchi et al., 2011). Among the existing social media platform, Twitter is a good 

platform as a huge repository of many important data, as it is a major destination for 

data analysts and researchers, thus suitable for performing the sentiment analysis. 

Twitter is more accurate than questionnaires (Okazaki et al., 2015). The emergence of 

modern techniques specialized on data collection has led to the widespread of data 

accumulation in various fields (Miedema, 2018). 

1.1 Background  

 Sentiment Analysis, which is also known as opinion mining is a branch of Natural 

Language Processing (NLP), designed to build systems capable of identifying and 

extracting opinions from different text sources (Leung & Chan, 2008). The most 

commonly used method in sentiment analysis is the text classification, which classifies 

text into classes or polarity classes, such as positive, negative or neutral (Leung & Chan, 
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2008). The applications of text classification were used across multiple domains such as 

business, communications, and politics. For example, sentiment analysis can be applied 

on social media data to find out people’s opinion of a certain candidate in the elections, 

or identifying areas that supports a candidate more than others, and up to the extent of 

even predicting the election results (Bahrami, Findik, Bozkaya, & Balcisoy, 2018). 

 Sentiment analysis application is extensively used to determine the predictive power 

towards sales in a company, as well as in the products domain, where companies wish 

to release their product to know the customer’s feedback and reviews on a particular 

product, through their interaction on social media, by applying sentiment classification 

(Gautam & Yadav, 2014). 

 Twitter is one of the most widely used social media data in sentiment analysis, where 

Twitter data is used to predict various domains such as baby clothes or accessories, 

movies (Gautam & Yadav, 2014; Dijkman & Ipeirotis, 2015), and public protests which 

often lead to violence and destruction, making it a necessity for these protests to be 

predicted in advance, so as to avoid damages (Bahrami et al., 2018).    

 Furthermore, travelers also make use of the Twitter platform to share their opinion 

and experiences with airline companies; in reverse, the airline companies use this twitter 

data to analyze customers feedback in order to improve their quality and services to 

achieve customer satisfaction (Paper & Inspired, 2017). Univ
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Figure 1.1: Framework of sentiment analysis (Darliansyah, Wandabwa and B, 2018) 

 Figure 1.1 depicts the common framework of sentiment analysis based on Twitter. 

From Figure 1.1, the first step in the sentiment analysis is to fetch data from the social 

media platform. The second step is the feature extraction, which refers to the 

transformation of input data into a set of features, after which the sentiment analysis 

takes place, which is a special task of the text classification, as it’s a process of 

determining whether a written tweet is positive, negative or natural. The last step is the 

polarity classification, which refers to the identification of the sentiment’s orientation 

(positive, neutral, and negative) (Darliansyah, Wandabwa and B, 2018). It is important 

also to note that a lot of research has been carried out in the field of sentiment analysis 

based on Twitter data, via the use of the same framework (Omar, Njeru, Paracha, 

Wannous, & Yi, 2017; Data, Using, Framework, Science, & Gurgaon, 2016; DEITY, 

2014). 

 Thus, the use of social media tools can be leveraged for essential business strategies, 

such as interacting with customers and monitoring targeted online customer groups 

Univ
ers

iti 
Mala

ya



5 

(Bonchi et al., 2011).  Twitter is considered as a suitable social media platform as it has 

a huge repository of many important data, as it is a major destination for data analysts 

and researchers, especially those interested in sentiment analysis, reason being that it is 

considered more accurate than questionnaires (Okazaki et al., 2015).  

 The emergence of modern techniques such as specialized on data collection has led 

to widespread data accumulation in various fields. Traditional data query methods are 

inadequate to extract useful information from large databases of various types. The 

Internet has resulted in an exponential increase in data shared by users, making it 

increasingly difficult for humans to manage and analyze the data (Okazaki et al., 2015). 

As a result, data mining science is becoming more important to deal with large volumes 

of data through the use of various exploration techniques. More particularly, sentiment 

analysis techniques have the ability to assist researchers and decision makers in airway 

companies make sense of customer reviews (Paper and Inspired, 2017). With the 

inclusion of the classification technology used in this research, it is classified in the field 

of predictive learning based on previous information, in order to predict future 

information (Acosta et al., 2017). Also, it produces predictive models that define 

categories or classes for diverse purposes based on the features and attributes that have 

been identified in the learning or training stage, which is very important in accuracy 

improvement (Gautam and Yadav, 2014).  

 In the past, most of the sentiment analysis researchers employed the machine 

learning approach (ML) to build the predictive models (Gautam and Yadav, 2014). 

Currently, with advances in data analysis, many have begun to use the deep learning 

approach (DL) to improve the performance and accuracy, due to classification problems 

(Araque et al., 2017). However, there are many sentiment classification researches, 

which focuses on various domains using Twitter data such as products, movies, among 

others. Nonetheless, very few works  that have been carried out  on twitter as the source 
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of sentiment analysis of airline services, which requires a new approach to improve the 

predictive model due to lack of classification accuracy (Miedema, 2018; Chatterjee et 

al., 2018). 

1.2 Research Motivation 

 Airline services companies must decipher a substantial amount of client input about 

their items and services. In any case, normal strategies to gather clients' feedback for 

aircraft service organizations is to examine through appropriating and gathering 

questionnaires, which can be tedious and inaccurate. 

 It consumes time and energy to disperse and collect surveys from clients and 

furthermore, it will require an excess of effort to record and document those 

questionnaires considering the number of travelers who take flights each day. Apart 

from that, not all clients will pay attention to questionnaires and simply fill 

questionnaires arbitrarily, resulting in inaccurate data for sentiment analysis. In contrast 

to an investigative questionnaire, twitter is a vastly improved information source for 

classification in the airline services. As a result, advancements in data analysis, Big 

Data, are turned out to be simple in gathering a huge number of tweets and performing 

information analysis. This has spared tons of work costs which questionnaire 

investigations may require. Above all, individuals post their certifiable sentiments on 

Twitter, which makes the data more exact than investigative questionnaires. In 

questionnaire investigations, there are different impediments that the inquiries are good, 

but it is difficult to uncover the data. Accordingly, text sentiment analysis has recently 

turned out to be exceptionally famous for automatic consumer loyalty analysis of online 

services. Sentiment analysis is a branch of information mining that is used for the 

analysis of large-volume data to uncover hidden vital information. Clearly, the upsides 

of automatic analysis for large datasets make sentiment investigation ideal for aircraft 

services.  
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 Sentiment classification techniques are capable of supporting analysts and leaders in 

airline companies to comprehend and improve client feedback and satisfaction.  

Scientists and administrators can use these procedures to consequently sample the 

clients' input on micro-blogging sites like Twitter. These techniques can be used to 

develop business analysis software. Lots of researches on text classification and 

sentiment classification have been conducted to analyze airline sentiment analysis on 

customers. It is additionally important to build up another approach to improve the 

classification accuracy. 

1.3 Problem Statement  

 Text sentiment analysis has become very popular in recent years for automatic 

customer satisfaction analysis of online services. Obviously, the advantages of 

automatic analysis of massive datasets makes sentiment analysis to be preferred by 

airline companies (Wan & Gao, 2016). Sentiment classification techniques  help 

researchers and decision makers in airline companies to have a better understanding of 

customer feedback and satisfaction; also researchers and decision makers can utilize 

these techniques to automatically classify customers'  (Tripathy & Rath, 2016). 

 Few work has been done on twitter sentiment classifications of airline services (Wan 

& Gao, 2016). Conventional sentiment classification approaches, such as Naive Bayes, 

have been applied to some tweet data and the performance was acceptable (Gautam & 

Yadav, 2014). The overall performance of their work was over 80%, however, some 

limitations existed in the work, as there was reported to have been a lack of direct 

comparison with some other classifiers which have the incremental abilities, some of 

which are the Incremental Tree Induction, which is based on fuzzy logic. Also, the other 

advanced techniques with incremental classifiers could be able to predict and mine the 

satisfaction of users via online reviews, instead of manual methods as used in this 

research (Gautam & Yadav, 2014). 
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 There are many related research efforts that have been conducted, and that employed 

Twitter data of an airline company, as well as performed a series of sentiment 

classification techniques using binary classifiers such as Naive Bayes, SMO (SVM), 

Random Forest to evaluate the public opinion on airline services (Lacic, Kowald, & 

Lex, 2016).  

 However, there is a lack in evaluating and improving the accuracy of the 

methods in sentiment analysis. (Acosta, Lamaute, Luo, Finkelstein, & Cotoranu, 2017) 

used the existing machine learning approaches, and more specifically, the algorithms 

used included Naïve Bayes, Logistical Regression, and Support Vector Machine 

algorithms. However, the implementation achieved only 72% accuracy, using Logistical 

Regression and Support Vector algorithm. The reason for low accuracy could be due to 

the fact that machine learning approaches make frequent use of the Bag of Words 

(BOW) model, even though it is an efficient and easy approach, yet there is a loss of a 

reasonable amount of the original natural language obtained information (Xia & Zong, 

2010).  

1.4 Research Questions  

RQ1: What are the limitations of existing data classification techniques for 

prediction of airline services sentiment? 

 RQ2: What is the suitable sentiment classification technique for the extraction of 

customer sentiment in airline services?  

RQ3: What is the performance improvement of the developed/implemented 

sentiment classification technique? 
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1.5 Research Objectives 

 The aim of this research is the proposal of a predictive model using suitable 

technique to identify the customer’s sentiment polarity in airline services. To achieve 

this aim, the following objectives are highlighted: 

1. To review existing data classification using deep learning for sentiment analysis. 

2. To propose deep learning sentiment analysis technique with automatic feature 

extraction to classify customer sentiment of airline services via Twitter. 

3. To evaluate the performance of the proposed deep learning sentiment technique 

for airline services. 

1.6 Research Scope  

 This study focuses on predicting the sentiment of airline services from twitter data 

and designing a suitable classification technique that can achieve the best classification 

accuracy rate for the sentiment of airline services. The dataset was collected from 

Kaggle, the number of airline service providers obtained are Virgin America airline, 

United airline, Southwest airline, Delta airline, US Airways and American airline 

(Acosta et al., 2017). In this study, deep learning neural network with word embedding 

model was employed for the model design. Also, classification accuracy and confusion 

matrix were used to measure the performance of the model. 

1.7 Research Significance 

 This study can help researchers and decision makers in airline companies to have an 

understanding of customer feedback and satisfaction. Researchers and decision makers 

can utilize these techniques to classify sentiment from customers automatically.  

 It also helps airline companies to identify the customers’ needs and desires as well as 

make effort to acquire and retain the customer’s quality. Furthermore, this study helps 
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the airline companies by providing useful information to set appropriate policies in 

making sure that the customers’ experience a maximum level of satisfaction.   

1.8 The Structure of the Study 

 This section discusses the purposes of each chapter of this study. The dissertation 

contains six chapters. Chapter 1 introduces the research, with the inclusion of the 

introduction, background study, research motivation, and problem statement, coupled 

with the objectives, questions and scope of the study. Chapter 2 discusses the related 

works on sentiment analysis. Precisely, the chapter reviews the related work on machine 

learning classifiers, airline sentiment as well as deep learning. Chapter 3 discusses the 

proposed research methodology in details. The chapter describes the four vital steps 

used in the study. Chapter 4 discusses the experimental design of the study by 

distinctively explaining the implementation process and procedures used in obtaining 

the desired research objectives based on the methodology in chapter 3. The results and 

findings from the implementation of the experimental design is discussed in Chapter 5. 

This involves the comparison of the predictive performances of the stated classification 

models proposed and used in this research. As a wrap up, chapter 6 gives a brief 

conclusion, together with some future work suggestions.  
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CHAPTER 2: LITERATURE REVIEW 

2.1 Introduction   

 This chapter presents and discusses the review of related literature in the area of 

sentiment classification processes and analysis, in advanced sentiment classification 

techniques, and the application of sentiment classification in the airline services sphere. 

The discussion emphasizes on the present realm of specific sentiment analysis 

techniques using information extracted from Twitter.  

2.2 Sentiment Classification  

2.2.1 Definition of Sentiment Classification 

 Sentiment classification is a procedure of extracting the primary opinion of the 

provided text or document. It is described in the area of natural language processing 

and/or opinion mining. (Pang & Lee, 2008) informed that the phrase opinion mining or 

sentiment analysis was first introduced in the field of marketing research by Das and 

Chen, who were interested in finding the market sentiment through web technologies 

(Gupta & Lehal, 2014).  

 In the early stages of sentiment classification research, the phrase text categorization 

is commonly used in the field of study. Text categorization is the classification of 

documents into predefined categories (Sebastiani, 2001); for instance, book genres can 

be categorized into action, novel, etc.  

 The understanding of the text often needs assistance from a variety of external 

knowledge, as the text contains limited information and occasionally, comes with 

uncertainties.  Therefore, it is necessary to learn how to add more information to a 

deeper learning process. Fortunately, this requirement may be fulfilled because of a 

variety of textual knowledge. First, because the text is based on morphology and 
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linguistic rules, including a popular syntactic and morphology knowledge (Cao & Lu, 

2017). 

 Spelling information can be part of a text (POS) tag and can contain different speech 

rules, such as the relativeness and superiority of the synthesis, past and participation of 

the verb, as well as the plural form of a name (Cao & Lu, 2017).. Secondly, there are 

rich research trends on semantic knowledge learning from a wide range of text 

information, for instance, WordNet (Gautam & Yadav, 2014)Freebase ((G. Hu, 

Bhargava, Fuhrmann, Ellinger, & Spasojevic, 2017)), and Probase (G. Hu et al., 2017). 

Such semantic information has the tendency to reflect the category of subjects and 

words / subjects, like the synonyms and the antonyms, fitting in to the end. For instance, 

Portland - Oregon; Portland is the city. Assuming the existence of morphological, 

syntactic and semantic knowledge, a critical problem will continue to be developed to 

utilize a different approach of deep learning algorithms and systems to produce a high 

quality vocabulary. 

 Similar discussion and papers were published in the Natural Language Processing 

(NLP) field by (Pang & Lee, 2008). The definition of opinion mining is also described 

as a new sub-field at the crossroad of data fetching and computational linguistics related 

to the content of a document (Vinodhini, 2012). 

2.2.2 Natural Language    

 The sentiment classification applications and techniques are developed as a result of 

certain needs. Primary motives are a fast surge of sentiment text information produced 

in social media with the potentiality for the text classification suggestively important to 

different aspects of managerial decision.  

 In this research, the need arises to discuss the causes of the formulation of these 

classification techniques, that is, opinion rich text data itself. In the area of mining data, 
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the analysis of the set of data is always crucial in mining information from the 

unstructured form. But, textual data is always unstructured due to the complex nature of 

the data in the actual situations and the vagueness of the human language. Hence, this 

requires in-depth analysis and pre-processing prior to classification (S. Gharehchopogh 

& Khalifehlou, 2011).  

 The textual data do not follow statistical rules, but grammar and syntax rules are 

defined in different languages accordingly. There are many challenges and issues while 

using textual data that is unstructured (S. Gharehchopogh & Khalifehlou, 2011). The 

main issues in text mining are identified as follows;   

1) Stop words considerations   

2) Stemming words considerations   

3) Existence of noisy data in text.  

4) Word sense disambiguation  

5) Part of speech tagging.   

6) Technical or compound terms  

7) Tokenization considerations  

8) Word context, order, and background knowledge. 

 The above list stated the considerations that needed to be addressed during the 

processing of text-based information for sentiment classifications. Whenever there is a 

consideration of the natural language matter adeptly, there is an increase in the 

performance of the results of the sentiment classification. Natural language is proven to 

be an effective approach in many research works (VijayGaikwad, Chaugule and Patil, 

2014; (Savoy, 2012). Also, in the area of sentiment classification, many researchers 

adopted the Natural Language Processing techniques to address the issues in the textual 

data. The application of NLP in sentiment classification is reviewed in the next section. 
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2.3 Sentiment Classification Process 

2.3.1 Sentiment Subjectivity Classification   

 The process of sentiment classification assumed that the opinions already exist in the 

text, when classifying the underlying sentiment for the specific piece of text. In 

sentiment classification, it is necessary to identify the individuality of the text and 

unbiased evidence (Liu, 2010). There are cases where provided document does not 

contain any opinions or polarities. The given documents are objective and only explain 

the fact of some matters. For instance, most articles from newspapers are stating the 

facts that already happened in the past, meaning that there are no indicators of bias 

behind the facts described. If the documents are not bias, then the opinion of the 

document cannot be correctly extracted. Identifying the subjectivity within the given 

text is essential in the sentiment analysis process (Liu, 2010). Many published research 

papers have suggested in relation to separate the subjective information and opinions of 

the documents. According to some scholars, determining the strength of subjectivities 

within deep clause-level of each text can improve the accuracy significantly over 

baseline (In & Other, 2016).  

2.3.2 Sentiment Polarity Classification   

 The polarity classification is one of the categories in sentiment classification. 

Primarily, the purpose of the polarity classification is to assure the document under 

consideration belongs to the class of either positivity or negativity in the opinion 

expressed. For example in an email spam filter, whether it is spam or not and in product 

reviews, whether the review leads to a positive sentiment or negative sentiment. The 

sentiment classification type is referred to as polarity classification (Pang & Lee, 2008). 

Nonetheless, this classification is similarly ruled as binary classification, because there 

are only two types of classification results. As for classifications like categorizing 
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search engine query results into multiple predefined categories, it is often referred to as 

multi-class categorizations. 

2.4 NLP and Sentiment Analysis   

 One of the concerns discussed in the previous section is the consideration of stop 

words in the textual dataset. For sentiment classifications, stop words such as ‘a’, ‘the’, 

‘be’ etc. in the content of a sentiment classification, have less impact on the final result 

of the sentiment. However, sometimes stop words can be relevant to the content of the 

document that can influence the sentiment classification result, depending on the 

objective. For example, when the sentiment’s strength is considered as one of the 

classification results, the word ‘very’ should not be removed in the text, as it can be 

treated as a solid indicator of the sentiment polarity strength.   

 The stemming technique in NLP has provided a way of reducing the variation of the 

terms used in the text. For instance, the word ‘cancelled’, ‘canceled’, are all replaced 

with ‘cancel’. The purpose of implementing the procedure in the NLP is tantamount to 

decrease the number of attributes used during the process. However, it still depends on 

the objective of the text mining task. This process also reduces the information provided 

for the classifier when training and classifying text. The noisy data in the text refers to 

the incorrectly spelled words, shortened terms such as abbreviations and acronyms, and 

mark-up language tags. These noisy data normally exists in unprocessed data, which 

requires correction of misspelled words and expansion of abbreviations and acronyms 

(Stavrianou, Andritsos, & Nicoloyannis, 2007).  

 The word sense disambiguation (WSD) refers to the same term used in a different 

context, which is, expressing completely different meanings. One typical example can 

be the term ‘touch down’, it refers to scoring a goal in sports and it could also mean the 

airplane landing on destinations. The use of this term in a different context could be 
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resulted in distinct meanings. The word sense disambiguation has been an active 

research topic in recent decades and challenging task to complete with ideal results.  

 Many approaches have been developed over the years and they all follow the rules of 

using external lexical resources to determine the actual meaning of the term. However, 

applying different methods from supervised machine learning and semi-supervised 

machine learning approach to unsupervised machine learning approach (Pal & Saha, 

2015). The WSD in text mining tasks requires special considerations, because of the 

domain dependencies of the different terms used. The part of speech tagging is to 

determine the grammatical class of the term in the text. In the area of natural language 

processing, tagging part of a speech is typically used in text mining, because the same 

term can make completely different senses in different grammatical classes.  

 For instance, word ‘bass’ is referring to the lowest singing voice in musical domains 

from the context of an adjective, but also refers to a kind of freshwater perch in the noun 

context. In sentiment classification, tagging the terms can influence the overall 

sentiment, since it has different sentiment scores in the corpus, such as SentiWordNet 

(Haque and Hoque, 2015). The technical terms used in sentiment classifications are 

considered accordingly, the reason being is that the impact of using technical terms is 

small when only classifying the overall polarity of the text, because they are not always 

indicators of the emotions in the text.   

 The considerations of tokenization in text refers to the tasks of converting the textual 

data into different collections of words or terms as tokens, which are then being used for 

text mining, thus increasing the overall performance of the sentiment classification 

process and providing an easier manipulation process for text mining (Savoy, 2012). 

Sometimes in long documentation classification processes, the tokenization process can 

separate the whole document into different segments that can be considered and 
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analyzed individually depending on the objective of the data mining task. The 

tokenization of the text can be represented in different formats.   

2.5 Text representation in sentiment analysis  

 Sentiments analysis from twitter data using deep learning classification technique of 

auto-encoder was used by (Almas, 2017) to classify sentiment overall opinion and 

attitude  of people which involve emotional dispositions formed towards an object over 

time such as sentiments that included hate, friendship, loyalty, patriotism, etc., the  

accuracy for sentiment classification performance on Twitter data was 80%.   

 The most common text representation used for sentiment classification is the word 

vector model proposed in (Turney & Pantel, 2010). The implementation of converting 

textual data into word vector has created the opportunity for applying statistical analysis 

in textual data. Table 2.1  shows the example of word vector text representation. 

Table 2.1: Word matrix example 

ID Thanks  Cancel  Flight  Delay Book ….. 

1 1 1 0 0 0 ….. 

2 0 0 0 1 0 ….. 

3 0 1 0 0 0 ….. 

4 0 0 1 0 0 ….. 

5 0 0 1 0 1 ….. 

 

2.6 Sentiment Classification Approaches and algorithm  

There are many approaches and algorithms to perform sentiment analysis systems, 

which can be categorized as: 

1. Rule-based approaches which implements sentiment analysis based on a group of 

manually set rules (Liu, 2010). 
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2. Analysis method based on automated learning approaches (machine learning / 

deep learning); this method needs a data to train the classifier, the primary goal of 

this approach is the process of data collection from various sources available on the 

internet; after which the data can be processed and prepared in order to train and test 

the classifier (Almas, 2017). 

3. Hybrid system; this combines both automatic and rule based approaches. 

The current study focuses on an analysis method based on automated learning 

approaches (machine learning / deep learning) (Araque, Corcuera-Platas, Sánchez-

Rada, & Iglesias, 2017). 

2.6.1 Sentiment Machine Learning Classification Techniques 

 There are many variants of ML techniques to be applied as solution to classification 

problems. However, it is not easy - if not impossible - the current technique is to decide 

which one is better than others (Tripathy & Rath, 2016). The difficulty of choosing the 

appropriate classifier is usually dependent on the nature of the problem, including data, 

volume and quality (Tripathy & Rath, 2016).It also depends on the amount of time that 

is required to prepare the model. However, there are other considerations that need to be 

taken into account when selecting techniques like accuracy, number of parameters, 

number of properties and linearity (Wang, 2017). Recreation(N. Hu, Koh, & Reddy, 

2014), Logistic regression, Naïve Bayes Classifier, Decision Trees and Support Vector 

Machines, are some techniques that can be used in classification. Table 2.2 summarizes 

the existing classifications and their work on various textual classification issues. 
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Table 2.2: Sentiment Classification Techniques 

Authors Domain 
& 
purpose 

Data/source Technique Performance of 
classification  

Accuracy 
      Feature Extraction Classifier   
Wang, J., 
Cong, G., 
Zhao, X. 
W., & Li, 
X. (2015, 
February).  

Not 
specified  

Twitter data 
3000 tweets 

Parts of Speech 
Tagging 

Semi supervised 
Graph   

Food 
 Travel 
Self 
Goods 
 Event  
Trifle  
Non 
intent  

54.63% 
58.64% 
45.73% 
43.25% 
27.13% 
20.04% 
35.56% 

Dijkman, 
R., 
Ipeirotis, 
P., Aertsen, 
F., & van 
Helden, R. 
(2015).  

books and 
movies 

Twitter data  
12,780 

- decision tree Type of 
Tweet 
Type of 
User 
Sentiment 

86% 
86% 
 76% 
  
  

Tripathy, 
A., 
Agrawal, 
A., & Rath, 
S. K. 
(2016).  

movie 
reviews 

IMDb 
dataset 
50,000 
reviews  

n-gram techniques Naive Bayes 
(NB), Maximum 
Entropy (ME), 
Stochastic 
Gradient Descent 
(SGD), and 
Support Vector 
Machine (SVM) 

83.6% 
 
88.5% 
 
85.1% 
 
83.7% 

Hamroun, 
M., 
Gouider, 
M. S., & 
Said, L. B. 
(2015).. 

electronics 
and retail 
banking 

Twitter data 
16 million 
tweets 

lexico semantic 
patterns 

OWL ontologies precision: 55.59%, 
 recall:       55.28% 

Mahmud, 
J., Fei, G., 
Xu, A., 
Pal, A., & 
Zhou, M. 
(2016, 
March).  

Airline 
Brand  

Twitter data  
 7534  

Unigram 
Context-based 
Sentiment/Opinion 
Domain-specific 
sentiment 
Length of use 
Frequency feature 

binary classifiers  (60-65%).  

Acosta, J., 
Lamaute, 
N., Luo, 
M., 
Finkelstein, 
E., & 
Andreea, 
C. (2017).  

Airline  Twitter  
14,640 

bag-of-words 
(CBOW)  
skip-gram (SG) 

Naïve Bayes,  
Support Vector 
Machines and 
Logistic 
Regression. 

 72% 
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2.6.2 Sentiment Deep Learning Classification Techniques 

2.6.2.1 The Advent of Deep Learning 

 The advent of deep learning has drawn attention to train complex and deep models 

on huge amount of data (Socher, 2016). The underlying reason for deep learning is to 

compute dispersed unstructured information in the form of continuous vectors (Araque 

et al., 2017). The conventional NLP approaches typically describe words that are 

expressed in terms of words, but the words learned from deeper learning with words are 

a multitude of semantic relationships, as well as a new placement of legitimacy and 

patterns of language target specific coding (Bian, Gao, & Liu, 2014).  

 Most of the available work uses extensive in-depth learning algorithms to 

demonstrate success in speech and image fields to study text and text-based tasks 

(Wehrmann, Becker, Cagnini, & Barros, 2017). (Zhang, Zhang, & Vo, 2016) proposed a 

broadly used model architecture to evaluate the model for neural network language. 

Subsequently, in specific studies (Zhang et al., 2016) used related nerve networks 

architecture to study the vocabulary for improving and simplifying NLP applications. It 

has recently been proposed to study similar but effective ways to achieve syntactic and 

semantic word similarities in the two models (Zhang et al., 2016).  

 These efforts will become a common ground for enhanced learning, and the text 

creates a unique characteristic of other fields, such as text and speech (Araque et al., 

2017). In the field of speech and visual arts, however, the ability to find significant 

indicators from successful noisy entries, the main problem for the comprehending of the 

text is defective data and semantic uncertainty (Sundermeyer, Schlueter, & Ney, 2012).  

2.6.2.2 Methods in Sentiment Deep Learning Classification 

 Many of the deeper studies in the area of NLP are focused on methods involving the 

study of vocabulary vectors using the Neural Languages model (Kim, 2014). As a 
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vector, the continuous expression of words has been established as an effective tool for 

various NLP processes, comprising sensory analysis (Tang, Wei, Qin, Liu, & Zhou, 

2015) . This can be regarded as word2vec is one of the most famous approaches that can 

process words as vector (Mikolov, Yih, & Zweig, 2013). Word2vec is centered on Skip 

Grams and CBOW models to complete the distributed authorization. Although CBOW 

aims to interpret a word with its content, SkipGram defines a context in a single word. 

Word2vec constitutes a vast array of words in a continuous vector expression of words. 

Calculated word vectors preserve a large quantity of syntactic and semantic concepts 

that are expressed in the vector field of communication (Mikolov et al., 2013). 

 At the level of these word-level combinations, the embedded W ∈ IRd × | V | is 

encoded with column vectors, where | V | denotes the word of wealth. Each pointer to 

the word WI ∈ IRd corresponds to the i-th angle vector of words. Converting the word 

"V" to the conversion of the word vector to rw using a matrix vector product: rw = 

Wvw where vw is a | V | | and w is the value index and the remainder is zero. The 

matrix component W is a hyper-parameter for the measurement of the studied 

parameters and the word vector d. The vector representations calculated using these 

methods are very effective when using conventional classical (eg, logistic regression) 

emotional classification, as indicated by (Karmaker Santu, Sondhi, & Zhai, 2016).  

 The Word2vec-based method is doc2vec (Carli, 2014), which models all the essences 

or documents as vectors. An added method of vocational training is auto-methodology, 

i.e. the type of widespread neural network used to untrained education. Automatic 

coding devices have been used to explore new powers for varieties of automated 

learning tasks, such as (Chen, Weinberger, Sha, & Bengio, 2014). An exciting approach 

to deep learning for SA is to extend the knowledge available in vectors to other sources 
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of information. This additional information can be found in (Tang et al., 2014), or 

similar handwriting features and combinations of these emotions (Tang et al., 2014).  

 In the works presented by (Karmaker Santu et al., 2016), the features derived from 

the vocabulary are enriched with animated themes and incorporated into the ensemble 

chart. They also show that these enriched authorities are effective in increasing the 

effectiveness of the classification of polarization. Another approach that adds new 

content to the film is described in (Severyn & Moschitti, 2015), where an in-depth study 

is used to capture the sensory properties, depending on the semantic properties. 

(Karmaker Santu et al., 2016) describe a method that uses remote control information to 

retrieve neural network parameters from untested neural language models. You can also 

use the shared filtering algorithm as described in more detail with (Kim, 2014), where 

the authors added emotions from a small portion of the information. Adding Sample 

Data (Zhang et al., 2016) describes how to use the Rheumatic Neural Network (RNN) 

emotion in parallel to another neural network architecture.  

 Generally speaking, there is a growing tendency to add more information to the 

layout of words created by the in-depth studied network. Interesting business is an 

interesting job described in (Vo & Zhang, 2015), where both emotional and standard 

additions are used in conjunction with a variety of functional features to capture the 

targeted intentions of Twitter's comments. Enrichment of information in word 

placement is not the only trend for deep studying of SA. As Vo & Zhang (2015) have 

shown, the study of the composition of emotion classification has been proven to be 

relevant. 

2.6.2.3 Deep Learning with Word Embedding  

 Most of the existing works employed the technique of deep learning with word 

embedding, and these have been proven to be successful in various domains in 
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sentiment analysis. Tang et al. (2014) developed a deep learning system using Deep 

Neural Network to learn word embedding in order to improve and simplify Twitter 

message sentiment classification. Thereafter, (Araque et al., 2017) developed a deep 

learning based sentiment classifier using a word embedding’s model, and applied it on 

seven  public datasets, which were extracted from a movie reviews domain and other 

microblogging, all with the purpose to improve the performance of deep learning   

techniques. Most recently, (Deng, Lei, Li, & Lin, 2018) introduced an improved deep 

neural network approach to learn about word embedding in order to predict an 

employee’s future career details, based on the online resume data. However, there is a 

lack in evaluating and improving the accuracy of this method in sentiment analysis. 

Table 2.3 summarizes the existing deep learning with word embedding and their work 

on various sentiment analysis domains.  

Table 2.3: Sentiment Classification Using Deep Learning with Word Embedding 

 
Authors Research 

Focus 
Features/Domain Classifier Classifier 

Performance 
Araque, 
O., 
Corcuera-
Platas, I., 
Sanchez-
Rada, J. F., 
& Iglesias, 
C. A. 
(2017). 

Enhancing 
deep learning 
sentiment 
analysis with 
ensemble 
techniques in 
social 
applications 
Oscar 

Word embedding/ 
movie reviews 
domains 

Deep classifiers 
(CEM Mel

 SGA, 
MGA , MG ) 

CEM MeL 
SGA deep 
learning 
classifier was 
best 
performance 
with 94% 
accuracy. 

Tang, D., 
Wei, F., 
Qin, B., 
Liu, T., & 
Zhou, M. 
(2014, 
August) 

develop a deep 
learning 
system for 
message-level 
Twitter 
sentiment 
classification 

Sentiment-Specific 
Word Embedding 
(SSWE) / message-
level Twitter 
sentiment 
classification 

Deep Neural 
Network(DNN) 

The DNN with 
word 
embedding 
performed 
better for 
positive 
,negative, 
neutral with 
average of  
86% accuracy   

Deng, Y., 
Lei, H., Li, 
X., & Lin, 
Y. (2018, 
May). 

Predict an 
employee’s 
future career 
details, based 
on the online 

Word 
Embedding/Job 
matching which 

Improved Deep 
Neural Net- 
work(IDNN) 

Improved DNN 
model is more 
effective and 
accurate 
compared to 
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resume data 
using deep 
neural network 
Model 

different 
machine 
learning 
methods 

Yu, L. C., 
Wang, J., 
Lai, K. R., 
& Zhang, 
X. (2017) 

Refining word 
embedding 
using intensity 
scores for 
sentiment 
analysis 

Word Embedding/ 
Scores for Sentiment 
Analysis 

CNN FOR BINARY 
AND TERNARY 
CLASSIFICATION 

The Refined 
Embedding 
yielded better 
performance of 
90.5% by using 
CNN Binary 
classifier.   

 

2.6.2.4 Deep learning framework  

 Deep learning techniques have two phases, which are the training phase and the 

inferring/prediction phase. During the training phase, the network tries to learn from the 

data. And each layer of data is assigned some random weights and the classifier runs a 

forward pass through the data, predicting the class labels and scores using those 

weights. 

 Deep learning has the ability to automatically discover the representations needed for 

feature detection or classification from raw data. This replaces the manual feature 

engineering and allows a machine to both learn the features and use them to perform a 

specific task. DNN and CNN are some examples of popular Deep learning techniques. 

(Deng et al., 2018) have successfully applied the DNN technique with an effective and 

accurate performance. 

 After the training is completed, the Inference / testing phase will start, it is the stage 

in which a trained model is used to infer/predict the testing samples and comprises of a 

similar forward pass as training to predict the results. Unlike training, it doesn't include 

a backward pass to compute the error and update weights. Figure 2.1 shows a typical 

Deep Learning framework to classify texts. 
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Figure 2.1: Deep Learning Framework to Classify Text (Matsunawa, Nojima, & 

Kotani, 2016) 

2.6.2.5 Structure of Deep Neural Network  

 (Deng et al., 2018) proposed a deep multi-input neural network model that is able to 

predict an employee’s future career details, which includes position name, salary, and 

company scale based on the online resume data. The model has five layers which are the 

embedding layer as input is at the bottom of the basic structure to turn positive integers 

into dense vectors of fixed sizes. The flattened layer will be taken as an input tensor by 

the next layer, the hidden layer, which is fully connected. It enhances the ability of 

mining hidden nonlinear characteristics for the model. Lastly, a merge layer under the 

SoftMax layer concatenates the different tensors output from two branches. 

Experiments demonstrates that improved DNN model is more effective and accurate. 

Figure 2.2 shows a Deep Neural Network model structure.  

 

Figure 2.2: Improved Deep Neural Network Model (Deng et al., 2018) 
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2.7 Twitter Sentiment Classifications 

 Since Twitter has enabled public admittance to the stream and historical data, it has 

become a useful source for analyzing emotions, and has covered a lot of work in this 

area. Using the phrase ":-)" and ":-(", J.Read uses the Naive Bayes Approach to tweet 

and tweet them to positive tweets and negative tweets, and tweet to the Vector Machine. 

Wilson hashtags were used, and they attempted to resolve the issue of different data 

files, which led to the proposal of a general approach (Hoffmann, 2005). Wilson and 

other tweets containing positive emotions, negative emotions, and neutral feelings, have 

brought about the consideration of three polarities in the classmate classification, which 

are also classified as classifying features, and include emotions and text, other non-

specific characteristics have as well been regarded, coupled with individual experiences. 

 It has shown that hashtag training data can regularly train better classifiers cure. But 

in the studies, the data were collected from libraries and the deprived of that hashtags 

and tweets were just a minor part of the tweets data from the real world. Pak and 

Paroubek suggested that the Twitter API should be able to classify emotion-based 

tweets and classify their sentiments (Pak and Paroubek, 2010). Based on the quiz 

outcome, the classifier that uses the large-scale functions has determined the maximum 

classification precision, since it takes a good balance between coverage and accuracy. 

The BBC's putting their business on the mine concept does not have a domain; that is, 

using their methods in domain-oriented mining helps produce dissimilar results. In 

addition, the origin of the data is similar because they have only received tweets 

containing phrases and neglected all the logos. In this case, they do not take into 

account the presence of neutral feelings, and the classification of these tweets is very 

useful for examining the tweet sense. 
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2.8 Sentiment Classification on Twitter Data about Airline Services 

 Sensitivity analysis in the airline companies is similar to the classification of product 

returns that are similar to the product review. However, there are many differences in 

domain concentration and result concentration. For example, classification of books 

from Amazon, "This book is worth reading." This is a positive view of the book. The 

word "book" is the name of this sentence, but the word "book" in the airline has more 

opportunities to play as "I cannot write this flight.”; thus many studies have been 

conducted with different sources, and most of them are dependent on the domain.  

 There were few published studies on amateur emotion analysis using data from 

Twitter. Although there were published experiences, they were available online. These 

experiments used various technologies, such as Java, R, and Python. For example, the 

approach that is used as part of the classification process for Rni classification is 

recommended in the post (Oliver Breen, 2012). The results of the emotions are also well 

developed in his blog, which ultimately provides an intuitive insight into the public. 

Based on the evidence analyzed in these experiments, approaches to such 

classifications, including computer teaching techniques and lexicon-based methods are 

used. "One of Twitter's tweets is impressive when it comes to Twitter," says Elrhul, 

2014. Twitter blogger Meghann Elrhoul has taken a photo with Millward Brown, 

showing how "travel" signs use Twitter to enhance their image. This blog pointed out 

that a software customer service strategy on Twitter may reflect the image of a direct 

travel brand Elrhoul, M. (2015, July 30).  

 The fact that official Twitter companies have an increasing number of active twitter 

accounts denied that this blog is trustworthy has proved the importance of adopting 

Twitter platform for travel companies. For example, many airline companies have been 

on Twitter for 24 hours, and they have responded to complaints and requests. Twitter 

also allows the company to deliver the latest promotional products to customers and 
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directly connect with customer feedback or interpretations, which are other advantages 

of Twitter to the customers. In this context, applying automatic emotional analysis 

methods can be very effective when compared to using human resources when 

marketing analysis tasks are required for a specific advertisement. Additionally, many 

customers take into consideration the opinions of other Twitter users who have 

experience in purchasing products and services. This can have a significant impact on 

the consumer's decision, they plan to choose which airline.  

 Lee et al. (Pang, Lee, & Vaithyanathan, 2002) have used consumers as a source of 

information for analyzing their aviation services data. They explored twinets from two 

airlines of Malaysia, JetBlue Airlines and SouthWest Airlines. They used traditional 

text analysis techniques in the study of relationships between twitter users, and offered 

campaigns for airline companies. In their research, they did not classify emotions in the 

tweets that were easier to understand for the dealers. There was little work on the 

classification of airline companies in their twitter. Approaches to classifying traditional 

feelings, like the Naive Bayes method, was applied to some tweets, and the result was 

good (Pak and Paroubek, 2010). 

 Likewise, some studies presented an overview about the use of machine learning 

techniques for sentiment classification, and identified three classifiers; (Logistic 

regression and Support Vector Machine (SVM)) (Acosta et al., 2017). The researchers 

(Acosta et al., 2017) used the aforementioned classifiers (Logistic regression ,and SVM) 

on the US Airline dataset consisting of Tweeter posts in relation to users’ experiences 

with U.S airlines. The dataset contained 15 attributes with 14,640 tweets in the original 

tweet text, the class label of the sentiment and the Twitter user data. This approach was 

assessed using accuracy measure and the outcome was 72%. 
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Table 2.4: Acosta Accuracy Results (Acosta et al., 2017) 

Classifier  Training Model Accuracy  

Support Vector Classifier  Skip-Gram  72  
Logistic Regression  Skip-Gram 72 

 

 

Figure 2.3: Classification Report and Confusion matrix of LG (Acosta et al., 2017) 

 As shown in Figure 2.3, the classification report details how the logistic regression 

classifier performed for each sentiment class. For the negative class, the classifier 

accurately predicted 75% of 2750 negative test instances correctly with a precision rate 

of 87% and an F1-score of 81%. For the neutral class, the classifier accurately predicted 

62% of 936 neutral test instances correctly with a precision rate of 51% and an F1-score 

of 56%. For the positive class, the classifier accurately predicted 70% of 706 positive 

test instances correctly with a precision rate of 57% and an F1-score of 63%. Clearly, 

the logistic regression classifier along with other training algorithms struggled to 

precisely classify neutral and positive tweets accurately. Many instances that were 

incorrectly predicted were labeled as neutral. For example, in Figure 2.3, 457 out of 

2750 negative tweets (17%) were predicted to be neutral while 113 out of 706 positive 

tweets (16%) were predicted to be neutral. 
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Figure 2.4: Classification Report and Confusion matrix of SVM (Acosta et al., 2017) 

 Clearly Support Vector Classifier, similar to the logistic regression classifier, 

struggled to precisely classify neutral and positive tweets accurately. As shown in 

Figure 2.4, many instances incorrectly predicted were labeled as neutral. Similar to the 

other classifier, shown in Figure 2.4, 457 out of 2750 negative tweets (17%) were 

predicted to be neutral while 113 out of 706 positive tweets (16%) were also predicted 

to be neutral.   

2.9 Summary  

This chapter reviews the related studies to identify the limitations of the existing 

sentiment classification techniques, particularly in the airline services domain. Many 

researchers have applied machine learning classification techniques in the airline 

services domain, however, there is a lack in evaluating and improving the accuracy of 

the methods in sentiment analysis. The literature review have focused on the existing 

solutions to find suitable technique(s) that can overcome the research problem. Based 

on the literature, the framework of Deep Learning for sentiment classification and 

prediction of text can be a suitable solution to overcome this problem. 
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CHAPTER 3: RESEARCH METHODOLOGY 

3.1 Overview  

 This chapter explains how the research is conducted by introducing the methodology 

used to achieve the research objectives. The research proposes a predictive model based 

on deep learning technique to identify customer’s sentiment polarity in airline services. 

The following research methodology is adopted to achieve the research aim. This 

includes several key steps such as the research problem, dataset collection, proposed 

solution and development, evaluation, and discussions of the major findings. Figure 3.1 

provides the flow of the process of this study used in the objectives. 

 

Figure 3.1: The Research Methodology Flowchart 
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3.2 Research Problems and Solutions 

 Acosta et al. (2017) used traditional machine learning approaches,  included Naïve 

Bayes, Logistical Regression and Support Vector Machine algorithms (Acosta et al., 

2017), In the model performance accuracy (72%), the training datasets that was used to 

train the word2vec skip-gram model was lower, and this had an impact on the overall 

accuracy of the testing data. Improving the predictive model is a challenging task due to 

the lack of accuracy of the performance (Acosta et al., 2017).  

 Many researches have been conducted in the area of sentiment analysis using various 

classifiers. Recently, deep learning is being increasingly considered as it is more robust 

as compared to other classical machine learning algorithms. Moreover most of the 

results show that the deep learning techniques significantly outperform many classical 

techniques (Lu et al., 2017; Araque et al., 2017; Chatterjee et al., 2018).  

 With reference to the current issues in airline services sentiment analysis, it is 

necessary to develop a prediction model that can predict the customer's sentiment of 

airline services, via the use of Deep Learning technique with word embedding, instead 

of the currently utilized Machine Learning techniques. The prediction model should 

have the ability to improve the prediction accuracy based on the previous result; 

therefore it must be able to learn to make the prediction of airline sentiment polarity, via 

training and testing processes.  

 The proposed prediction model would be able to classify and predict the airline 

services sentiment polarity. The proposed system’s development includes data 

collection, data preprocessing, automatic feature extraction, prediction, and evaluation. 
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3.3 Dataset Collection and Analysis 

 By looking at advance techniques in the area of sentiment classification, the 

sentiment classification selection dataset relies on numerous features, the objective of 

the classification, the domain focus, as well as the data structure. In view of the 

objective and the primary focus discussed in Chapter 1, the dataset is required to be 

associated to sentiments on airline services strictly and consists of polarity sentiment 

regarding the service. As such, the initial step to the development of the proposed 

prediction system aimed to build a suitable text dataset. The dataset should contain the 

selected airline services data. In addition to that, the dataset must be cleaned and pre-

processed to assure that all data extracted is appropriate and suitable. The airline 

services dataset must be labeled properly based on the meaning of the sentences. 

Finally, data must be converted to a compatible format that can be transferred and used 

for training and testing. As the popularity of employing Twitter data is increasing for 

sentiment classification purpose (Wang, 2017); (Wan & Gao, 2016), employing Twitter 

data is also considered in this study. The detail description about the dataset collection 

and preparation for this study will be discussed in detail in Chapter 4, Section 4.1. 

3.4 Development of Sentiment Classification Prediction Model 

 The development of the deep learning with word embedding (DLWE) prediction 

model comprised of four main stages, initiating with the pre-processing of converting 

the raw data into a clean data set, followed by defining the Model architecture (deep 

learning model will be used to extract the feature vectors automatically with the 

embedding layer). The next process is the training of the model, and finally the 

estimation of the model’s performance (by loading the test data and going through the 

pre-processing step and then predicting the classes using the trained model, after which 

the evaluation will take place).  

Univ
ers

iti 
Mala

ya



34 

 This section describes the exemplary framework of deep learning model that can be 

used during the development of the proposed system. The proposed work classified 

several techniques to be applied in predicting the Sentiment Analysis for Airline 

Services. The selection is based on their overall performance whilst it is used in the 

problems regarding to the text classification. The consequence of this process is the 

selection of an appropriate technique to achieve the research’s second objective. 

Implementation of the proposed prediction model consists of two main phases, which 

are the training phase and the inferring phase.  

 

 

Figure 3.2: The Framework for Airline Services Sentiment Classification using the 
proposed technique 

 Through the training process, a large labeled dataset will be gathered and network 

architecture will be designed to learn the features and model. The deep Neural Network 

model works by extracting features directly from text dataset using embedding hidden 

layers, each layer of the data is assigned some random weights and the classifier runs a 

forward pass through the data, thus predicting the class labels and scores using those 

weights. The relevant features are not pre-trained, they are learned while the network 

trains on a collection of the text dataset. The class scores are then compared against the 

actual labels and an error is computed via a loss function. One complete pass through all 
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of the training samples is called an epoch. After the training is completed, an inference 

phase commences, this is the stage in which a trained (DLWE) model is used to 

infer/predict the testing samples and it comprises of a similar forward pass as training to 

predict the results. Figure 3.2 depicts the framework for airline services sentiment 

classification using the proposed technique.  

3.4.1 Structure of Deep Neural Network with Word Embedding  

 

Figure 3.3: Structure of Deep Learning with Word Embedding (Deng et al., 2018) 

 

 There are four layers in Deep Learning with Word Embedding model structure, the 

first layer is the embedding layer, which is an input that is at the bottom of the basic 

structure, which is fed with sequences of categorical features. Also, there is a set of an 

embedding layer to turn indexes of categorical features into dense vectors of fixed sizes. 

The dense vectors will be continuously trained in end-to-end supervised learning, so 

that the vectors that share common contexts in the corpus will be finally located near 

one another in the vector space.  

 The second layer is the flattened layer, which will combine the components of the 

two-dimensional vector matrix produced by the embedding layer into one dimensional 

vector in order that will be taken as an input tensor by the next layer. The third layer is 
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fully connected, as it enhances the ability of mining hidden nonlinear characteristics for 

the model. The last layer is the softmax layer, which plays the role of a multi-category 

output layer to predict the training labels. The number of nodes in this layer will be set 

the same as the predication list. Figure 3.3 depicts the structure of deep Learning with 

word embedding.  

3.4.2 Deep Learning Classifier 

 In this research, the Deep Learning classifier is selected based on the 

recommendation from the existing literature for classifying text. The deep learning 

technique is DNN with word Embedding. This classifier was trained and tested to 

evaluate the performance of the classifier.  

 Deep Neural Network with Word Embedding is the Deep Learning Technique 

selected in this research due to several reasons. Firstly, it is a suitable technique for text 

classification and is one of the most popular deep learning techniques for Sentiment 

Analysis, which is gradually becoming widespread (Araque et al., 2017).  According to 

Lu et al., (2017), the technique offers an extraction with well-known representation 

capabilities and a well-designed presentation. This study is a literature classifier to 

classify the selected text based on the recommendations contained in the classifier of the 

in-depth study.  

 These classifiers are taught and tested to evaluate the performance of the classifier. 

In this study, a deep learning was selected for several reasons. First of all, deep learning 

algorithms learn the high level features of data (Guo, 2017). This is a better way to learn 

more about the key stages of the study and the conventionally known machine learning. 

Thus, deep learning decreases the function of developing a fresh feature to solve the 

problem (Guo, 2017). Generic word vectors can be captured by word embedding 
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methods such as word2vec (Mikolov et al., 2013) and GloVe (Pennington, Socher, & 

Man- ning, 2014). 

 General vectors are obtained in an uncontrolled manner, that is, are not trained for a 

specific task. The vectors of this word contain semantic and syntactic information, 

though without specific emotions. However, except the information is available in these 

general word vectors, this work developed a "sentiment analyzer" model based on the 

technique of deep text insertion for extraction of properties, called "Sentiment 

Analyze." (Araque et al., 2017). 

3.5 Evaluation Methods  

 The general aim of the evaluation process is to measure the predictive performance 

of the proposed model. There are two main objectives for performing the evaluation, 

first is to measure the performance of the proposed model in predicting the sentiment of 

airline services and compare the performance of the selected classifier. The second 

objective is to depict the actual performance of the developed model as well as to 

understand the overall accuracy of the performance. 

 There are two evaluation methods that have been used in this research: the 

classification accuracy method along with the Precision and Recall measures; as they 

are commonly used in many machine learning researches (Fawcett, 2006; Ross et al., 

2009). Apart from that, the confusion matrix is being used to show the performance of 

the proposed model. 

3.5.1 Classification Accuracy  

 There are numerous means of assessing categorization and prediction of model 

performance. A common method for assessing the ML / DL performance for a multi-

class classification problem is the Precision and Recall performance measures.  
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 Precision and recall are mainly applied in assessing the classification model 

(Ikonomakis, Kotsiantis, & Tampakas, 2005). The Precision is the fraction of the 

properly predicted event from the overall prediction. In brief, precision implies the 

fittingly made prediction. Conversely, recall is the outcome as the number of events 

predicted by the ML techniques.      

1) Precision = True Positive / True Positive + False Positive 

2) Recall =  True Positive / True Positive + False Negative   

The classification accuracy calculation is denoted as follow:   

𝑪𝒍𝒂𝒔s𝒊𝒇𝒊𝒄𝒂𝒕𝒊𝒐𝒏 𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 = Th𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠 𝑚𝑎𝑑𝑒 / Total 

number of predictions made ∗ 100  

3.5.2 Confusion Matrix  

 Confusion matrix, which is also referred to as a contingency table, depicts the actual 

performance of a classification model for each class (Fawcett, 2006). For example, 

assuming that there are two classes X and Y, and the general accuracy was 96%. It does 

not mean that the prediction rate is 96% for all the classes, as the classifier may have a 

good prediction rate on class X and may have 0% prediction rate for class Y.   
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CHAPTER 4: DEVELOPMENT OF SENTIMENT CLASSIFICATION 

PREDICTION MODEL 

 This chapter provides the details of the experiments conducted in this study as well 

as the parameter specifications of the methods considered in this study and other details 

related to their implementation. Since this chapter is a direct reflection of the 

methodology chapter, it has been structured in a similar way to Chapter 3 but with more 

focus on the implementation side. In addition, all the experimental works are explained 

in a way that can be replicated by any researcher, in particular, to make the task easier 

for new researchers or those who aim at repeating our experiment. 

4.1 Datasets Collection and Analysis 

 The dataset here is obtained from Kaggle (https://www.kaggle.com/) and it is a 

slightly formatted version of the original data which was obtained from Crowdflower's 

(Wan & Gao, 2016), as it suits the prerequisite of this research and it’s efficient to use. 

Because this dataset does not require further labelling of the sentiment, it has already 

been labelled manually to state the actual sentiment of the tweet, along with the reason 

of the sentiment. Additionally, the dataset selected contains full content of the tweet 

where the Twitter Search API can only obtain a limited content of the tweet. It is also 

the most up-to-date dataset that contains only airline service relevant tweets. The dataset 

obtained contains 14,640 labelled tweets with the tweet created date, username, content, 

sentiment confidence and labelled class, etc. The provided dataset from Kaggle 

specified that the sentiment confidence is the probability of the class being labelled. 

This feature contains numeric values in range zero to one with three decimal numbers, 

of which one indicates that the categorized sentiment is fixed and zero, indicated that it 

is not fixed. In this research, the content of each tweet is considered as the determining 

factor for the result of the tweet sentiment. The tweets collected in each dataset are 
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labelled in three classes, positive (+ve), negative (-ve) and neutral (n). The number of 

tweets distribution for individual class is shown in Figure 4.1 below. 

 

Figure 4.1: Part of data sample containing 14,640 number of labelled tweets 

 Positive sentiment 

 Positive tweets contain positive words such as “pretty”, “great” , “fabulous”  and so 

on. Figure 4.2 shows the Positive labeled tweets.  

 

Figure 4. 2: Positive labeled tweets 

 Negative sentiment 

 The negative tweets contain negative words such as “late flight”, “no interesting”, 

“cancelled”, “disappointing”, and so on. Figure 4.3 show the Negative labeled tweets. 

 

Figure 4.3: Negative labeled tweets 
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 Neutral sentiment  

 The neutral tweets seem to focus on asking airlines for information Figure 4.4 shows 

Neutral labeled tweets. 

 

Figure 4.4: Neutral labeled tweets 

 

 In the collected dataset from Kaggle, the numbers of airline service providers 

obtained are Virgin America Airline, United Airline, Southwest Airline, Delta Airline, 

US Airways and American Airline. In the process of simplifying the computation, the 

dataset is downloaded and read into Pandas DataFrame. Some exploratory data analysis 

was conducted on the dataset prior to the training of the data in the deep learning 

models. This is to obtain an insightful knowledge of the process. The following Figure 

4.5 and Figure 4.6 show the visual representation of the data. 
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Figure 4.5: Screenshot of Visual representation of the data 

 

Figure 4.6: Screenshot of Label distribution of Tweets 

 

 

 

 The analysis also indicated a greater quantity of negative occasions for each of the 6 

airlines (Virgin America, American, Delta, US Airways, Southwest, and United) 

compared to positive and neutral that can also cause for situations to lean towards being 

grouped as negative in cases that contained the name or Twitter handle of the airline 

come-up in the text. Figure 4.7 shows the total number of tweets for each airline. For 

US Airways, United Airlines and American Airlines, there are 4 - 5 times additional 

Twitter posts grouped as negative more than positive and this can affect the training 

with regards to how the classifiers regulate the sentiments of the test data or future 

posts. Figure 4.8 depict the airline sentiment distribution. 

Table 4.1: Label distribution of Tweets 

 Negative Positive Neutral 

Number of Tweets 9178 2363 3099 
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Figure 4.7: Total Number of Tweets for each Airline 

 

Figure 4.8: Airline Sentiment Distribution 

 

4.2 System Requirements and Tools  

 The airline sentiment prediction model was implemented and evaluated using Python 

programming language code with Sublime Text operated and Command Prompt on 

Windows 10 operating system, and Intel® Core™ i5-5200U CPU and 2.20GHz with 

Random-access memory of 6.00 GB System Type: 64-bit Operating System, x64-based 

processor. Implementing the development of the model using python sublime Text 

consists of three main steps, which are data pre-processing, classification, and 

evaluation.  The implementation of the system begins with the installation of Keras 

packages and Tensorflow library, which was used for data processing, extraction of the 

features, training, and evaluation of the classifier. Keras packages and TensorFlow 

library were also used for conducting the evaluation of the proposed model. 
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4.3 Data Preparation 

4.3.1 Reading and cleaning data 

 The csv file was loaded on to the tweets and the entries were shuffled at random. 

This practice is to have an even distribution of sentiment classes over train and test sets 

to be free of bias. Here, the airline sentiment column is represented as the target and the 

text column represents the input. 

 Next, we remove stopwords, as they do not have any contribution in the sentiment 

prediction. Therefore, we removed the stopwords since we will build a general model to 

be used for other airlines, as shown in Figure 4.9 below. 

 

Figure 4.9: Screenshot of the Reading and Cleaning Data Code 

 

4.3.2 Train-Test split 

 Exemplary performance evaluation should be performed using a separate test. How 

good is the overallization of the model? This is done by scikit-learning's train_test_split 

function in Python to divide the dataset automatically  as shown in Figure 4.10. 

 

 

Figure 4.10: Screenshot of Train-Test split Code and Output 

Univ
ers

iti 
Mala

ya



45 

4.3.3 Converting words to numbers 

 Translating tweets to targets refers to translating these words into integers that point 

to an index and store the most commonly used words in the dictionary. Then place the 

text by applying filters and putting words in lowercase letters and split them into spaces 

as shown in Figure 4.11. 

 

 

Figure 4.11: Screenshot of Converting Words to Numbers Code and Output 

4.3.4 Creating word sequences of equal length 

 The sequences have different lengths and Keras prefers inputs to be vectorized and 

before the word embedding is computed, it needs to make sure the sequences are of 

equal length. We will pad all input sequences to have the length. Again, we can do this 

with a built in Keras function, in this case the pad_sequences() function, By stating 

maxlen, the truncated sequences or lengthened with zeros as shown in Figure 4.12. 
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Figure 4.12:  Screenshot of creating word sequences of equal length Code 

 

4.3.5 Encoding the target variable 

 The objective classes are strings that need to be transformed into number vectors. 

This is obtained with the LabelEncoder from Sklearn and the to_categorical method 

using Keras. Figure 4.13 shows screenshot of encoding the target variable code. 

 

Figure 4.13: Screenshot of Encoding the Target Variable Code 

4.3.6 Splitting off validation data 

 Here the splitting is completed for the validation set and the data is ready. The model 

performance will be validated based on this validation set with the tuned parameters of 

the model. Figure 4.14 shows screenshot of splitting off validation data code and output. 

 

Figure 4.14: Screenshot of Splitting off Validation Data Code and Output 
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4.4 Classification Model based on Deep Learning 

 One of the research objectives of this study is to identify suitable classification 

technique(s) that have the ability to predict the sentiment of airline services. The 

classification technique used in this research is (DLWE) Deep learning with word 

embedding. The classifier was trained and tested, where the word embedding and 

embedding layer is applied as an automatic feature extractor for the deep learning 

classifier. These embedding features are shown to be comparable and sometimes better 

than ngram features in several tasks, especially if classes are semantically separated. 

4.4.1 Building Deep learning Classification Model with Word Embedding 

 In the Deep learning model, there is contained an embedded layer of 15 tightly linked 

layers. The input_shape for the initial layer is equal to the number of words kept in the 

dictionary which was created from one-hot-encoded features. As required to predict 3 

different sentiment classes, the last layer has three elements. The softmax activation 

feature assures that the three probabilities are totaled to 1. The Embedding needs the 

vocabulary size (VS) specification, the size of the real-valued vector space, and the 

highest length of input files. The VS is the sum of words in the vocabulary, together 

with the number of unknown words. This could be the vocabulary set length, referred to 

as vocab set within the tokenizer for encoding the documents files. 

 Embedding layer which is provided by Keras is defined as part of the proposed 

neural network model as it helps to train the specific word embedding based training 

data. The Embedding contained a vocabulary of the size 10,000. An input length of 24 

and 8 dimensions will then be used as a small embedding space.Figure 4.15 shows deep 

learning classification code. 
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Figure 4.15: Screenshot of Deep learning Classification Code 

 After defining the Keras, a summation of the layers is published to check for 

validation against the expected output of the Embedding layer. This proved to be 24×8 

matrix and is compressed to a 192-element vector by the Flatten layer. The quantity of 

parameters to train is computed as (nb inputs x nb elements in hidden layer) + nb bias 

terms. The number of inputs for the first layer equals the number of words in the corpus. 

The next layers contained the number of outputs of the earlier layer as inputs. By 

implication this is presented as: 

Initial layer : (10000 x 8) + 0 = 80000 

Middle layer : (80000 x 0) + 0 = 0 

Final layer : (192 x 3) + 3 = 579 

 

Figure 4.16: Screenshot of Deep learning with Word Embedding Classification Output 
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 Categorical_crossentropy as the loss function and softmax as the final activation 

function is utilized to fit the model on the train data and then validated on the validation 

set.Figure 4.16 shows deep learning with word embedding model output.  
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CHAPTER 5: EVALUATION, RESULTS AND DISCUSSION 

5.1 Chapter overview 

 This chapter discusses the development processes, which includes the 

implementation of the proposed prediction model as well as the evaluation of the 

proposed model. 

5.2 Classification Accuracy 

 The development process was conducted using Keras packages and Keras provides 

an embedding layer which helps us to train specific word embedding based on our 

training data. The deep learning with word embedding (DLWE) classifier was trained 

and tested separately. Scikit-learn was used to separate our dataset to a training set and 

test set. The classifier was trained on 90% (13176 tweets) of the data and tested on 10% 

(1464 tweets) A large split was choosing is because of it is a noisy problem and a well-

performing model requires as much data as possible to learn the complex classification 

function. The accuracy of the trained model and its performance on classifying and 

predicting the airline sentiment classification are discussed in the next sub-section. 

Figure 5.1 show training and testing of the deep Learning classifier code and output. 

 

Figure 5.1: Screenshot of Training and Testing of the Deep Learning Classifier Code 

 The validation accuracy was around 81%. This indicates the number of words in the 

tweets is slightly low, proving the result to be better. The model starts over fit from 

epoch 6 based on the comparison of the training and validation accuracy with the loss as 

shown in Figure 5.2 and Figure 5.3.   
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Figure 5.2: Screenshot of Validation Accuracy Output 

 

 

 

Figure 5.3: Screenshot of Loss Validation Output 

5.2.1 Test Result  

 Figure 5.4 below shows the prediction accuracy of the selected classifier. Deep 

Learning With Word Embedding (DLWE) achieved the high prediction accuracy with 

the average accuracy of 82.6%. 
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Figure 5.4: Screenshot of Accuracy Test Resul 

Table 5.1: Accuracy Result 

Deep learning classification 
 

Word Embedding Model 
 

Embedding layer 82.6% 
Dense layer 
Flatten layer 

 

5.3 Confusion Matrix 

 There are many standard performance measures that can be used to evaluate the 

prediction techniques, such as classification accuracy for evaluating the machine 

learning classifier. The confusion matrix was used in this research to present the 

prediction accuracy of the classifiers. The confusion matrix is useful to show both the 

actual class distribution and the classifiers predicted class distribution.   

 For evaluating the performance of the classifiers, a set of experiments were carried 

out using the collected dataset as described in this chapter 4. In these experiments, 90% 

of the dataset was set for the training and 10% for the testing because deep learning 
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required large amount of data to train the model. The evaluation was conducted for the 

deep learning classifier. Table 5.2 shows the confusion Matrix for deep learning. Based 

on Table 4.3, 819 negative data out of 868 negative samples were correctly predicted as 

True Negative, with a precision rate of 84%, recall of 94% and F-score of 89%. For the 

Neutral data, 144 were predicted correctly as True Neutral from 269 neutral tested data 

sample with a precision rate of 75%, recall of 54% and F-score of 62%. Last and not the 

least, the positive sample correctly predicted 135 out of 192 as True Positive with a 

precision rate of 80%, recall of 70% and F-score of 75%. Deep learning with word 

embedding performs better than other classifiers in previous study with 82.61% 

accuracy, with the highest precision rate 86 % and recall percentage of 82%. 

Table 5.2: Confusion Matrix of Deep Learning with word embedding 

 
Classifier  

Deep Learning with word embedding  

Actual  
 

Negative  Neutral Positive  Invalid 
prediction 

Precision Recall F1-
Score 

Support  

 
Negative  

819 30 19 - 0.84 0.94 0.89 868  

 
Neutral 

112 144 13 - 0.75 0.54 0.62 269  

 
Positive 

39 18 135 - 0.80 0.70 0.75 192  

 
Invalid 
prediction 

- - - 135 - - - -  

 
Predict 

970 192 167 Average / 
Total  
 

0.86 0.82 0.84 1.329  

 

5.4 Discussion 

 Based on the evaluation results, the proposed prediction system that uses the selected 

classifier, which is Deep learning with word embedding DLWE, performed much better 

than the existing machine learning classifiers (refer to chapter 2) in sentiment prediction 

classification from the text input. It should be noted that the dataset used for testing of 
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the existing systems - results were reported in Chapter 2 (pg. 29-31) - exist in the table 

of accuracy and confusion matrix, which was used for testing the proposed prediction 

model. Table 5.3 shows the benchmark comparison between the proposed DLWE 

technique VS the existing machine learning classification techniques. The average 

performance refers to accuracy of sentiment classification of machine learning 

benchmark work in comparison to the deep learning with word embedding of the 

current work.   

Table 5.3: Benchmark Comparison between the Proposed DLWE Technique VS the 
Existing ML classification Techniques 

Model Deep Learning 
with Word 
Embedding 
(DLWE) 

SVM Classifier 
with Word2Vec 
Model 

Logistic 
Regression with 
Word2Vec Model 

Average 
Performance 

82.61% 72% 72% 

 

 

 

Figure 5.5: Diagram of Classifications Comparative 

65%

70%

75%

80%

85%

90%

Acc Percision Recall F-Score

SVM Classifier with Word2Vec
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Logistic Regression with
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 From Table 5.3 and Figure 5.5, it is clear that the proposed prediction system using 

Deep Learning with Word Embedding can predict the sentiment of airline services with 

an average accuracy of 82.61%. On the other hand, the performance of the existing 

airline services sentiment system, the SVM and Logistic Regression was 72%. It can 

also be observed that the proposed model performed much better than the existing 

systems with an improved accuracy of more than 10%. This is because it used deep 

learning with word embedding that have layers. The current research employed the 

technique of deep learning with the word embedding feature. Word embedding provides 

an automatic extraction of features and has richer capabilities as well as outperforms 

very well, with regards to representations, it has proven to be better than the existing 

feature based techniques, such as machine learning (Lu et al., 2017; Araque et al., 2017; 

Chatterjee et al., 2018). This is because those machine learning approaches in existence 

perform on the basis of features that undergo manual extraction, which firstly makes 

them complex to use, and secondly questions the process of extraction, especially in 

methods that are feature-driven. 
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CHAPTER 6: CONCLUSION AND FUTURE RESEARCH 

6.1 Overview   

 This chapter is the final part of the dissertation. The major findings of the study and 

how the objectives were met is presented in this Chapter. The research contributions, 

limitations, and the future work are also presented here. 

6.2 Meeting of Research Aims and Objectives  

 The primary goal of this research is to propose a predictive model based on deep 

learning technique to identify the customers’ sentiment polarity in airline services and 

improve the accuracy of the existing predicting model. To achieve the aim of this study, 

the following objectives are highlighted: 

6.2.1 Fulfilling Objective 1   

 The first objective is to review and analyze the limitations of the existing techniques 

in predicting sentiment classification of Airline Services. Some of such limitations 

include a lack of direct comparison with some other classifiers which have the 

incremental abilities, some of which are the Incremental Tree Induction, and is based on 

fuzzy logic. Also, the other advanced techniques with incremental classifiers could be 

able to predict and mine the satisfaction of users via online reviews, instead of manual 

methods as used in this research. Another limitation is that machine learning approaches 

make frequent use of the Bag of Words (BOW) model, even though on one hand, it 

might be an efficient and easy approach, yet there is a loss of a reasonable amount of the 

original natural language obtained information. To meet the objective, review of 

literature was carried out to acquire information about the current sentiment 

classification techniques, especially the airline services domain.  
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6.2.2 Fulfilling Objective 2  

 The second objective is to suggest a suitable sentiment classification method to 

classify the general public opinion on airline services from tweets. To achieve this 

objective, deep learning with word embedding classifier was identified and comparison 

was made to determine its capability in text categorization in line with how they 

performed in term of classifying objects. The researcher had to perform several tasks to 

achieve these objectives, which are as follows:  

 The initial task is looking for an appropriate deep learning classification framework 

to be applied for the prediction, thus meeting our objectives. 

 • The second task is to choose the appropriate twitter dataset matching airline services. 

To ease the second task, the dataset was previously labeled, dataset does not require 

further labelling of the sentiment, since it has already been labelled manually to state the 

actual sentiment of the tweet, which helped in saving valuable time.   

• The third task in fulfilling objective 2 is application of the prediction model on the 

twitter dataset. The procedures applied the Sublime and Python Programming language 

to develop the deep learning model with embedding layer. Based on this combination, 

the features automatically from the data were extracted, trained and tested on the 

proposed prediction model. 

 In addition, one of the existing sentiment classification models was selected and 

evaluated to determine its ability in classifying sentiment polarity. This successfully 

achieved high classification accuracy rates in various classification problems.  

6.2.3 Fulfilling Objective 3  

 The third and final objective of this research was to evaluate the performance of the 

proposed technique in classifying the opinion mining of airline services. 
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• Accuracy and Loss validation were applied for validating the dataset and estimating 

the exactness of the predictive model. Confusion matrix is utilized in the presentation of 

the predicted accurateness of the selected classifier.  

 In summary, the research with regards to developing deep learning prediction model 

for classifying and predicting the sentiment analysis polarity of airline services was 

successfully conducted. The proposed solution for the prediction has confirmed its 

efficiency with a better level of accuracy.  

6.3 Conclusion 

 Sentiment classification has been quite studied by the academia and firms. Due to its 

importance and acceptability in business domains, different procedures have been 

developed to get as much accuracy in the classifications. Many industries are moving 

into the big data arena and leveraging technology to get deeper into business potentials. 

Among the leveraging technology is the sentiment classification. This technology 

classifies the client’s opinion and offers a broad aspect of the client’s feedback. Among 

the platforms leveraging technology to mine clients’ opinion, the most popular and 

accurate is Twitter. The platform has been utilized in recent studies to classify client 

sentiments.  

 This dissertation contributed to the classification of sentiments using the deep 

learning approach with word embedding to improve the sentiment classification 

performance. Specifically, the embedding layer technique for sentiment classification 

was used as the features extractor. The deep learning technique was selected due to its 

effectiveness in classifying and predicting sentiment analysis. The research described in 

detail the development of the proposed prediction model, including the tools and 

resources required for accomplishing the development process to achieve desired 

performance. The process encompasses of a text corpus, data pre-processing, model 
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training and testing. Furthermore, the outcome of the experiment and the analysis for 

the tweets gathered is vital information pertaining to the improvements of the services 

provided by airlines. As a conclusion, it is important to state that the correctness of the 

classifier in various sentiment classes moreover, reveals the clients’ behaviors on 

Twitter. 

6.4 Research Outcomes and Contributions 

 It can be observed that previous studies focused on general classification of Twitter 

sentiment rather than specific and deeper sentiments. Based on the outcomes, the 

classification proved that the accurateness of the sentiment classification in this study is 

higher than the twitter sentiment classification in general.  

 Few studies were conducted in the domain of twitter sentiment analysis on airline 

services. Previous studies equate different conventional classification techniques and 

pick out the most precise technique and implement the sentiment classification (Joshua, 

2017). But, the deep learning approach in this work, improves the accuracy by applying 

deep learning with word embedding sentiment classifier.  Again, this research reveals 

that the class categorization of the sentiments is not balanced and the negative sentiment 

and neutral sentiment tweets are greater than the positive sentiment tweets. This is an 

indication that Twitter users find it more favorable to tweet their bad emotions rather 

than the good ones. 

6.5 Limitations and Future Research   

 The services in the airline firms need further improvement, and using a sample tweet 

dataset larger than the one used in this research will greatly help in identifying clients 

need and improve the airline services performance. Combination of different techniques 

and further developing of new algorithms as well as applications on the sentiment in 

airlines will reveal more clients’ opinion. 
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