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UNSUPERVISED MONOCULAR DEPTH ESTIMATION WITH MULTI-

SCALE STRUCTURAL SIMILARITY POWERED LOSS FUNCTION 

ABSTRACT 

Depth Estimation refers to a set of techniques and algorithms that aim to obtain a 

representation of spatial information of a scene. Nowadays specific hardware such as 

sensors, radars and multiple-view-recording cameras are being used in order to acquire 

depth data of a scene. Modern approaches use deep learning to address this task by trying 

to learn depth information in a supervised manner. However, this approach requires a 

large amount ground-truth data for a particular scene so that a model can be trained 

successfully. Also preparing ground-truth data for a range of environments is a 

challenging and expensive task to accomplish. Most recent works in this context have 

proposed self-supervised learning approaches, where they implicitly infer the target data 

from a stereo pair of images and use that self-obtained target data to train a deep neural 

network to learn disparities of the two views from the image pair. Disparities between 

two horizontal views of a same object, says all about how much that object moves on the 

horizontal line from one view to the other. Predicting the disparities will help calculate 

the depth data of the scene using simple geometric formulas. This approach however has 

shown some flaws in estimating depth on specular and transparent surfaces, where they 

end up predicting inconsistent depth for such surfaces. In this work a novel training 

objective is proposed, where a deep convolutional neural network learns to predict depth 

from a single image, where it improves the quality of depth prediction for specular and 

transparent surfaces. This proposed method follows the previous works that try to 

reconstruct the right-view of a scene, given the left one. On top of that, having considered 

the importance of loss layers in the performance of neural networks, it suggests a new 

image reconstruction and matching loss function that is aimed to improve depth 
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estimation consistency on specular and transparent surfaces. The proposed loss function 

is perceptually motivated by the human visual system, assuming that it will help increase 

image reconstruction quality while maintaining key structures of a scene; hoping that it 

will impact directly on depth prediction which resolves the aforementioned deficiencies 

of the predecessor works.  

Keywords: Depth Estimation, Unsupervised, Monocular, Binocular, Multi-Scale 

Structural Similarity, Structural Similarity, Convolutional Neural Networks, Deep 

Learning, Loss Functions, Disparity Map, Appearance Matching Loss. 
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ESTIMASI KEDALAMAN MONOKULAR TANPA PENGAWALAN DENGAN 

FUNGSI KERUGIAN POWERED MULTI-SCALE STRUCTURAL 

SIMILARITY 

ABSTRAK 

Penganggaran kedalaman merujuk kepada satu set teknik dan algoritma yang bertujuan 

untuk mendapatkan gambaran maklumat spatial daripada imej persekitaran. Kini, alatan 

khusus seperti sensor, radar dan kamera rakaman telah digunakan untuk memperoleh data 

kedalaman atau jarak dalam persekitaran dunia sebenar. Pendekatan moden 

menggunakan pembelajaran mendalam (‘deep learning’) untuk menangani tugas ini 

dengan cuba mempelajari maklumat kedalaman dengan cara yang diselia. Walau 

bagaimanapun, pendekatan ini memerlukan sejumlah besar data sebenar untuk imej 

persekitaran tertentu supaya model dapat dilatih dengan jayanya. Penyediaan data sebenar 

dari pelbagai persekitaran adalah satu tugas yang mencabar dan sukar untuk dicapai. 

Penyelidikan terbaru dalam konteks ini telah mencadangkan pendekatan pembelajaran 

kendiri (self-supervised learning), di mana ia secara tersirat menyimpulkan data sasaran 

dari sepasang imej stereo dan menggunakan data sasaran yang diperoleh sendiri untuk 

melatih rangkaian neural yang mendalam (deep neural network) untuk mempelajari 

perbezaan dua sudut dari dua imej. Ketidaksamaan antara dua sudut mendatar oleh objek 

yang sama, menerangkan objek yang bergerak pada satu garisan mendatar dari satu 

pandangan ke yang lain. Ramalan mengenai ketidaksamaan pandangan dari sudut berbeza 

akan membantu mengira data kedalaman persekitaran menggunakan formula geometri 

mudah. Pendekatan ini bagaimanapun telah menunjukkan beberapa kelemahan dalam 

menganggar kedalaman pada permukaan memantul dan lutsinar, di mana mereka 

akhirnya meramalkan kedalaman yang tidak konsisten untuk permukaan tersebut. Dalam 

karya ini, objektif baru yang asli dicadangkan, di mana ‘deep convolutional neural 

network’  belajar untuk meramal kedalaman dari satu sudut imej, di mana ia 

Univ
ers

iti 
Mala

ya



vi 

meningkatkan kualiti ramalan kedalaman untuk permukaan memantul dan lutsinar. 

Kaedah yang dicadangkan ini mengikuti kerja-kerja terdahulu yang cuba membina 

semula imej pandangan dari sudut kanan imej persekitaran, menggunakan imej 

pandangan dari sudut kiri. Selain itu, setelah mempertimbangkan kepentingan lapisan 

kerugian (‘loss layer’) dalam prestasi rangkaian neural, ia mencadangkan pembinaan 

semula imej dan ‘loss function’ yang sesuai, bertujuan untuk meningkatkan konsistensi 

anggaran kedalaman pada permukaan memantul dan lutsinar. Idea ‘loss function’ yang 

dicadangkan datang daripada sistem visual manusia, dengan andaian bahawa ia akan 

membantu meningkatkan kualiti pembinaan imej sambil mengekalkan struktur utama 

imej persekitaran; dengan harapan ia akan memberi kesan langsung kepada anggaran 

kedalaman yang menyelesaikan kekurangan yang disebutkan di atas. 

Kata Kunci: Rangkaian Neural Yang Mendalam, Estimasi Kedalaman, Anggaran 

Kedalamn, Pembelajaran Tenpa Pengawasan, Persamaan Struktural Pelbagai Skala, 

Rangkaian Saraf Convolutional, Fungsi Kerugian, Peta Perbezaan, Kehilangan Padanan 

Penampilan. 
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CHAPTER 1: INTRODUCTION 

1.1 Introduction  

Artificial Intelligence is helping solve many problems in various fields and contexts. 

As electricity over a century transformed industries and created opportunities for large 

growths, artificial intelligence-powered algorithms are transforming a lot of industries 

and offers more opportunities and possibilities in many aspects of life. Since AI is 

intersecting with other technologies, industries and applications, it benefits them by 

bringing solutions to their problems, optimizing their approaches and helping them make 

more intelligent decisions. That is why Andrew Ng calls it “new electricity”.  

Machine Learning, as sub-topic of AI is used for most of this success. A very smooth 

definition of machine learning according to Tom Mitchell is “The field of machine 

learning is concerned with the question of how to construct computer programs that 

automatically improve with experience”. That is, if a computer goes to an experience and 

through that experience learns to do a task better, learning by machine has been occurred. 

Most of the real-world application values created by machine learning today is from the 

idea of supervised learning. It can be explained as “input-output mapping”, (Andrew Ng. 

2017). Such as in English sentence input, and French output (translation), input Audio 

clip, output text (speech recognition) or input an image, output the depth information 

(depth estimation).  Neural Networks are being a major successful approach to many text, 

speech and vision problems. Being a very computationally heavy algorithm, its 

achievements attracted more researchers after the growth in hardware power, especially 

by introduction of CUDA. CUDA changed the switch with the GPU power that helped 

take off deep learning around 2008. Boosted performance of neural networks, owing it 

generally to deep learning architectures, has made researchers to relentlessly tackle hard 

problems; especially in computer vision tasks which is the focus of this work.  
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Depth Estimation refers to a set of techniques and algorithms that aim to obtain a 

representation of spatial information of the scene. Depth prediction from images has been 

tackled recently in different ways using deep learning. Some fruitful approaches have 

relied on changes due to motion, binocular view of a scene, and multi-view stereo, while 

training their deep neural networks in a supervised manner. Their approaches would be 

possible assuming that a large amount labeled data of multiple observations of the scene 

of interest are available. However, preparing the ground-truth data for a range of 

environments is a very challenging and expensive task to do. Some other works recently 

proposed methods to predict depth data from a single image, rather than multiple views. 

Although they also use ground-truth depth data for each pixel to train their models on, 

they are restricted to availability of large image collections and their corresponding pixel 

depths. More recent works treat monocular depth estimation as an image reconstruction 

problem during the training such as Godard et al. (2017) . Their fully convolutional neural 

network model doesn’t need any depth data. Instead, they induce depth data by predicting 

the disparities d for each pixel between the two images, taken by cameras at different 

horizontal positions (Godard et al., 2017; Zbontar & LeCun, 2016) . “Disparity refers to 

the difference in horizontal location of an object in the left and right image” (Zbontar & 

LeCun, 2016). Such that, an object at position (x, y) in the left image, may appear at 

position (𝑥 + 𝑑, y) in the right image. If the disparity of the object is known, the depth 

can be computed by the following geometric equation:  

𝑍 =
𝑓𝐵

𝑑
                                                            (1) 

Where f is focal length of camera, B is the distance between cameras, and d is the 

predicted disparity.  

In the image reconstruction approach, researchers (Godard et al., 2017; Zbontar & 

LeCun, 2016) try to reconstruct the right view of a given left image, and reduce the loss 
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of their neural network, having the actual target right-view image. Godard et al. (2017) 

have used a combination of loss functions their training. Appearance matching loss, plus 

disparity smoothness loss, and left-right disparity consistency loss. Their results however, 

show some flaws in specular and transparent surfaces. Zhao et al. (2017) suggest that 

human visual system inspired loss function can overcome the well-known and widely 

used l2 loss in the task of image restoration and denoising.  

This research addresses the issue of inconsistent depth prediction for specular and 

transparent surfaces. It also proposes a novel loss function that performs image matching 

closer to that of human visual system and it shows how it can improve the performance 

in prediction depth especially on specular and transparent objects and surfaces.  

1.2 Problem Statement  

The current referred state-of-the-art method mainly relies on the image reconstruction 

approach and produces inconsistent depth for specular and transparent surfaces and 

objects Godard et al. (2017). The choice of matching loss function in the image 

reconstruction part for Godard et al. (2017) is a combination of l1 and a single scale 

structural similarity index (SSIM). This combination operates under the assumption that 

the noise effect is irrelevant to the local characteristics of the image Zhao et al. (2017). 

However, for a human visual system (HVS) it’s more sensitive to luminance, contrast 

and structure. Therefore, a more powerful matching loss and suitable similarity index, 

should be able to handle and evaluate around the above matters rightfully. 

This research focuses on the issue of the current loss function and similarity measure, 

in calculating the image reconstruction matching cost; where it generates inconsistent 

depth on specular and transparent surfaces.  
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1.3 Research Objectives 

The objectives of this research work are as expressed below:  

1. To integrate a superior image similarity measure, into a novel loss function 

which improves the image reconstruction task in the depth estimation 

process.  

2. To assess and evaluate the performance of the introduced loss function in 

general depth estimation, through the image reconstruction task. 

3. To analyze the impact of the final loss function on the task of depth estimation 

for specular and transparent surfaces. 

 

1.4 Motivation 

Mainly, this research is motivated by the need to enhance the image similarity measure 

in the matching loss calculations. This leads to investigating the efficacy of the more 

advanced similarity measure, Multi Scale SSIM (MS-SSIM), as compared to the current 

widely used method, Single Scale SSIM, and other popular measures such as a simple l2 

loss. This is as a result of the fact that combination of SSIM and l1 loss for calculating 

matching loss Godard et al. (2017), leads to inconsistent depth prediction on specular and 

transparent surfaces. Therefore, this research aims to prove as an evidence and reference 

point as to why adopting a MSSIM powered loss function for matching loss, can 

overcome this limitation. That is, leading to a more consistent depth prediction for the 

specular and transparent surfaces.  

1.5 Contributions of Research  

The main contribution of this research consists of adopting a more sophisticated 

similarity measure, in appearance matching loss calculation to enhance depth estimation 

performance on specular and transparent objects. A similarity measure called Multi-Scale 

SSIM is combined with L1 loss function, which is applied on depth estimation of 

monocular images. It shows that how adoption of MS-SSIM, owing to its ability to align 
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with human’s perception of image quality, outperforms the metrics that do not correlate 

with the Human Visual System (HVS), such as l2, l1, mean square error, and Peak Signal-

to-Noise Ratio (PSNR).  

Thus, this research brings attention to the importance of the error metric used to train 

the deep neural networks in enhancing the performance of depth estimation on monocular 

images, for specular and transparent objects. In conjunction with that, this study 

investigates the advantages of MS-SSIM and L1, and combines them into one, to propose 

a novel appearance matching loss function that holds advantages of both. It then performs 

a thorough analysis of the proposed loss function performance on KITTI and cityscape 

datasets in terms of a few image quality and depth consistency indexes. Finally, the 

researcher empirically shows the performance comparison of the aforementioned 

methods and shows how MS-SSIM powered L1 loss function outperforms the previous 

methods.  

1.6 Scope 

This study will focus on improving the performance of depth estimation of monocular 

images, on specular and transparent surfaces. It investigates that by enhancing the 

appearance matching loss, during the training of a deep neural network. This is with the 

aim of illustrating that MS-SSIM in this context can be superior to the usually used 

methods of l2, MSE, PSNR, and SSIM. The research carries out its investigations and 

observations on the KITTI dataset. 

1.7 The importance and relevance of the study 

Perceiving the depth of a single image helps understand the shape of  the contents of 

the scene in the image, which is a significant problem in machine learning.  Having 

understood the shape of the contents in a scene, many problems in different applications 

can be tackled. Also, a wide range of target applications, from computer graphics to 

Univ
ers

iti 
Mala

ya



6 

computational photography and robotics can benefit it. Synthetic object insertion into a 

scene, synthetic depth of field, grasping or fetching arms in robotics, human body pose 

estimation using depth data as a rich feature, robot-assisted surgery and automated 2D-

to-3D transformation of films. are the clear examples of beneficiary areas. It is also very 

significant for self-driving cars to accurately estimate depth from one or more cameras. 

However, perceiving the depth data for self-driving cars from a single camera will cut the 

cost of production of such machines.  

All that said, the aforementioned applications require accurate acquisition of depth 

data. Meaning that, the current solutions need to get enhanced to match real world 

applications. This study focuses on enhancing the monocular depth estimation in and 

unsupervised manner by enhancing the loss function, especially on the structure of the 

objects, specular and transparent surfaces. 

1.8 Outline of Dissertation 

This dissertation is structured as below:  

• Chapter 1 – presents the introduction to this research work, discloses the 

problem statement, research objectives, then goes through motivations for this 

work, and eventually the conveys the contributions and scope of the research.  

• Chapter 2 – carries the literature review. 

• Chapter 3 – provides the methodology. 

• Chapter 4 – result and discussion.  

• Chapter 5 – conclusion and future work 
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CHAPTER 2: LITERATURE REVIEW 

2.1 Introduction 

This chapter presents all the relevant literatures that were studied and reviewed. It 

includes prominent previous research works leading to the formation of the problem and 

the undertaking of this research. The review comprehends a broad analysis of the previous 

approaches that have been adopted in learn-based approaches of depth estimation, 

especially the monocular depth estimation as well as image matching loss improvement.   

There has been lower attention given to importance of loss function in the recen t works 

to improve the performance of depth estimations, especially the monocular approaches. 

Most of those techniques have been derived from different approach of producing 

disparity maps, either from left and right views Godard et al. (2017) or from successive 

frames of a motion video (Jiang et al., 2018; Zhou et al., 2017) or even multiple views of 

a scene. They have shown various approaches to the problem which mainly rely on the 

available data, but not on solely through the algorithmic and loss enhancement of the 

current approaches. That being said, this dissertation focuses on a new approach to the 

calculating the loss function, how it has been deduced, and how it enhances the overall 

performance of depth estimation on specular and transparent surfaces. Following sections 

discuss the literatures that were reviewed as to this effect.  

2.2 Supervised single Image Depth Estimation 

The problem wherein only one single image is available during the test, is referred to 

as a monocular, or single-view depth estimation Godard et al. (2017). One of the pioneer 

researches in this context who used a convolutional neural network (CNN) to learn depth 

from single image was the work of Ladicky et al. (2014). In order to enhance the per-

pixel depth prediction, they embedded semantics into their model. Karsch et al. (2014) 

try to generate more consistent estimations by using the whole collection of the depth 
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images from the training set. A disadvantage of their approach is that it expects the whole 

data in training set to be available for the test, which is not practical in a real-world 

problem. 

Supervised approaches, with assuming the availability of very high quality, ground-

truth depth data at training time, are very dependent and limited to  data collection 

techniques in their very own application, are not so reliable. This research too, studies to 

perform single depth image estimation, but follows the methods of unsupervised 

approaches. 

2.3 Unsupervised Depth Estimation 

In recent researches, a few numbers of learning-based methods for depth prediction 

have been introduced that neither rely on nor require the ground truth depth data during 

the training. Flynn et al. (2016) proposed their Deep-Stereo image synthesis deep neural 

networks. Deep-Stereo produces new views of the scene by sampling and picking pixels 

from the related surrounding images. In the training process, it uses the relative posture 

of multiple cameras that record the scene, to predict the pixels' values of a target image. 

Next, color information from the neighboring images gets sampled by selecting the most 

appropriate depths, based on plane sweep volumes. Then at the test time, the image 

synthesis is done on small overlying patches. Since it needs several nearby images, 

recording the scene, to be present at the test time, which don't exist in the monocular 

approach, DeepStereo wouldn't be a suitable method for monocular depth estimation. 

Another approach to tackling the view synthesis problem is the Deep3D network, 

proposed by Xie et al. (2016). The goal of Deep3D is to generate the corresponding right-

view from a given left-view input image as a binocular pair. Similarly, it takes the 

approach of image reconstruction as its loss function that, for each pixel, generates a 

probability distribution for all the likely disparities. The output pixel values of the right-
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view image are generated according to the corresponding pixels in the left-view image 

and is weighted by the probability of their disparities. The downside of the Deep3D model 

is that increasing the range of possible disparity values will hugely increase the memory 

usage of the algorithm and make it very costly to scale it to larger output resolutions. 

Garg et al. (2016) treat monocular depth estimation as an image reconstruction loss 

and accordingly, they train a neural network for that. However, their image formation 

model is not fully differentiable. To compensate, they perform a Taylor approximation to 

linearize their loss resulting in an objective that is more challenging to optimize.  

Generally, in the depth estimation problem the main goal is to learn a function 𝑓 that 

estimates the depth values for each pixel in a scene, by feeding a single image 𝐼 in the test 

time.  

�̂�  = 𝑓(𝐼)                                                               (2)  

Most of the existing approaches, with learning capability, address depth estimation as 

a supervised learning problem, that they require both the input images as well as their 

target depth values to be available during the training process. It is, however, not feasible 

to obtain the labeled depth data for an unlimited range of different natural scenes 

practically. Even by using the most expensive hardware such as laser scanners (so called 

LIDAR), given their inevitable imprecision, it would be hard to capture certain features 

of natural scenes like movements and reflections. Therefore, by treating the depth 

prediction as an image reconstruction problem at training time, it will help remove the 

need for availability of the ground-truth depth data for the training time. The intuition 

behind is that, if one can learn a function that reconstructs a right-view image from a 

given left-view image, it has learned a lot about the three-dimensional information of the 

scene. 
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Godard et al. (2017) successfully chose the above approach. They adopted a left-right 

consistency approach to predict both left and right disparities from only one single image, 

such that the left-view image enters the CNN for inference, while the right-view image is 

used for training.  

At training time, the two images 𝐼𝑙 and 𝐼𝑟 , that correspond to a calibrated pair of left 

and right images (stereo pair), captured together at the same time, are available and used. 

Rather than directly predicting the depth, Godard et al. (2017) attempts to find the dense 

correspondence field 𝑑𝑟 such that, when applied on the left image, it can reconstruct the 

right-view one. The reconstructed image 𝐼𝑙(𝑑𝑟)is referred to as𝐼~ 𝑟. Likewise, the left 

image can be estimated given the right one, 𝐼~ 𝑙  =  𝐼𝑟(𝑑 𝑙). Given a pair of rectified 

images, the model learns to predict the scalar disparity value 𝑑 . Knowing the baseline 

Figure 2.1: Method of Godard et al. (2017). It uses the left image as 
input to CNN to predict disparities for both images, which is improving 

quality by enforcing mutual consistency. 
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distance 𝑏 , which is the distance between the two cameras, and the camera focal length 

𝑓, the depth amount �̂� can be obtained from the predicted disparity value. 

 �̂�  = 𝑏𝑓/𝑑                                                               (3) 

In this approach, as mentioned above, the network predicts the new image using a 

bilinear sampler, that forms a fully-differentiable image reconstruction model Godard et 

al. (2017). This is a strong advantage, as one wouldn’t need to worry much about the loss 

functions, since everything is embedded into the main loss function of the CNN. As 

illustrated in Fig. 1, the network is trained to learn to predict the per-pixel disparity values 

for both left and right views, leverage by sampling from the other pair input image. 

Therefore, it requires only a single image as input to the CNN for the test time (the left 

view) while the right view image is only used during training. There will be an enforced 

consistency between both predicted left and right disparity maps using the left-right 

consistency cost function which thus, drives more accurate results.  

2.4 Depth Estimation as Image Reconstruction 

Godard et al. (2017) compare their method to the Deep3D image formation model and 

that of Garg et al. (2016), and prove that their algorithm results in more accurate 

estimations. The main reason that makes their model overcome the previous problems is 

the use of a bilinear sampling technique to generate images and a fully differentiable 

training loss. By approaching the problem of monocular depth estimation as an image 

reconstruction task, they solve the disparity prediction without needing any ground truth 

depth data. Although minimizing a photometric cost helps reconstruct a good quality 

image, it generates inconsistent and lower quality depth estimations. Their proposed 

training loss function includes a left-right consistency sub-loss to enhance the quality of 

the depth images. While in common practices, the consistency control is performed as a 

post-processing approach, they incorporated it thoroughly into their neural networks. 
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Their introduced loss function consists of three sub-loss functions of Appearance 

Matching, Disparity Smoothness, and Left-Right Disparity Consistency Losses.  

2.5 Architecture  

The architecture of this network consists of an encoder (from cnv1 tocnv7b) and a decoder 

(from upcnv7). In the decoder, skip connections from the encoder’s activation blocks are 

used, that help with resolving the details with higher resolution. The outputs from four 

different scales (disp4 to disp1) are combined to form the disparity predictions. This 

multi-scaling improves the quality depth given the different size of objects and images, 

by doubling in the spatial resolution after each scaling level. Although only one image is 

fed to the network as the input, the model can predict two left-to-right as well as the right 

to-left disparity maps, at each scale.  

 

2.6 Training Loss 

At each output scale 𝑠, the network is trained using the following defined loss 𝐶𝑠 , 

which actually is the sum 𝐶 = ∑4
𝑠=1 𝐶𝑠 . The total 𝐶𝑠 loss is computed as the sum of 

three main terms: 

𝐶𝑠 = 𝛼𝑎𝑝(𝐶𝑎𝑝
𝑙 + 𝐶𝑎𝑝

𝑟 ) + 𝛼𝑑𝑠(𝐶𝑑𝑠
𝑙 + 𝐶𝑑𝑠

𝑟 ) + 𝛼𝑙𝑟(𝐶𝑙𝑟
𝑙 + 𝐶𝑙𝑟

𝑟 )                 (4) 

Figure 2.2: Architecture of depth prediction CNN Univ
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Where 𝐶𝑎𝑝 enforces the reconstructed image to resemble the corresponding input 

image fed to the network in the training. 𝐶𝑑𝑠 helps further smoothen the disparities, 

and 𝐶𝑙𝑟 makes the predicted left and right disparities to be consistent. For each of the three 

loss components, there exist both left and right variants, corresponding to the left and 

right images, but only one of the views (this research uses the left image) is fed to the 

convolutional layers. Hereon, each component of the loss function is presented as an 

expression of the left image (𝐶𝑙𝑎𝑝).  In order to use the right image version of this proposed 

method, e.g. 𝐶𝑟𝑎𝑝, one would need to change the left to the right, and also sample in the 

opposite direction. 

2.7 Appearance Matching Loss 

The network of Godard et al. (2017), as illustrated in figure 2.1, generates new images 

using a sampler. The sampler used in the model is a spatial transformer network (STN) 

which is completely integrated into the convolutional layers of the neural networks and 

makes it fully differentiable. Meaning, there is no further approximation or 

simplifications needed to be done on the final loss function. As in a given pair of stereo 

images, the STN uses a bilinear sampler that takes four input pixels from an input image 

and outputs a single weighted sum pixel for the opposite output image.  Godard et al. 

(2017)  combined  the 𝐿1 cost function and the single scale SSIM similarity measure to 

form a photometric image reconstruction cost 𝐶𝑎𝑝, which measures the similarity between 

the input image 𝐼𝑖𝑗
𝑙  and its reconstruction 𝐼𝑖𝑗

𝑙 , where 𝑁 is the number of pixels. 

𝐶𝑎𝑝
𝑙 =  

1

𝑁
∑ 𝛼

1−𝑆𝑆𝐼𝑀(𝐼𝑖𝑗
𝑙 ,𝐼𝑖𝑗

𝑙 )

2
+ (1 − 𝛼) ||𝐼𝑖𝑗

𝑙  − 𝐼𝑖𝑗
𝑙  ||                         (5) 

Here, a simplified SSIM with a 3×3 block filter is used and set the α=0.85. 
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However, having used the above similarity measure and appearance matching loss, the 

model generates inconsistent depth predictions on transparent and specular surfaces. This 

could be improved with a more refined similarity measure to make it more precise Godard 

et al. (2017). Next, the studies on limitations of the used similarity measure and matching 

loss is elaborated and the means to improve it is discussed.  

2.8 Computer Vision and Human Visual System 

 

The way human sees the world is illustrated in figure 2.3. The retina receives the lights 

beams that enter the eye through the cornea. The nerve cells at the back of the retina 

receive the light where different types of nerves detect different information before 

directing it to the brain for interpretation. Human eye can receive and interpret a wide 

range of light intensity, but it cannot do it simultaneously meaning that it has to adapt to 

the intensity level where it can perceive the brightness of the level, which is called 

brightness adaptation. It can also discriminate between changes in the brightness levels 

(brightness discrimination) as well as color levels. For the eye to perceive the brightness 

of an object, it does not take only the intensity level of the object, but also light intensity 

Figure 2.3: Human visual system Oluwatobiloba. (2017) 
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of the background region. that enables us to perceive objects, edges and their structure, 

all of which depend on the luminance.  

In computer vision however, the world is seen through pixels. Pixel values represent 

brightness, and colors at different channels. For computer to recognize the objects, 

shapes, and latent information of a scene, it must be presented by repetitive labeled 

images through with a learning algorithm. It totally depends on the algorithm in the area 

of interest, that how does computer infer information of the scene. In this research, since 

the appearance matching is concerned in measuring the similarities between two images, 

there is a argument that l2-based measures do not catch the accurate similarities as they 

compare the overall pixel-to-pixel intensity values. If an image is being compared to the 

copy of itself, but with a bit of higher intensity, a l2-base measure will take them as two 

highly different images. While smarter similarity measure algorithms, closer to HVS, can 

understand that they are highly similar regardless of their brightness modifications. In the 

next sections these similarity measures are being discussed.  

Figure 2.4: Computer vision pixel values (How Does Computer 
Vision Work? | TonkaBI, 2020) 
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2.9 Structural Similarity Measure 

In order to compare two images together which are correlated in nature, subjective and 

objective testing measures are practiced. The study here focuses on the objective approach 

as the former is manually conducted by human observers and hence, nothing algorithmic. 

Objective testing, however, uses mathematical methods to examine the images.  

Algorithms have been developed to analyze images as compared to their reference image 

which are called reference-based measures. A state-of-the-art reference-based error 

measure that addresses the limitations of 𝑙1 and 𝑙2 is the structural similarity index 

(SSIM). In evaluating two images, SSIM accounts for the changes in the local structure; 

the very same fact that the HVS is sensitive to Zhao et al. (2017). On the other hand, both 

Mean Square Error and PSNR calculate pixel change values and weight them equally, 

regardless of knowing whether or not the change is directly from the structure of the 

content in the image. For example, if the only change in the two images is in their contrast 

or brightness level, the equal weighting approach will produce a high difference score, 

while the content is the same. 

SSIM accounts for three major aspects to infer a measurement for two images, 

explaining how a human would perceive them as similar: 

1. Luminance difference - It compares the changes in the brightness level of the 

two images. Similar to the human visual system, which is not principally 

mindful of the certain level of brightness in one image but is sensible of the 

brightness difference among two images. 

2. Contrast range difference - It compares the variation in the range of the 

brightest and darkest parts of each of the images. Similar to the luminance 

aspect, the human visual system can perceive the contrast range difference in 

two images but not fully aware of it in one single image. 
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3. Correlation - Local luminance leaves some pattern in an image that can 

represent the significant structure of the image. Comparing the significant 

structure between two images to determine how similar the images are, is done 

by a measurement parameter called "covariance" of the two images. The closer 

the images together, the higher the covariance. Covariance is usually measured 

after normalizing the contrast and equalizing the luminance in the two images. 

The SSIM, firstly, brings the two images to the same size and resolution so the pixel 

by pixel similarity estimation process can be performed. Next, a specific window on the 

image is picked to apply the mathematical comparison. Then, the image undergoes the 

measurements relating to the aspects explained above, and the results are combined to 

form the quality score of the image.  This process repeats for each iteration that the 

window moves forward through the image. Lastly, the scores obtained at each window 

location are aggregated to generate the overall image similarity value. 

Wang et al. (2003) observed the behavior of SSIM and found out that, "the scale at 

which local structure should be analyzed is a function of factors such as image-to-

observer distance" Wang et al. (2003).  Therefore, the multi-factor problem to be solved 

could be resolved through a multi-scale approach. Hence, they proposed a multi-scale 

SSIM (MS-SSIM).  

2.10 Multi Scale Structural Similarity Measure  

Multi scale structural similarity, a.k.a. MS-SSIM extends the SSIM approach. It uses 

HVS motivated measures to weigh each separate scale at which the SSIM evaluation is 

computed on the image. This is achieved by down-sampling the image by the factor of 2 

at each iteration. This process continues for a fixed number of iterations, that in this 

research the number scaling iterations is set to 4. For MS-SSIM, it does not matter much 
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that what the scale of the images is, as it can still compare the images at any scale 

objectively.  

Like the SSIM process, the MS-SSIM starts with bringing the two images into the 

same size and resolution so they are comparable systematically while having the 

luminance and the contrast normalized. A sliding window is used, as it is in SSIM, to 

compare the images according to three measurement aspects. Which are, accounting for 

the change in luminance, contrast and the correlation. The overall score is obtained before 

down-sampling the images and this process continues for four iterations in this research 

implementation. 

As explained, comparisons results derived after each scale, are aggregated into one 

overall score for the image. Inspired by the human visual system, and as the humans' 

perception of the noise in an image is affected by the size or scale of the image, the MS-

SSIM weighs each scale's comparison result separately. These weights were acquired 

after an experiment that the human observers were given a set of images and asked to 

identify the images that had the same amount of distortion at each scale. A significant 

result of the test was that, some characteristics comparisons such as luminance, were 

distinguishable only at the smallest scale Zhao et al. (2017). 

The multi scale behavior of MS-SSIM is expected to improve performance of SSIM 

based loss function. As the experimental results have proven the supremacy of SSIM-

based measures over 𝑙1, 𝑙2 Zhao et al. (2017). 

As indicated above, this part is to prove that adopting MS-SSIM similarity measure 

can enhance the performance of depth estimation on specular and transparent surfaces. 

This is done by investigating the effectiveness of MS-SSIM as compared to the 

conventionally used L2, MSE, and L1 alone as a measure of image appearance matching 
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loss. Therefore, in this part the focus is on effect of different metrics for image 

reconstruction tasks using neural networks. This is to show the rationales that a more 

suitable alternative for the error measure will have a robust influence on the quality of the 

results.  

As Zhao et al. (2017) argues the efficiency of 𝑙2and 𝑙1 on image quality related tasks, 

these loss functions have some limitations on such contexts. 𝑙2 , and similarly  Peak 

Signal-to-Noise Ration (PSNR), do not correspond well with what humans perceive as a 

quality image. Zhao et al. (2017). While for improving the depth estimation results, it 

would be highly necessary to construct the right-view image with accurate resolutions, 

maintained content structure, and less vulnerable to noise and luminance, in accordance 

with the source left-image. The reason behind the poor correlation of 𝑙2 with image 

quality is that, 𝑙2 works under the assumption that noise is independent of any local 

features of the image. In contrast to that, in the real world, the local 

luminance, contrast, and structure arouse the sensitivity of HVS which can be translated 

into noise. The three attributes that matter a lot on predicting depth for specular and 

transparent objects. Later in the results it is shown that how factors luminance, structure 

and contrast have affected the quality of depth estimation on the transparent surfaces such 

as windows and windshields of the cars. A look at comparison results of Zhao et al. 

(2017), from different loss functions and similarity measures, can support the above 

reasoning. 

Having concluded that 𝑙2is far from being an efficient tool for this task, the next step 

towards improving the performance is to study efficiency of adopting 𝑙1 for this work. 

Godard et al. (2017) rightfully picked 𝑙1as the basis of their appearance matching loss. 

Zhao et al. (2017) have shown in their results that how 𝑙1has improved the limitations and 

artifacts caused by 𝑙2. However, the results from 𝑙1 are still sub-optimal especially the 

Univ
ers

iti 
Mala

ya



20 

artifacts on the sky (luminance) and the boundary of the objects (contrast). Therefore, all 

these imply that the error function is better to be perceptually inspired. 

2.11 Proposed Appearance Matching Loss Function 

In the experiments that Zhao et al. (2017) have done, the contrast in the areas of the 

image with high-frequency was preserved with MS-SSIM while the other loss functions 

that they tried didn't maintain it.  However, they showed that 𝑙1 keeps information on 

colors and luminance, but it doesn't manage to generate the same contrast as MS-SSIM 

does. One reason that 𝑙1 fails to do as well is that it weights the error equally despite the 

local structure while MS-SSIM resolves for this. Hence, to gain the benefits of both error 

functions, a combination of 𝑙1 and MS-SSIM for monocular depth estimation is proposed: 

𝑀𝑆 − 𝑆𝑆𝐼𝑀(𝑝)  = 𝑙𝑀
𝛼 (𝑝) . ∏𝑀

𝑗=1 𝑐𝑠𝑗
𝛽𝑗

(𝑝)                                (6) 

𝐿𝑚𝑖𝑥 =  𝛼 𝐿𝑚𝑠−𝑠𝑠𝑖𝑚 + (1 − 𝛼) ||𝐼𝑖𝑗
𝑙  − 𝐼𝑖𝑗

𝑙  ||                                (7) 

And then by combining the above with  𝑙1, we will have:  

   𝐶𝑎𝑝
𝑙 =  

1

𝑁
∑ 𝛼

1−(𝑀𝑆−𝑆𝑆𝐼𝑀(𝐼𝑖𝑗
𝑙 ,𝐼𝑖𝑗

𝑙 ))

2
+ (1 − 𝛼) ||𝐼𝑖𝑗

𝑙  − 𝐼𝑖𝑗
𝑙  ||                    (8) 

2.12 Operating MS-SSIM in the Deep Neural Network Model: 

The way MS-SSIM has been integrated into the model and how it has been applied 

and operated on the images, is discussed below. The key to implementing MS-SSIM is to 

understand the core feature of SSIM.   

𝑆𝑆𝐼𝑀(𝑥,𝑦) =
(2𝜇𝑥𝜇𝑦+ 𝑐1)(2𝜎𝑥𝑦+ 𝑐2)

(𝜇𝑥
2+𝜇𝑦

2  +𝑐1)( 𝜎𝑥
2  +𝜎𝑦

2  + 𝑐2)
                                 (9) 

  
    Where mu and sigma values are average pooling kernels, of size and strides of interest, 

applied on x, y images.  
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    MS-SSIM uses SSIM formula as its core. However, for MS-SSIM there are multiple 

levels of SSIM operation getting performed on pair images. For each level, SSIM 

convolution and calculation is applied, then the images are scaled down through another 

layer of convolution, again of size and strides of interest. But it is very important to note 

that the convolution after each layer should be performed in a way that the images actually 

do get scaled down for the next layer to come. This method helps getting abstracts of 

image pairs calculated at different scale and size of images so that structure, illumination 

and contrast information do get accounted for.  

    In this research, the number of levels has been set to 4 as this is the standard practice 

of MS-SSIM implementation of the day, and filter size and strides have been tested with 

varying values that will be discussed in detail later in this chapter. 

However, the disadvantage of Godard et al. (2017) is that their work produces 

inconsistent depth on specular and transparent surfaces. This is mainly because of 

limitation of their appearance matching loss function, which is barely adequate to cope 

with image quality, close to the perception of Human Visual System (HVS). 

Zhao et al. (2017) perform a comparison between several number of image restoration 

loss functions and similarity measures and introduce and enhancement method to the ones 

of Godard et al. (2017). This research studies the efficacy of result of Zhao et al. (2017), 

which addressed image de-noising and restoration, over monocular depth estimation.  

2.13 Industrial applications of Depth Estimation 

Depth estimation has potential applications in industry level. Wherever a 3D 

environment needs to be seen and inferred, monocular depth estimation can play a role. 

The depth map predicted by the monocular depth estimator deep neural network, can be 
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converted into a point cloud where it models the 3D space. The coordinates can then be 

used by an agent or a robot to interact or act in the 3D space.  

Nowadays with rise of self-driving cars, depth estimation with a single camera can cut 

the cost of using extra laser scanners or radars, while doing the same job. Mercedes Benz 

with their famous Intelligent Drive program, and Tesla with their autonomous drive 

functions are the pioneers of exploiting AI and depth estimation in their self-driving cars. 

GE Inspection Robotics are pioneers of designing robots for duty in dangerous 

environments. Robots that are used in risky and unknown environments must be able to 

perceive 3D information of their surroundings, find their path and take proper actions. 

This is made possible by exploiting a single camera for depth estimation. (Mercedes-Benz 

Innovation: Autonomous. 2015; 3D Laser Pointcloud Stitching – Inspection Robotics, 

2020) 

2.14 Chapter Summary 

Researches and findings have been growing on the topic of depth estimation. Different 

solutions and approaches have been suggested with promising results in the field. Yet, 

none of them could address the problem of specular and transparent surfaces. Supervised 

approaches always need a large set of prepared ground-truth data, which is not always 

available in a real-world scenario. For a specific problem where generation of a decent 

Figure 2.5: Left: using laser scanners and radars to collect depth data Plungis. 
(2017) 
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dataset is very costly, unsupervised approaches are desired. A state-of-the-art approach 

in unsupervised way, is to estimate depth from the predicted disparities of an image. In 

this solution, a pair of left and right image should be provided for a model to learn the 

disparities between the two images. A noble technique introduced by Godard et al. (2017) 

treats disparity prediction as a image reconstruction task, where a left image is fed to a 

convolutional neural network and the model is trained to learn to predict the reconstructed 

right image. In this approach the task of depth estimation with only one image, a.k.a. 

monocular depth estimation, is made possible. However, the loss function used by Godard 

et al. (2017) generated inconsistent and inaccurate depth data on specular and transparent 

surfaces. In this research the focus was to improve the image reconstruction loss function, 

so it copes with the specular objects. Inspired by human visual system, Godard et al. 

(2017) introduced multi scale structural similarity where it can catch the luminance and 

contrast information of an image more accurately as compared to the previously 

introduced l1-based loss function. The MS-SSIM technique is then picked and integrated 

into the CNN loss function, replacing the l1-based appearance matching loss.  

The flow of the literature review has been devised by the researcher in such a way that 

latently clarifies the rationale behind the techniques and approaches used to address 

monocular depth estimation and its improvement on specular and transparent surfaces. 

The next chapter expands the methodologies that follow the logic and findings of the 

reviewed literature.  Univ
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CHAPTER 3: METHODOLOGY 

3.1 Introduction 

This chapter presents the methodological approaches that were taken through the 

execution of this research work. Principally, it investigates the effectiveness of MS-SSIM 

and its integration into the loss function for enhancing the appearance matching. And it 

proves that the MS-SSIM loss function improves accuracy of appearance matching loss, 

which leads to more consistent depth result on specular and transparent surfaces.  

Having elaborated the limitations of the recent works and the existing gap in them, 

prospective solutions to fill the gap was made clear. Consequently, it was discovered that 

MS-SSIM-powered similarity measure provides an alternative, yet a superior approach 

for dealing with depth estimation on transparent objects.  This chapter presents the 

procedural approaches used in investigating the efficacy, while it explains in 

comprehensive details that how was the experiments carried out. 

3.2 Dataset 

3.2.1 KITTI 

The main experiments of this research have been made on the dataset of the KITTI 

Vision Benchmark Suite  A project introduced by the Karlsruhe Institute of Technology 

and the Toyota Technological Institute of Chicago (Fritsch et al., 2013; Geiger et al., 

2013; Menze et al., 2015) . The dataset includes successive pictures from two horizontally 

aligned cameras, from driving scenes in the roads and city streets. The dataset comprises 

the following information which have been used in the experiments: 

● Raw and processed grayscale stereo pair sequences (0.5 Megapixels, stored in 

.png format). The raw and the processed sets include un-synced + un-rectified and 

synced + rectified images respectively. 
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● Raw and processed color stereo pair sequences (0.5 Megapixels, stored in .png 

format). The raw and the processed sets include un-synced + un-rectified and 

synced + rectified images respectively. 

Which, "un-synced + un-rectified" refers to the input data where images are distorted 

and their raw frame indices do not match the stream, while "synced + rectified" refers to 

the input data where the images have been processed to rectified and undistorted images 

and the data frame numbers match throughout all the sensor streams.  

3.3 Model training: 

The neural network is trained on each dataset separately that will result in two different 

models. The details of training process, architecture, and configurations of the model is 

elaborated below. 

3.4 Training Configuration: 

The architecture of the model is defined according to the one illustrated in (Figure 3.2: 

architecture of depth prediction CNN), it goes through training process by the training set 

data in each dataset. The proposed training loss function is used throughout the whole 

process. However, for comparison purposes, other similar measures have been 

implemented that will be pointed later in chapter 4.  

The training set in KITTI consists of 28897 stereo-paired images. Accordingly, the 

following variables are set to default values of below for the training process. 

• Number of training samples = 28897 

• Input image height = 256 

• Input image width = 512 

• Number of epochs = 50 

• Batch size = 8 

• Steps per epoch = 28897 / 8  

• Number of total steps = 50 * (28897 / 8 ) 
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• Starting learning rate = 1e-4  

• Lr loss weight = 1 

• Alpha image loss= 0.85 -> which is, the weight between MS-SSIM and L1 in the 

image loss. 

• Disparity gradient loss weight = 0.1 -> disparity smoothness weight. 

• Number of GPUs: 1 -> number of GPUs to use for training. 

• Number of threads: 8 -> number of threads to use for data loading. 

Having set the above configurations, other important parameters to consider for the 

training process to start, are the ones related to MS-SSIM. As explained earlier in this 

chapter in MS-SSIM elaborations, the components and values to take into account in MS-

SSIM calculus is as below. 

3.5 MS-SSIM Configuration: 

• Number of scaling levels: 4 

• MS-SSIM weights: Trainable matrix with same size of scaling levels. 

• Down-scaling kernels: 

➢ Average pooling kernels applied on each image.  

➢ Kernel size: Among range of [3, 3], [5, 5], [7, 7], [11, 11] with different 

experiments. 

➢ Padding:  Same padding -> keeping same size of image. 

➢ Strides: [2, 2] -> so it will scale down the image. 

3.6 Model Testing: 

After training the model successfully, the trained model is saved to file  in binary format 

and ready for testing. The test is carried out with different measures. For each dataset, the 

model is evaluated with three criteria.  

1. Test on Full Image 

a. Firstly, the model undergoes evaluation against the ground-truth disparity 
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maps of the respective dataset. All methods are then compared to one another 

according to their performance obtained on full images of the whole test set. 

2. Test on Sub-Frames, Region of Interest (ROI) 

a. Secondly, the model’s performance on the ROI frames on KITTI dataset, 

generated during sampling, get evaluated and compared to each other.  

3. Test on Gradients of prediction results on ROI 

a. The derivatives of the ROI predicted depth are taken into account for the 

evaluation. 

The first of the above compares the general performance of the method, while the 

second shows the performance of the method only on the objects with specular, and 

transparent surfaces, the frames of which are selected through the ROI process explained 

below. The last test criteria is specifically accounting for the accuracy on the transparent 

and specular or shiny surfaces. This is exploiting the predicted depth gradients on the ROI 

frames and accordingly tries to measure how much changes exist. Next, provides the 

elaboration of the 3 criteria in details.  

3.6.1 Test on Full Image: 

 Having obtained the trained model, it goes through evaluation against the test set with 

their available ground truth disparity data. Knowing that the model predicts disparity from 

a given left image, the predicted disparity as well as the ground-truth disparity data will 

get converted into depth data before undergoing comparison. The conversion of disparity 

to depth would be possible given the baseline and focal length, as pointed in (Equation 

1). The illustration of the equation 1 is as below: 
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KITTI dataset provides the information of its rectified cameras baseline as well as 

parameters of its focal length. Below shows the information given by the KITTI dataset: 

• Baseline = ~0.54m. 

• width_to_focal[1242] = 721.5377 

• width_to_focal[1241] = 718.856 

• width_to_focal[1224] = 707.0493 

• width_to_focal[1238] = 718.3351 

Therefore, having the 3 variables known from (Formula 1), we can replace them with 

predicted disparities, focal and baseline values to get the depth in meters. Predicted depth 

values are capped to a maximum value of  80 meters so pixel values keep bound in a 

certain real range.  

3.6.2 Test Region of Interest (ROI) 

In order to evaluate the main objective of the research, which is enhancement of the 

depth estimation on specular and transparent surfaces, objects that include such 

characteristics must get been selected and cropped from the image. These cropped frames, 

or what the researcher calls Region of Interest, a.k.a. ROI, will be evaluated separately so 

Figure 3.1: Disparity to depth conversion intuitions (Depth Map from Stereo 
Images — OpenCV 3.0.0-Dev Documentation, 2014) 
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the model proves performance enhancement on this type of objects and surfaces. Such 

objects with specular and transparent surfaces include cars’ windshields, glasses, shiny 

surfaces of traffic signs, and any other illuminated and shiny smooth surfaces.  

These 485 objects of such have been manually cropped from the 200 images in the test 

set as the ROI. The very same coordinates are then extracted from the predicted depth 

maps, previously generated by the model, and then the comparison on the performance 

and accuracy of different methods are applied and tested on the generated ROIs. The 

evaluation measures have been implemented fairly the same for both of the test methods, 

on the whole image as well as on the ROI. Evaluation  measures utilized in this research 

is explained in the next session. Here the ROI selection process is illustrated in figure 3.4. 

3.6.3 Test Prediction Depth Gradient on Specular Objects (ROI) 

Image gradients shows the amount of changes that exist between a pixel and all of its 

neighboring pixels. If the derivatives or gradient function gets applied on the whole image 

in x and y directions, it will return a matrix of the same size of the image, with the element 

values, each of which represents the amount of change to horizontal and vertical 

neighbors. The rationale behind this is pertaining to the main objective of this research, 

that the depth data on specular and transparent surfaces must be consistent. We want the 

depth data for, say car glasses or shiny traffic signs, to remain equal throughout the area 

of the object, rather than the depth consecutively changing in meters within the same glass 

Figure 3.2: ROI selection transparent objects evaluation 
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on the very same object with actual constant depth. Therefore, it’s intuitive to expect that 

derivatives of the predicted depth data must be ideally approaching 0  (zero), meaning that 

the depth of the same object does not change.  

However, since the depth values provided in the dataset are collected by laser scanners, 

and these data collection methods suffer from the limitations of the current hardware, the 

ground truth data in ROI level cannot be used as a source of truth for evaluation. Although 

the ground truth data can be closer to the ideal case, but here each prediction is getting 

evaluated by how much the predicted depth data is varying and the less the value,  the 

better the result. Throughout the process, two gradient calculation methods of Laplacian 

and Sobel are used for both x and y directions. Below presents some samples of image 

derivatives on ROI frames. 

3.7 Evaluation: 

As pointed earlier, evaluation measures are applied on the depth prediction results 

justly, regardless of the result being from Derivatives, ROI or whole image. Having 

obtained predicted depth for a given image, the result is undergoing evaluation against 

the depth derived from the respective ground truth, according to the following measures: 

1. Applying a threshold δ on the ratio of (Actual Ground Truth Depth/ Predicted 

Depth); and obtain the mean result of the data passing the threshold. Such that:  

a. Accuracy with δ <1.25 -> will be referred to as a1. 

b. Accurace with δ <1.252-> will be referred to as a2. 

c. Accurace with δ <1.253 -> will be referred to as a3. 

Figure 3.3: Sample derivatives on ROI ideal cases 
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2. Root Mean Squared Error of predicted depth as compared to the ground truth: 

a. 1

𝑛
√∑𝑛

1 (𝑔𝑟𝑜𝑢𝑛𝑑 𝑡𝑟𝑢𝑡ℎ −  𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑)2  Which will be referred to 

as RMSE. 
3. Log RMSE: 

a. 1

𝑛
√∑𝑛

1 (𝑙𝑜𝑔(𝑔𝑟𝑜𝑢𝑛𝑑 𝑡𝑟𝑢𝑡ℎ) −  𝑙𝑜𝑔(𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑))2 

4. Absolute Relative Error. Which will be referred to as asb_rel: 

a. 1

𝑛
∑𝑛

1 |𝑔𝑟𝑜𝑢𝑛𝑑 𝑡𝑟𝑢𝑡ℎ −  𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑| 

5. Relative Error Squared. Which will be referred to as sq_rel: 

a. 1

𝑛
∑𝑛

1 (𝑔𝑟𝑜𝑢𝑛𝑑 𝑡𝑟𝑢𝑡ℎ −  𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑)2 

Where n in the all above measures is the number of pixels in the matrix getting 

evaluated which makes the measures as per pixel evaluation. 

3.8 Chapter Summary 

The proposed methodology included exploiting KITTI dataset. The dataset included 

28847 processed color stereo pair sequences collected from rectified cameras as well as 

processed laser scanner outputs for the ground-truth depth data. The topology and 

configuration of the CNN based deep neural network was then explained while the 

training of the network uses the proposed MS-SSIM based appearance matching loss. The 

MS-SSIM configuration for the loss function was set to four scaling levels with trainable 

MS-SSIM weight, and four different kernel sizes, while padding and strides were set on 

zero and two constants respectively.  

As for testing, different measures with three criteria were taken. The three criteria 

consist of, firstly, Testing the predicted depth on full image. Secondly, testing the 

predicted depth on region of interest (ROI). The ROIs consist of 485 transparent and  

specular surfaces that were manually cropped from 200 images in the dataset. The ROIs 

help for evaluating the model performance on predicting depth of the specular and 

transparent objects. Finally, the third is to test the gradients of the predicted depth  on 
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ROIs; this is to validate the consistency of the prediction results on transparent and 

specular surfaces which is the main objective of this research. Lastly, the measurements 

chosen for the performance evaluation of the model was shown to make a comparison 

with similar works.  
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CHAPTER 4: RESULTS AND DISCUSSION 

In this chapter, the experiment setups and the results are presented. The experiments 

are carried out accordingly to the three testing criteria that was explained in the section 

3.6. Tables 4.1 and 4.2 show the experiments performed on the whole images of KITTI 

dataset using SSIM, and MS-SSIM appearance matching loss functions, with depth 

values capped at 80 and 50 meters respectively. Also, the best results of different filter 

size on MS-SSIM are shown separately.    

4.1 On whole Image: 

Table 4.1: Result of experiment on KITTI dataset - Whole Image, depth values 
capped at 80 m 

Dataset Method Abs Rel Sq Rel RMSE RMSE Log δ < 1.25 δ < 1.252 δ < 1.253 

KITTI 

SSIM 0.2183 3.1513 7.158 0.285 0.742 0.924 0.964 

MS-SSIM 
filter size 

[3,3] 
0.1748 1.3030 5.807 0.238 0.757 0.937 0.975 

MS-SSIM 
filter size 

[7,7] 
0.1763 1.3725 5.842 0.237 0.759 0.940 0.976 

 

Table 4.2: Result of experiment on KITTI dataset - Whole Image, depth values 
capped at 50 m 

Dataset Method Abs Rel Sq Rel RMSE RMSE Log δ < 1.25 δ < 1.252 δ < 1.253 

KITTI 

SSIM 0.2068 2.1468 6.189 0.274 0.744 0.927 0.966 

MS-SSIM 
filter size 
[3,3] 

0.1720 1.1390 5.517 0.235 0.757 0.939 0.976 

MS-SSIM 
filter size 

[7,7] 

0.1728 
 1.1548 5.464 0.233 0.760 0.942 0.977 

 

The results were obtained after training on KITTI and evaluating the trained models 

on the test set of 200 images. This specific 200 images are the only images in the KITTI 
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dataset that have been entitled with their ground-truth depth data, which are then used for 

the evaluation purpose. The measures explained in the previous chapter is what provides 

the result. The predicted depth varies from very low values, for the objects located closer 

to the observer, to very large number for the parts of the scene that represent large 

distances. When it comes to the comparison of farther parts of the scene, between the 

predicted depth and the ground truth, the huge difference between the large depth values 

will cause the error to dramatically increase. However, it is not really in the interest of the 

research to know that at what distance is the sky located. Therefore, the largest depth 

values are capped on 80 and 50 meters for different experiments. This helps to account 

for the actual objects and closer content of the image to the observer, rather than never 

ending skies. The results of these experiments are accordingly shown in tables 4.1 and 

4.2. 

To keep the evaluation comparable with other methods, especially from the one of 

Godard et al. (2017), the delta measures, the three columns on the right, are applied and 

compared as the accuracy measure, while other measures are considered for different 

error representation. The delta accuracy measures present us that the ratio of ground truth 

depth data over predicted depth, that fall less than the given thresholds, resulted at best 

0.977% in MS-SSIM best model, whereas the same measures show 0.966% on the SSIM 

method by Godard et al. (2017). Also, this can be interpreted as improvement of predicted 

depth on 1.1% of the area of a whole image. This improved area will be discussed on 

section 4.2 to show that most of the impact is on the specular and transparent surfaces. 

Besides this, the prediction performance on the whole image increased by reducing the 

relative error by 3%, log root mean squared error by 5%, and the squared relevance error 

dropped more than half in MS-SSIM as compared to SSIM.  This prove the achievement 

of the initial main objective.   
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Figure 4.1 illustrates the predicted disparities from SSIM and MS-SSIM. It is clear 

from the predicted disparity maps that the results generated by SSIM presents more 

artifacts, inconsistent depth on the object structures as well as transparent glasses of cars. 

In contrary, the MS-SSIM which was aimed to be used especially for reforming and 

boosting the performance on structure and transparent surfaces, show more consistent and 

polished disparity. The improved disparity prediction is more tangible on objects 

structure, such as cars and traffic signs, as well as specular and transparent surfaces such 

as cars’ windshields and glasses. This visual enhancement supports the superiority of MS-

SSIM over SSIM. However, to prove the enhancement on structures and consistency of 

the predicted depth, the tests on sections 4.2 and 4.3 are conducted and discussed. 

In order to attend the objective of assessing the performance, particularly on 

transparent and specular surfaces, the second testing approach should be taken into 

consideration. The second test approach, as pointed out in chapter 3, suggests that car 

objects including their glasses and windshields get cropped from images and will be 

evaluated separately.  

Figure 4.1: From top to bottom: Input Image - SSIM disparity prediction - MS-

SSIM disparity Prediction 
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4.2 On Region of Interest - ROI 

Table 4.3 below shows the evaluation result from 488 ROI frames taken from 200 

images of KITTI dataset. Each of the 200 images in the test set can include one or more 

objects with specular or transparent surface and hence, 488 ROI frames are extracted from 

the whole set. 

Table 4.3: Result of experiment on KITTI dataset - ROI frames, depth values 
capped at 80 m 

Dataset Method Abs Rel Sq Rel RMSE RMSE Log δ < 1.25 δ <1.252 δ < 1.253 

KITTI 

SSIM 0.242 27.895 69.494 0.676 0.689 0.894 0.910 

MS-SSIM 
filter size 

[3,3] 
0.210 27.139 69.477 0.668 0.725 0.906 0.918 

MS-SSIM 
filter size 

[7,7] 
0.222 27.218 69.462 0.672 0.707 0.904 0.916 

 

Table 4.4: Result of experiment on KITTI dataset - ROI frames, depth values 
capped at 50 m 

Dataset Method Abs Rel Sq Rel RMSE RMSE Log δ < 1.25 δ <1.252 δ < 1.253 

KITTI 

SSIM 0.235 27.498 69.60 0.676 0.691 0.897 0.912 

MS-SSIM 
filter size 

[3,3] 
0.206 27.026 69.575 0.669 0.727 0.908 0.919 

MS-SSIM 
filter size 

[7,7] 
0.217 27.073 69.570 0.672 0.709 0.904 0.917 

 

The evaluation on KITTI ROI frames, shown on tables 4.3 and 4.4, present that the 

MS-SSIM model with both kernel sizes outperform SSIM on all the measurement. 

However, comparing the two MS-SSIM models with different kernel sizes of [3,3] and 

[7,7], it presents that the smaller kernel size produces better depth on a larger area in the 

image (delta accuracy) and less absolute error while the larger kernel has lower RMSE. 
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This can be due to the fact that the range of depth pixel values could be very high and the 

RMSE applied directly on the depth values escalates even further. Therefore, for the high 

depth values, the chance that the error rises high is noticeable. And since the value in 

RMSE is averaged over the whole image, larger kernel size somehow smoothens the 

depth values more and hence, there will be lower difference among the depth values 

within the kernel, therefore lower RMSE. However, on the log normalized error this 

matter vanishes, and the lower kernel size presents better improvements. After all the MS-

SSIM gently increases the depth prediction accuracy on objects and specular surfaces as 

compared to the SSIM.  It holds true for both cases of capping depth values at 80 as well 

as 50 meters.  

Following figures illustrate some predicted depth results particularly on the ROI 

coordinates.  

Figure 4.2: From top to bottom: input image with ROI selected, ground truth depth 
of ROI, SSIM predicted depth on ROI, MS-SSIM predicted depth on ROI 
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 For the ROI frames that account for car objects and their glasses, we could see that 

the accuracy has been enhanced. Figures 4.2 and 4.3 show samples of some ROI frames 

along with target outcome and predictions obtained. The ROI bounding boxes include 

parts of car objects, in which a large area of the bounding box is covering glasses or 

windshields. The very same coordinates of bounding boxes are extracted from depth data 

on which the evaluation takes place. When focusing on a very specific area on an object, 

we expect the depth to remain consistent and ideally near constant. Meaning that we want 

to see the car and its respective glass as one whole object so the depth data throughout 

Figure 4.3: From top to bottom: input image with ROI selected, ground truth depth 
of ROI, SSIM predicted depth on ROI, MS-SSIM predicted depth on ROI 
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the bounding box should remain the same. As it’s shown in the ground truth frames, the 

depth data stays almost constant for the whole object. However, due to the limitation of 

laser scanners, from which the KITTI dataset has been generated, we can see some minor 

inconsistency in the ground truth data itself which makes it inevitable for our evaluation 

to have some inaccuracy. Regardless of that, for each prediction, one can clearly observe 

that depth data generated by MS-SSIM outperforms the one of SSIM with it being less 

variable, more constant, and more accurate relative absolute error. Also, the distance 

estimated for the object in a ROI, is more accurate in MS-SSIM as compared to SSIM 

predictions. This also proves an enhancement on consistency on specular and transparent 

objects, while keeping the structure shape. In order to prove the enhancement on the 

transparent and specular surfaces, the consistency test through the gradients of the image 

is calculated next. 

4.3 On Gradients of Predicted Depth on ROI – Consistency Test 

In order to prove the claim on enhancement of structure-related depth as well as 

transparent surfaces, image gradients test is conducted. Through this test, it’s expected 

that consistency of depth data can be clearly observed. As gradients of ROI frames on 

glasses show the amount of change occurred in depth data, it helps verify the claim on 

performance enhancement on specular surfaces.  

An overall image of the whole assessment is shown below. Given the input image with 

the bounding box, we can see the predicted depth maps from SSIM and MS-SSIM 

respectively in the second and third columns, which also represent the first test approach. 

The second test, which is from the evaluation on the ROI, is shown in the second column 

with indicators of prediction distance and absolute relative error.  The last row shows 

gradients of ground truth depth besides inverse gradients of predictions. For better 

illustration of the results, the inverse of gradients of the predicted depth maps are shown. 
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The inverse gradients read in this way that the darker the color, the more the changes in 

depth values; while the less the change occurs in depth, the lighter the color. Also, the 

closer the mean derivatives to zero, the better the result.  
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Figure 4.4: First row shows input image and depth predictions, second row shows ground truth of 
ROI with models depth predictions on the ROI, and third row shows the gradients of the ROI 

ground truth depth, along with inverse gradients of depth predictions.  
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The above figures make it clear that mean derivatives on the ROI frames are sensibly 

less in MS-SSIM as compared to the ones of SSIM. As for last case in figure 4.4 for a car 

that is located 31 meters away from the camera, MS-SSIM prediction shows 98 cm of 

average changes on the rear of the car, while SSIM estimates an average of 5.23 meters 

of changes for the very same case which is a massive improvement in context of one 

object. This enhancement is observable on other cases as well which proves the claimed 

enhancement on keeping structure and consistency on specular surfaces depth data that 

fulfills the main objective of this research.  

Training of the model has been done on a GPU machine with the following 

specification: 

• Tesla K80 GPU 

• 12 GB GPU memory 

• 64 GB RAM 

• 4 CPU  

Speed of training:  

● 3-5 examples per second for model MS-SSIM 

● 7-9 examples per second for model SSIM 

 

Due to an update of KITTI dataset, the ground truth data on the version of the dataset 

utilized in research, is slightly different than the ones of Godard et al. (2017). Thus, some 

minor differences in the results and numbers obtained by the researcher as compared to 

the references are inevitable.  

4.4 Chapter Summary 

Experiments were performed based on three different criteria. First, the performance 

of MS-SSIM and SSIM appearance matching loss functions on the whole image were 

compared. The depth values were capped at 50 and 80 meters so that the extra -long 
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distances omitted. The results of the experiments show that the MS-SSIM reduced the 

absolute error of the predicted depth by 4.4% and 3% on 80 and 50-meters cap 

respectively. Second, spatially experimented the results and illustrated that the MS-SSIM 

produced better depth on 1.1% of the image. In order to prove that the improvement of 

depth prediction happens mainly on the specular and transparent surfaces, the second test 

was performed. 488 sub-frames that consist of a specular or transparent object were 

cropped from 200 images to apply the test on. The results show an average of 3% 

deduction of error value on MS-SSIM. Also, translating the depth into distance in meters 

in figure 4.3 illustrate that the objects’ distance was predicted more correctly in MS-SSIM 

loss function. This test proves the efficiency of MS-SSIM powered loss function on 

transparent and specular objects.  Lastly, to test the consistency of the predicted depth on 

specular and transparent surfaces, the third experiment was performed. In this evaluation, 

the gradients of the predicted depth on the cropped sub-frames were taken. This is to 

prove that the depth prediction of an object is constant and not changing much over the 

surface of it. The results present that the predicted depth on the cropped objects is more 

constant from MS-SSIM as compared to the SSIM as it’s shown on figure 4.4.  

Accomplishment of the objectives are proven through the three experiments. As a 

comparison for performance of different MS-SSIM configurations, kernel size [3,3] 

performed better than [7,7] for most of the experiments. At the end, the specification of 

the GPU machine that was used for the whole experiments as well as the run time of each 

method was presented.    
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CHAPTER 5: CONCLUSION AND FUTURE WORK 

5.1 Future work 

MS-SSIM has its own flaws. It was observed from the results that the method doesn’t 

completely solve the problem of high and severe illumination on objects and transparent 

surfaces. Although enhancements on this matter was proven, but it offers a huge room for 

further improvements. Also, training a MS-SSIM loss function would be more costly in 

terms of time. Some lightening enhancements to MS-SSIM can make it faster and more 

effective.   

5.2 Conclusion: 

Depth estimation from monocular camera has been great achievement in deep learning 

realm. Overcoming hardware limitations by achieving similar result from only one single 

image, not only does it cut the cost for a wide range of applications, but also expands this 

capability to other devices and domains. Current self -supervised monocular depth 

estimation methods, however, show some flaws on their depth prediction, where their 

estimation usually ends up with inconsistency in specular and transparent surfaces, as 

well as deficiencies on structure of objects in the scene. This research aimed to solve these 

drawbacks by employing MS-SSIM enhanced loss function to apply on training a deep 

convolutional neural network. The results were to be assessed at three different phases. 

The first phase would evaluate accuracy of the predicted depth on the whole image, 

focusing on the structure of the objects and consistency in depth data. The second phase 

would attend on bounding boxes on specular and transparent surfaces such as car glasses 

and windshields. At this evaluation phase the proposed MS-SSIM method proved to be 

enhancing the performance on region of interest. At the last phase, gradients of the ROI 

underwent consistency check by evaluating the amount of changes; such that, the less the 

changes on the gradients, the more consistent the depth would be on the region. After all, 

it was proven that MS-SSIM can be a superior method for self -supervised depth 
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estimation task using monocular camera, on specular and transparent surfaces while 

keeping structure of objects.  
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