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VIRAL LYSIS AS TOP-DOWN CONTROL OF BACTERIAL PRODUCTION IN 

TROPICAL WATERS OF PENINSULAR MALAYSIA 

 

ABSTRACT 

Viruses are the most abundant biological entities in the biosphere. Viruses infect host 

cells for replication and survival. Hence, viruses play important roles in the nutrient cycles 

and genetic transfer. Viral lytic and lysogenic life cycles have different effects to the 

ecosystem as lytic cycle leads to production of more virus particles and death of host cells 

whereas lysogenic cycle produces prophage that reproduce along with the host cell. 

However, the environmental changes such as temperature increment and eutrophication 

may cause the shift of the lysogenic to lytic life cycle which may affect the host cell 

community. The changes of viral life cycle and community structure of bacteria and 

phytoplankton due to environmental change will bring significant consequences onto 

biogeochemical cycles. The water samples were collected from nearshore (Port Klang 

and Port Dickson) and offshore waters (Yan and Kuala Rompin) surrounding Peninsular 

Malaysia. Bacterial production, virus production and protist grazing at each sampling 

sites were measured. Microcosm experiment were carried out to determine the 

relationship of seawater warming and eutrophication with viral dynamics. Mitomycin C 

was used to induce viral lytic life cycle. Observations revealed site-dependent differences 

in dissolved inorganic nutrient concentration, TSS (43.3 – 106.7 mg L-1), dissolved 

oxygen (148 – 265 µM), Chl a (0.21 – 3.54 µg L–1) and bacterial abundance (4.09 × 105 

– 9.41 × 105 cells mL–1). However viral abundance (measured as virus-like particles or 

VLP) (1.04 × 106 – 2.39 × 106 VLP mL–1) and virus production rates (0.59 × 105 – 4.55 

× 105 VLP mL–1 h–1) were not coupled to neither bacterial abundance nor production (0.85 

× 104 – 6.42 × 104 cells mL–1 h–1). The uncoupling was probably due to the bacterial 

replete state as suggested by the low virus to bacteria ratio (1.8 – 4.3). Ex situ experiments 
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were carried out to investigate the effects of seawater warming (25 – 37°C) and 

eutrophication (0.1 – 1.0× marine broth concentration) on viral dynamics. Both seawater 

warming and eutrophication were able to induce lysogen to switch from lysogenic to lytic 

cycle as the result showed increased virus production (R2 > 0.537) and decreased 

lysogeny (R2 > 0.896). From this study, eutrophication was a more important driver for 

virus production. Therefore, with the increasing eutrophication at the coastal waters, the 

role of viruses in the marine microbial food web will gain importance as virus production 

increases. Enhanced virus production will drive the habitat towards heterotrophy as 

increased viral lysis will promote organic matter supplies for the bacterial growth, and 

will further affect biogeochemical cycling. 

 

Keywords: Viral lysis, lysogeny, bacterial production, protist grazing, top-down control, 

Kill-the-Winner 
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VIRUS LITIK SEBAGAI KAWALAN ATAS-BAWAH UNTUK PRODUKSI 

BAKTERIA DI PERAIRAN PANTAI TROPIKA SEMENANJUNG MALAYSIA 

 

ABSTRAK 

Virus adalah entiti biologi yang terbanyak di biosfera. Virus menjangkiti sel perumah 

untuk replikasi dan kelangsungan hidup. Oleh itu, virus memainkan peranan yang penting 

dalam kitar nutrien dan pemindahan materi genetik. Kitaran litik dan lisogeni membawa 

kesan yang berbeza terhadap ekosistem. Kitaran litik menghasilkan lebih banyak virus 

dan meyebabkan kematian sel perumah sedangkan kitaran lisogeni menghasilkan profaj 

yang akan membiak bersama dengan sel perumah. Namun begitu, perubahan alam sekitar 

seperti penambahan suhu dan eutrofikasi akan meyebabkan pertukaran kitaran lisogeni 

kepeda kitaran litik dan akan mempengaruhi komuniti sel perumah. Perubahan dalam 

kitaran hidup virus dan struktur komuniti bakteria dan fitoplankton disebab oleh 

perubahan alam sekitar akan membawa akibat yang signifikan kepada kitaran 

biogeokimia. Sampel air telah diambil dari lokasi dekat pesisir (Port Klang dan Port 

Dickson) dan lokasi luar pesisir (Yan dan Kuala Rompin).  Produksi bakteria, produksi 

virus dan peragutan protist telah diukur di setiap tapak persampelan. Eksperimen 

mikrokosma telah dilaksanakan untuk menentukan perhubungan antara peningkatan suhu 

laut dan perhubungan antara eutrofikasi dengan dinamik virus. Mitomisin C digunakan 

untuk mendorong pertukaran kitaran lisogeni kepada kitaran litik. Pemerhatian teleh 

mendedahkan perbezaan antara nutrien tak organik terlarut, TSS (43.3 – 106.7 mg L-1), 

oksigen terlarut (148 – 265 µM), Chl a (0.21 – 3.54 µg L–1) dan kelimpahan bakteria 

(4.09 × 105 – 9.41 × 105 cells mL–1) adalah bergantung kepada lokasi. Tetapi kelimpahan 

virus (diukur sebagai zarah seperti virus atau VLP) (1.04 × 106 – 2.39 × 106 VLP mL–1) 

dan kadar produksi virus (0.59 × 105 – 4.55 × 105 VLP mL–1 h–1) adalah tidak berpasangan 

dengan kelimpahan bakteria dan produksi bakteria (0.85 × 104 – 6.42 × 104 cells mL–1 h–
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1). Ketidak-berpasangan ini mungkin disebabkan daripada keadaan bakteria yang banyak 

seperti yang dicadangkan oleh nisbah virus ke bakteria yang rendah (1.8 – 4.3). 

Eksperimen ex situ telah dilaksanakan untuk menyiasat kesan pemanasan air laut (25 – 

37 °C) dan eutrofikasi (0.1 – 1.0 × kepekatan kaldu marin) terhadap dinamik virus. 

Kedua-dua pemanasan air laut dan eutrofikasi mampu mendorong lisogen untuk menukar 

dari kitarab lisogeni ke litik kerana keputusan telah menunjukkan peningkatan produksi 

virus (R2 > 0.537) dan penurunan lisogeni (R2 > 0.896). Daripada kajian ini, eutrofikasi 

merupakan pemacu yang lebih utama untuk produksi virus. Oleh demikian, dengan 

bertambahan eutrofikasi di kawasan pinggir laut, peranan virus di jaringan makanan 

mikrob lautan akan berganda mustahak sebab produki virus bertambah. Produksi virus 

yang tertingkat akan memacu habitat terhadap heterotrofi oleh kerana lisis virus akan 

memperbanyakkan bekalan jirim organik untuk pertumbuhan bakteria, dan akan 

mempengaruhi kitaran biogeokimia dengan selanjutnya. 

 

Kata kunci: lisis virus, lisogeni, produksi bakteria, ragutan protist, kawalan atas-bawah, 

Kill-the-Winner 
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CHAPTER 1: INTRODUCTION 

1.1  Background 

Ocean is a large water mass that makes up most of the Earth’s surface. Ocean regulates 

the global climate and stores carbon dioxide (CO2). Different sections of the ocean such 

as coastal waters, open waters, seafloor and zones including photic zone, aphotic zone, 

and benthic zones harbour a variety of species. The study of food web is important to 

understand the flow of energy from primary production to consumer at high trophic level 

in the ocean. Bacteria, phytoplankton and viruses are ubiquitous and act as the pivotal 

driving force of energy cycles in the oceanic environment (Karl, 2007; Jacquet et al., 2010; 

Mojica & Brussaard, 2014). Hence, study of the relationship and function of 

microorganisms and viruses involved provides insight regarding the ecological and 

biogeochemical mechanisms in the ocean.  

Bacteria play an important role in the food web by consuming the energy generated by 

primary producers and transferring the energy to consumers at higher trophic level in the 

food web (Azam et al., 1983; Stocker & Seymour, 2012). The energy in bacteria is 

transferred when they are grazed by protists. Viral infection also causes bacterial 

mortality. When bacterial host is lysed by virus, the nutrient is recycled as the organic 

content in the host cell is released into the environment (Okazaki et al., 2019) and 

becomes available for other organisms. Both protists and viruses are the main top-down 

controls of bacteria (Sherr et al., 2007; Suttle, 2007; Li et al., 2019). Viral infection has 

consequences on bacterial abundance, bacterial diversity, and gene transfer in the 

bacterial community (Wommack et al., 1999; Clasen et al., 2008; Evans et al., 2009). 

However, different viral life cycles, whether lytic or lysogenic cycles, have different 

impact on bacteria (Chen et al. 2019). 
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The importance of virus is generally site-dependent. Bacterial mortality due to viral 

lysis can be a minor component (Binder, 1999; Lee & Bong, 2012) or even similar 

proportion to grazing (Fuhrman & Noble, 1995; Hwang & Cho, 2002). In some habitats, 

viral lysis can be more important than grazing (Almeida et al. 2001; Bettarel et al. 2002; 

Choi et al., 2003). Understanding the contribution of protist grazing and viral lysis on 

bacterial production provides knowledge of the energy flow in a particular habitat, 

whether energy move up the food web or recycles within the microbial community (Tsai 

et al., 2013a).   

As viruses are obligate parasites that depend on bacterial hosts for survival (Wommack 

& Colwell, 2000; Jacquet et al., 2010; Mojica & Brussaard, 2014), viral processes in 

offshore waters should differ from nearshore waters due to differences in microbial 

community composition, metabolism and environmental parameters (Mojica & 

Brussaard, 2014; Wang et al., 2019). Similarly, protist grazing on bacteria should be 

different between nearshore and offshore waters due to the availability of bacteria (Li et 

al., 2019). According to Almeida et al. (2001), bacterial mortality due to viral lysis in an 

estuarine system range from 49 % to 74 %, and is higher nearshore. However, Tsai et al. 

(2013c) reported no difference in viral lysis at both nearshore and offshore waters. The 

differences reported could be due to the influence of both bacteria and environmental 

gradients on virus and viral processes (Almeida et al., 2001; Tsai et al., 2013c). These 

differences also suggest that the contribution of viral lysis between nearshore and offshore 

waters should be investigated further. 

Climate change especially seawater warming and eutrophication can bring 

consequences to the biogeochemical cycles that occurred in the oceanic environment. 

Seawater warming and eutrophication alter the physical and chemical characteristics of 

the marine environment, which will lead to disrupted primary production and 

phototrophic community composition, bacterial abundance, metabolism and community 
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compositions (Larsen et al., 2008; Danovaro et al., 2011; Demory et al., 2017). These 

changes which affect the host cells and can have a dramatic impact on viral abundance, 

diversity and processes (Danovaro et al., 2011; Cabral et al., 2017). Another major impact 

of seawater warming and eutrophication on viruses is the lysogenic induction where 

viruses switch from lysogenic to lytic life cycle. The factors that causes lysogenic 

induction include UV irradiation, nutrient addition, temperature increase, presence of 

hydrogen peroxide, vigorous cell growth and pollutants such as polynuclear aromatic 

hydrocarbons, polychlorinated biphenyls, and pesticides (Weinbauer & Suttle, 1999). 

Lysogeny induction has implications towards the microbial food web dynamics as it 

affects the rate of mortality of the hosts. 

 

1.2  Problem statement 

At present, most studies on viral dynamics are carried out in temperate waters, less is 

known about viral processes and the lysogenic to lytic dynamics in the tropics. Very few 

studies on the ecology of viruses are available from the south Southeast Asian waters of 

the Sunda Shelf although it is one of the most productive coastal water in the world 

(Bettarel et al., 2011; Lee & Bong, 2012; Pradeep Ram et al., 2018). Coastal waters have 

important geological function in biogeochemical cycles as exchanging of products 

between atmosphere, land, and open ocean occurs in coastal waters (Mackenzie et al., 

2000). It has been reported that the two most crucial environmental change in the 

Malaysian waters are warming and eutrophication (Bush & Fairbanks, 2003; Cheevaporn 

& Menasveta, 2003; Lim et al., 2018; Lim et al., 2019; Lee et al., 2020) which may lead 

to disastrous ecological and environmental risks (Li et al., 2017). Malaysia is a developing 

country, with swift industrial and economic growth (Kaw & Kannan, 2016; Kozaki et al., 

2017), and experiences eutrophication in the form of anthropogenic pollutants from rapid 
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development, urbanisation, tourism, industrialisation, and agricultural activities are 

discharged into the seawater surrounding the country (Masood et al., 2016; Mwaura et al., 

2017). Howarth et al. (2011) also reported that tropical coastal waters were more 

susceptible to eutrophication than temperate coastal waters.  

In order to better understand how the marine microbial food web in these waters 

function in the face of environmental change, it is crucial to assess the effects of warming 

and eutrophication on viral processes. The relatively warm and stable tropical waters in 

Malaysia should give better insight to the possible factors affecting the top-down controls 

of bacterial production in both nearshore and offshore waters as opposed to the wide 

ranging temperature that act as the main driver for many biological processes in temperate 

waters (Lee et al., 2001). In this study, it is hypothesized that both warming and 

eutrophication will increase viral lysis. Furthermore, as temperatures in the tropics are 

already high and relatively stable (Lee et al., 2009), eutrophication should be a more 

important driver for virus production. 
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1.3  Research objectives 

1.3.1  General objective 

To understand the effects of environmental change on the viral dynamics in tropical 

coastal waters of Peninsular Malaysia. 

  

1.3.2  Specific objectives 

a) To investigate the impact of viral lysis relative to protist grazing on bacterial 

production 

 

b) To determine how seawater warming and eutrophication affect the lysogenic-lytic 

dynamics in tropical coastal waters of Peninsular Malaysia 
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CHAPTER 2: LITERATURE REVIEW 

2.1  Marine food web 

 Ocean is a large mass of salt water that covers about 71 % of the Earth’s surface (Karl, 

2007). The ocean has its role to play as the major component that makes up the Earth’s 

surface. The ocean is the largest habitat available on Earth (Karl, 2007), housing millions 

of species across the domain of life. Microscopic organisms such as bacteria to 

multicellular, enormous organisms including sea grasses, fishes, and marine mammals 

resides in the ocean. Ocean life can be found from the epipelagic zone to the hadopelagic 

zone of the oceans, and from cold waters to hot thermal vents. The interactions between 

the marine organisms and environment in a food web maintain a balanced ecosystem 

where energy and material cycling sustain the ocean.  

A food web is made up of numerous interconnecting food chains where a food chain 

consists of primary producer and multiple levels of consumers (Reece et al., 2011). Each 

component of the food chain is also known as trophic level. The organisms in the food 

chain have a prey-predator relationship where organisms at higher trophic level prey on 

organisms at lower trophic level (Reece et al., 2011). Energy transfer up from one trophic 

level to another level can be observed via food chain. When different food chains are 

combined into a food web, a complex network of prey-predator interactions in certain 

ecosystem can be organised where the flow of energy within the ecosystem can be studied 

(Dunne et al., 2002). Every single species in the food web is essential and decline of 

populations or extinction of a single species will have detrimental effect on the energy 

cycle. With a fundamental knowledge about the food web, one can understand the 

ecosystem better.  
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In a classic marine food web, marine algae particularly diatoms are the primary 

producers. The energy flows from diatoms to zooplankton such as copepods and krill as 

primary consumers. The energy then moves up the trophic level to planktivorous fishes 

and then predatory fishes. However, the energy flowing through the classic food web 

might be a small part of the total energy cycle (Pomeroy, 1974). Intensive studies of 

microorganisms have brought new insight into the studies of marine food web, suggesting 

that other pathway may be present involving the major part of energy. Large, multicellular 

photosynthetic organisms such as seaweeds, sea grasses, and kelps are estimated to 

account for only 10 % of total primary production in the marine environment. Scientists 

believe that the major primary producers are small-sized phytoplankton, notably in the 

size range between 1 – 10 µm (Sherr & Sherr, 1994; Karl, 2007). This is due to the high 

abundance and high activity of these phytoplankton available in the ocean (Tsai et al., 

2018). Worden et al. (2004) reported that picophytoplankton accounted for 76 % of net 

carbon produced per day. Synechococcus spp., a ubiquitous member of 

picophytoplankton, is capable to account for up to 60 % of total primary production in 

subtropical water (Tsai et al., 2018). The high contribution of picophytoplankton to total 

primary production (42 – 55 %) in the estuary (Gaulke et al., 2010) also showed that 

picophytoplankton plays a pivotal role in primary production. In temperate water, 

picophytoplankton accounted for 5.1 – 73.9 % of total primary production (Steitz & 

Velimirov, 1999). On the other hand, bacterial communities are metabolically active and 

has a high growth rate in the ocean. These bacteria consumed substantial energy from 

primary producers (Rivkin & Legendre, 2001; Kirchman et al., 2009) for metabolic 

processes and growth which leads to a suggestion that bacteria play an important role in 

the energy cycling in marine environment (Azam et al., 1983; Fuhrman & Noble, 1995). 

These discoveries of phytoplankton and bacteria led to the development of a pathway that 

involves microorganisms.  
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The proposed pathway (Azam et al., 1983) begins with nanophytoplankton as the 

primary producers that carry out photosynthesis for metabolism. The absorption of CO2 

via primary producers is one of the pathway for ocean to uptake and store CO2 (Watson 

& Liss, 1998; Takahashi et al., 2002; Juranek et al., 2019). Dissolved organic carbon 

(DOC) is introduced into the ocean via exudation of fixed carbon or dead phytoplankton. 

The DOC is a significant part of primary production (Pomeroy, 1974). If not utilised, a 

major portion of ocean’s primary production will be lost. The DOC is consumed directly 

by marine bacteria as energy for metabolism and growth. The uptake of DOC by bacteria 

is an important role because DOC is not an accessible carbon source to most marine 

organisms at higher trophic levels. Bacteria are grazed by heterotrophic protists whereas 

the protists are prey of filter feeders or planktivorous fishes. While the DOC goes through 

bacteria and protists, DOC is repackaged into the classic food web, resulting in additional 

energy becoming available to the higher trophic levels in the food chain such as plankton 

feeders and predatory fishes (Sarmento et al., 2010). As the energy flows through the 

microbes, nanophytoplankton, bacteria and protist formed a “loop” before entering the 

classic food web (Figure 2.1). This pathway is also known as the “microbial loop”, a term 

first used by Azam et al. (1983). It is believed that up to 50 % of total primary production 

enters the microbial loop (Wommack & Colwell, 2000). Hence, microbial loop practically 

allows a large portion of primary production to become available to the whole marine 

food web.  

Other than grazing loss, it is no longer possible to estimate the contribution from 

bacteria without considering the other top-down control on bacteria i.e. viral lysis (Sherr 

et al., 2007; Suttle, 2007; Li et al., 2019). Phytoplankton and bacteria can be infected and 

lysed by virus (Bratbak et al., 1994; Cabral et al., 2017). When bacteria and phytoplankton 

were lysed by viruses, the cellular components rich in carbon, nitrogen and phosphorus 

are released back into the environment in the form of DOC and inorganic nutrients. This 
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process is known as the “viral shunt” (Weitz & Wilhelm, 2012). The shunted DOC serves 

as other source of food for bacteria whereas the inorganic nutrients can be utilised by 

primary producers. Viral shunt reduces the food availability to organisms at higher 

trophic level (Tsai et al., 2015; Zhang et al., 2021). The understanding of bacteria and 

their function in marine food webs have increased significantly since Pomeroy’s seminal 

paper in 1974 (Karl, 2007).  

 

 

 
 

Figure 2.1: The line shows the energy in marine environment flowing through a 
classic food chain and microorganisms whereas the broken line shows the energy 
flow through virus via viral infection. Direction of the energy flow is indicated by 
the arrowhead. 
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2.2  Protist grazing 

 Protists are eukaryotes grouped under the Kingdom Protista. Protists are very diverse, 

and ranged from unicellular to multicellular. There are also protists that form colonies. 

Sizes of protists vary broadly, from microscopic to colossal. There are photosynthetic 

protists that make their own food and heterotrophic protists that feed on organic 

compounds (Paffenhöffer et al., 2007; Sherr et al., 2007). Mixotrophic protists that are 

capable to obtain energy via both photosynthesis and feeding can also be found in the 

environment (Sherr et al., 2007; Fenchel, 2008). Protists can be found in various habitats 

including ocean. Photosynthetic protists in the ocean are also known as marine algae. 

Brown, green, red algae, dinoflagellates, and diatoms are well-known marine algae. Most 

marine algae are microscopic, however some, including seaweeds and kelps, are 

macroscopic. Photosynthetic protists are the major primary producers in the oceanic 

environment (Sherr et al., 2007).  

 Heterotrophic protists consume organic compounds such as bacteria in the 

environment for energy. The process of bacterial grazing by protists is very crucial for 

energy cycling in the ocean. As bacteria require large amount of energy to maintain high 

metabolic rate and growth, bacteria are expected to consume a majority of primary 

production in the ocean. Bacteria with high metabolic rate and that are larger in size are 

usually targeted by protists (Sherr & Sherr., 1994). When bacteria are consumed by 

protists, the energy will be transferred up the trophic level in the ocean food web. 

Although there are other bacteria feeders such as microscopic crustacean and filter feeders, 

protists are the main predator of bacteria (Sherr et al., 2007). Protists act as the bridge that 

allows energy to flow from producers to food chain by preying on bacteria (Zhang et al., 

2021). When protists are consumed by organisms at higher trophic levels such as filter 

feeders and plankton feeders, the major part of energy from primary production can be 

channelled into food web instead of being lost to the environment.  
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Besides transferring energy into food web, protist grazing on bacteria regulates 

bacterial abundance in a habitat. Protists are not species-selective feeders of bacteria 

which means that protists feed on the bacteria that comes in contact with it, regardless of 

the bacterial species. However, there are several factors affecting the protist grazing on 

bacteria. One of the factors is bacterial abundance where high bacterial abundance 

supports high protist grazing rate as plenty of prey is available as food. Size of the prey 

can affect protist grazing too. Bacteria with extreme size either smaller or larger than the 

prey size range will be ignored by protists (Paffenhöffer et al., 2007) as protists determine 

the suitability for capture and the food value of the prey by size. On the other hand, certain 

bacterial metabolites such as toxin and dimethylsulphide can act as protective agents to 

prevent protist grazing. A grazing threshold is available to maintain the balance of 

microbial community where the grazing activity of protists is reduced or ceased once the 

bacterial abundance fall below a certain level (Paffenhöffer et al., 2007).  

 

2.3  Virus 

 Viruses are the most abundant (Evans et al., 2009; Cabral et al., 2017) and most diverse 

(Cissoko et al., 2008) biological entities in the biosphere, ranging from 105 to 107 virus-

like particles (VLPs) mL-1 in the oceanic environment (Paul & Kellogg, 2000; Hewson et 

al., 2003). Viruses are made up of genetic information as the core, either in DNA or RNA, 

enveloped by protein coat. Viruses are obligate parasites that require other organisms for 

replication and survival (Wommack & Colwell, 2000; Mojica & Brussaard, 2014). 

Viruses infect a host cell, hijack and reprogram the host cell’s metabolism to produce 

virus progeny. Viruses can infect all living organisms including humans, animals, plants 

and bacteria (Evans et al., 2009; Anderson et al., 2013; Okazaki et al., 2019). Viruses 

actively infect host to maintain its persistence in the environment (Aylward et al., 2017).  
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Viruses are so diverse that every single species can be infected by at least one type of 

virus. As viruses are abundant and ubiquitous, viruses have essential role on Earth 

(Cissoko et al., 2008; Clasen et al., 2008; Aylward et al., 2017). First of all, viruses are 

important in horizontal gene transfer in oceanic life. Viruses infect other living organisms 

such as bacteria by transporting viral genetic material into the host cells. Besides viral 

genetic information, viruses can carry virulent factor genes such as antibiotic resistance 

and toxin genes to the host cells as viruses incorporate into host genome for replication. 

Hence, viruses also serve as the genetic reservoir in the ocean. Through acquiring new 

genes and metabolic functions, viruses also promote co-evolution of the virus and its host 

(Anderson et al., 2013). 

 Viruses play an important role in regulating host community composition (Hewson et 

al., 2003; Zeigler Allen et al., 2017). Viruses frequently infect and produce new virus 

progeny to maintain a steady-state concentration of viruses and hosts in an environment. 

Virus exerts significant control on bacterial mortality, and can account for 5% to 80% of 

bacterial mortality in various aquatic environments (Almeida et al., 2001; Bettarel et al., 

2002; Choi et al., 2003; Tsai et al., 2013c). Viruses infect and kill the host to reduce the 

host population. At high abundance of hosts, the chance of contact between virus and host 

increases which leads to higher viral infection rate (Weinbauer, 2004). Viral infection is 

often observed in host population with high metabolism activity and larger cell size. 

These active host cells consumed large amount of energy to carry out essential 

metabolism where the energy can be utilised by viruses for replication. As a parasite, 

viruses have unexpectedly narrow range of host (Hewson et al., 2003; Junger et al., 2018) 

because viruses recognised and attached to host via unique receptors on surface of the 

host cell. Hence, the viral infection and mortality of host are species specific. The species 

specific infection and mortality lead to the observation of the oscillating abundance of 

single type of virus and host species whereas the total viral and host abundance remain 

Univ
ers

iti 
Mala

ya



13 
 

constant in an environment (Weinbauer, 2004). This is due to the repeated event where 

reduction of one host abundance reduce its virus but promote the abundance of other virus 

and host species. As viral lysis kills the competitors for resources, the abundance and 

production of non-infected populations increase (Weinbauer, 2004). Therefore, unlike 

protist grazing that regulates prey abundance, viruses are capable of regulating host 

diversity. 

 Viruses also play pivotal role in influencing ecosystems and biogeochemistry of ocean 

via nutrient cycles (Weitz & Wilhelm, 2012; Anderson et al., 2013). Viruses take part in 

the nutrient cycles by infecting the microbes involved in these cycles and affect the 

microbial community size, diversity and metabolism. Viruses are known to contain host-

derived auxiliary metabolic genes which can stimulate host metabolic pathways (Brum et 

al., 2016; Okazaki et al., 2019) so that the host can respond swiftly to environmental 

change. Viral lysis of bacterial cells, also known as the viral shunt, releases cellular 

content of the host into the environment as dissolved organic matter (DOM) (Okazaki et 

al., 2019). These released cellular contents, often rich in carbon, nitrogen and phosphorus, 

are important source of nutrients to bacteria and primary producers especially in 

oligotrophic environment (Weinbauer, 2004). As viral lysis released most of original 

cellular contents into the DOM pool, viral lysis has extreme efficiency in converting 

biomass to DOM (Wommack & Colwell, 2000). This showed that viruses play an 

important role in nutrient cycles such as nitrogen and phosphorus cycle (Weinbauer, 2004; 

Zimmerman et al., 2020). Viruses also lyse primary producers which may affect the 

carbon fixation rates, suggesting that viruses have significant role in carbon cycle 

(Weinbauer, 2004). The release of organic content from bacterial lysis provides additional 

energy and stimulates the growth of bacteria and primary producers (Jacquet et al., 2010; 

Matteson et al., 2012) but is “shunted” away from protist grazers and higher trophic levels 

(Zimmerman et al., 2020). Viruses can also utilise these organic content uptake by hosts 
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to produce new viral progenies (Weinbauer, 2004). On the other hand, viral shunt allows 

the aggregation of organic matter to sink into the deep sea. The sinking of organic matter, 

also known as marine snow, transports the energy from producers in the surface to the 

consumers in the deep sea where food is scarce (Weitz & Wilhelm, 2012; Zhang et al., 

2021). Viruses are beneficial to viral hosts such as prokaryotes and phytoplankton as 

viruses help in maintaining the biomass and productivity of the hosts (Weinbauer, 2004). 

Overall, viruses show strong influences on the performance of microbial food webs, host 

diversity and biogeochemical cycles. The total impact of viruses on the marine 

ecosystems depends on the viral life cycle, either lytic or lysogenic cycle, as the fate of 

bacterial host is different depending on the type of life cycle (Weinbauer et al., 2003; 

Jacquet et al., 2010; Chen et al., 2019).  

 

2.3.1  Virus lytic and lysogenic cycle 

 In lytic life cycle, the genetic information of the virus enters the host cell and utilise 

the host metabolism to produce replicas. Viral protein is also being produced using the 

host’s system. Viral protein and genetic information are then assembled into new virus 

progeny. Once the concentration of viruses exceeded the host cell capacity, the host cell 

is lysed and the virus progenies are released, allowing the viruses to infect other cells 

(Jacquet et al., 2010; Anderson et al., 2013). Viral lytic life cycle is heavily dependent on 

host cell abundance, host metabolic rates and the trophic status of the environment 

(Wommack & Colwell, 2000; Almeida et al., 2001; Chen et al., 2011; Anderson et al., 

2013; Mojica & Brussaard, 2014). High number of bacterial host leads to high lytic virus 

production (Wommack & Colwell, 2000) whereas active host cells in eutrophic 

environments are also prone to viral lysis (Jacquet et al., 2010). Different from lytic life 

cycle where the host is killed, lysogenic life cycle is a long-term relationship between the 
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virus and the host. The genetic information of the virus integrated into the host genome 

upon entering the host cell or remain extrachromosomal as circular or linear plasmid 

(Howard-Varona et al., 2017). The host cell containing the virus genetic information is 

known as lysogen where the virus is known as prophage. The prophage replicates 

simultaneously with the host, and is dormant and will not cause damage to the host. 

However, the prophage can be induced and enter the lytic cycle and in turn kill the host 

(Jacquet et al., 2010; Anderson et al., 2013; Howard-Varona et al., 2017; Chen et al., 

2019). There are hosts developed antiphage mechanism, such as adsorption inhibition, 

DNA injection blocking, restriction-modification and abortive infective, to prevent viral 

infection (Weinbauer, 2004).   

 

 

Figure 2.2: Viral life cycles extracted from Howard-Varona et al., 2017. The solid 
lines show the flow of lytic cycle whereas the broken lines show the flow of lysogenic 
cycle. The thickened lines show the switch from lysogenic to lytic cycle. 
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There are various factors that will affect the decision of temperate virus to enter 

lysogeny, such as host physiology and environmental conditions (Paul & Kellogg, 2000; 

Howard-Varona et al., 2017). Increase of lysogeny occurrence can be observed when the 

host density and activity are low, and in oligotrophic environment (Paul & Kellogg, 2000; 

Weinbauer et al., 2003; Brum et al., 2016; Howard-Varona et al., 2017). Jiang & Paul 

(1994) reported that lysogeny ranged from 0.1 % to 43.4 % in the marine environment 

where eutrophic environments have a lower percentage of lysogens compared to 

oligotrophic environments. Hence, lysogeny is often described as a strategy of viruses to 

survive low host abundance and maintain its persistence in the environment during 

unfavourable conditions (Jacquet et al., 2010; Bettarel et al., 2011; Tsiola et al., 2016). 

However, lysogeny does not only favour survival and existence of virus but hosts also 

gain benefit from the prophage. Lysogenic hosts will gain new phenotypic characteristics 

(Wommack & Colwell, 2000). The auxiliary genes in virus are able to activate host 

metabolic pathway during lysogeny. The activation of metabolic pathway (Weinbauer & 

Suttle, 1999) allows the host to utilise different types of nutrient as energy, allowing the 

host to thrive at harsh environment. Host cells also gained additional characteristics such 

as production of virulence factor and antibiotic resistance genes that increase the 

survivability of the host (Wommack & Colwell, 2000). Lysogenic infection also provides 

lytic immunity or superinfection immunity to the host to prevent a secondary infection by 

other same or similar viruses (Weinbauer & Suttle, 1999; Wommack & Colwell, 2000). 

Hence, lysogenic infection improves host’s fitness and leads to a mutualistic relationship 

(Jacquet et al., 2010; Chen et al., 2019).  

Under certain circumstances, lysogenic induction will occur where lysogenic life cycle 

is switched to lytic life cycle. A lysogen consists of a repressor that prevent lysogenic 

induction. Once the repressor is inactivated, lysogenic induction can occur (Howard-

Varona et al., 2017). Lysogenic induction can happen spontaneously in nature where 
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some of the prophage switch to lytic life cycle under ideal conditions. Spontaneous 

lysogenic induction occurs in an extremely low frequency (Howard-Varona et al., 2017; 

Morris et al., 2020). Lysogens are susceptible to anthropogenic pollutants (Mojica & 

Brussaard, 2014). Environmental stress that triggers the host cell’s DNA damage 

response or the SOS response and inactivate the repressor will initiate the lysogeny 

induction (Howard-Varona et al., 2017; Morris et al., 2020). Drastic changes in nutrient 

concentration, pH and temperature can cause lysogeny induction (Howard-Varona et al., 

2017). Other stresses such as antibiotics, hydrogen peroxide, and ultraviolet irradiation 

that cause damage to host cell’s DNA will lead to lysogeny induction too (Howard-

Varona et al., 2017). “Kill-the-Winner” hypothesis is proposed to describe that high 

bacterial abundance cause lysogeny induction where temperate phages switch to lytic 

cycle and lyse bacterial host (Weinbauer et al., 2003; Weitz & Wilhelm, 2012). By 

reducing the abundance of the dominant species in a habitat (Jacquet et al., 2010; Okazaki 

et al., 2019), other species with lower competitive capability are able to thrive and survive, 

in turn promoting species evenness (Matteson et al., 2012; Thurber et al., 2017). In 

contrast, “Piggyback-the-Winner” hypothesis describe that lysogeny increases at high 

bacterial abundance, such as beyond 1 × 106 cells mL–1, which reflects the increased 

contribution of temperate viruses in ecosystems with high host abundance (Knowles et al. 

2016). Temperate viruses enter lysogeny to protect the dominant species from lytic 

viruses and protists predation (Knowles et al., 2016; Thurber et al., 2017; Vaqué et al., 

2019).  
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2.4  Environmental change 

2.4.1  Climate change and its effect on microbial processes 

 Climate change is a global phenomenon where the general weather pattern of the Earth 

undergoes a gradual transformation over a long period of time. According to Pielke 

(2004), the Framework Convention on Climate Change (FCCC) defined climate change 

as “a change of climate that is attributed directly or indirectly to human activity, that alters 

the composition of the global atmosphere, and that is in addition to natural climate 

variability over comparable time periods.” Generally, it is believed that climate change 

began around mid-18th century when industrial revolution began. Climate change is often 

linked with global warming which is the increase in average temperature on the Earth’s 

surface particularly due to human activities. The Fifth Assessment Report of the 

Intergovernmental Panel on Climate Change (IPCC) (2014) reported that Earth’s surface 

temperature had increased for 0.85°C from 1880 to 2012. Global warming is mainly due 

to accumulation of greenhouse gases such as CO2, methane (CH4) and nitrous oxide (N2O) 

in the atmosphere due to human activities (Beman et al., 2010; Tsiola et al., 2016). These 

greenhouse gases absorb and prevent the release of heat from the Earth’s surface, 

increasing the global average temperature. The emission of anthropogenic greenhouse 

gases has increased since industrial revolution era and reached 49 gigatonne of CO2-

equivalent per year in 2010 (IPCC, 2014). The increase in anthropogenic greenhouse gas 

emission accelerated global warming. It is expected that the global average surface 

temperature will increase between 0.3 °C to 4.8 °C by the end of 21st century (IPCC, 

2014). As global climate change will affect all components in an ecosystem, it is expected 

that climate change will impact microorganisms and viruses (Zhang et al., 2021).  
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Figure 2.3: Graph shows the observed globally averaged combined land and ocean 
surface temperature anomaly 1850–2012 extracted from IPCC (2014). Different 
coloured lines indicating different data sources. 

  

Oceans play an important role in the regulation of the climate. To regulate the climate, 

the ocean stores, distributes and dissipates the heat energy absorb from solar radiation. 

The absorbed heat energy is distributed towards Northern and Southern poles and will 

further drive global climate patterns (Chang et al., 2006). As the oceans have the capacity 

to store more than 1000 times of heat energy compare to the atmosphere, the oceans are 

the main reservoir of heat energy (Reid, 2016). However, climate change caused the 

oceans to absorb too much of heat energy and lead to seawater warming, which brings 

great consequences to the environment. Seawater warming alters the physicochemical 

characteristics including temperature, salinity, turbulence and nutrient concentration of 

the ocean (Mojica & Brussaard, 2014). The altered physicochemical characteristics affect 

the viral host abundance, distribution and metabolism and thus influence the oceanic viral 

dynamics (Danovaro et al., 2011; Mojica & Brussaard, 2014; Tsiola et al., 2016). As 

oceans are dominated by microbial ecosystems that play pivotal role in the 
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biogeochemical cycles on Earth, any significant change in microbial metabolism caused 

by seawater warming has the possibility to alter these biogeochemical cycles (York, 2018; 

Zhang et al., 2021). For instance, biological processes take part for about 80 % in the 

carbon cycle where small disruption on the biological components will strongly affect the 

carbon cycle (U.S. DOE., 2008). 

One of the most obvious consequences from seawater warming is the loss of polar ice 

as climate change-related impacts are most prominent in polar regions (Zhang et al., 2021). 

The polar ice sheets in Greenland and Antarctic are losing mass where Artic sea ice extent 

is decreasing (IPCC, 2014) and leads to the increase of sea level (Thompson, 2010; IPCC, 

2014). The increase of sea level will cause flooding or even loss of land masses, especially 

coastal area and islands. Both seawater warming and loss of sea ice improve the growth 

condition and lengthen the growing period of phytoplankton which lead to the extensive 

carbon fixation at polar regions (Moore et al., 2018; Kim & Kim, 2021). The 

phytoplankton bloom will further cause redistribution of nutrients in the intermediate and 

deep ocean layers which deprived the nutrients concentration for bacteria at ocean 

surfaces (York, 2018). The reduction of sea ice extent affects the ice algal abundance and 

disrupts the food web in polar regions (Kim & Kim, 2021).  
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Figure 2.4: Graph of sea ice extent (a) and global mean sea level change 1900–2010 
(b) extracted from IPCC (2014). Different coloured lines indicating different data 
sources.   

 

Ocean also plays a role as the primary storage medium of CO2 (Henson et al., 2017). 

Ocean is expected to absorb up to 25 % anthropogenic CO2 that has decreased the pH of 

the ocean water, resulting in ocean acidification (Beman et al., 2010; Duarte et al., 2013; 

Tsiola et al., 2016). Hydrogen ions (H+), the indicator of acidic condition, can bond with 

CO2 to form bicarbonate ions (HCO3
-) and reduce the concentration of carbonate ions 

(CO3
2-) (Beman et al., 2010) which were utilised by calcifying organisms for calcification 
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(Duarte et al., 2013). Ocean acidification further suppress nitrification in the ocean 

(Beman et al., 2010) which may disrupt nitrogen cycle and lead to a lack of nitrogen 

source in open sea. Ocean acidification also leads to the formation of oxygen minimal 

zones as H+ attracts oxide ion (O2-) to form water molecule (H2O) (IPCC, 2014). In 

oxygen minimal zones where microbes carried out anaerobic respiration, nitrate and 

sulphate are being utilised by microbes to gain energy instead of oxygen (Bianchi et al., 

2018). Anaerobic respiration promotes denitrification in the ocean which affect the 

pattern of global nitrogen cycle (Bianchi et al., 2018). Denitrification further limits the 

availability of nitrates for phytoplankton, thus limiting the primary productivity (York, 

2018).  

Seawater warming also cause an increase in vertical stratification of ocean, preventing 

water mixing and disrupting the circulation of nutrient and oxygen from deep sea to 

surface (Mackenzie et al., 2000). Vertical stratification may reduce the nutrient 

availability to the phytoplankton in ocean surfaces and lead to decrease in abundance and 

production rate of phytoplankton (Moore et al., 2018). Danovaro et al. (2011) reported 

that the decrease of net primary production might be due to vertical stratification that 

occur in the low-latitude ocean. The decrease of nutrient concentrations in Indian Ocean 

is caused by vertical stratification due to seawater warming (Kim & Kim, 2021). The lack 

of nutrient concentration will decrease the growth of primary producers and further affect 

the bacterial growth (Kim et al., 2020). Vertical stratification also reduced the carbon 

export and lead to the decline of biological production in the deep sea (Mackenzie et al., 

2000; York, 2018).  

 Increase in seawater temperature might restructure the bacterial community as new 

bacterial species that adapted to the warmer temperature replace the old ones (Lara et al., 

2013). Smale et al. (2017) reported that increased in seawater temperature led to the 

increase of both bacterial abundance and community richness values. The shifts in 
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community structure might alter ecological functions (Smale et al., 2017). Modifications 

on viral and microbial communities caused by climate change may also have a cascading 

effect on marine food web as minor changes at the base of a food web might be amplified 

over trophic levels (Sarmento et al., 2010). 

Seawater warming also promotes bacterial respiration and leads to intensive 

heterotrophy (Kim et al., 2020; Simone et al., 2021). Due to seawater warming, the carbon 

flow in marine ecosystem shifts from grazing towards viral lysis (Evans et al., 2021). An 

enhanced heterotrophy will reduce the efficiency of energy transferring up the trophic 

levels of a food web (Kim et al., 2020). As seawater warming reduced the production of 

DOC, enhanced heterotrophic respiration will lead to an environment with limited 

nutrient (Simone et al., 2021).  

In general, bacterial host growth rate and abundance will increase along with the 

increase of temperature (Sarmento et al., 2010) which will shorten the lytic cycle and 

increase virus production (Lara et al., 2013; Zhang et al., 2021). Increase in bacterial 

growth caused by increasing temperature is certain to induce the viruses to switch from 

lysogenic to lytic cycle (Ashy & Agustí, 2020). Both Lara et al. (2013) and Evans et al. 

(2021) reported that viral lysogenic cycle switch to lytic cycle at high temperature due to 

warming. As warming affects host growth and abundance, viral life strategies can be 

shifted and may impact the biogeochemical cycles (Zhang et al., 2021).  

 

2.4.2  Eutrophication and its effect on microbial processes 

 The Oceanic Service of National Oceanic and Atmospheric Administration (NOAA), 

USA described eutrophication as a nutrient-enriched environment that promotes the 

abundance of aquatic plant and algae in estuaries and coastal waters which lead to harmful 

algal blooms (HAB), formation of dead zones and death of fishes. The death of 
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overpopulated plants and algae lead to decomposition where decomposers consume O2 

and produce large quantity of CO2. Eventually, the water becomes hypoxic, or even 

anoxic and kills large aquatic organisms such as fishes (Meyer-Reil & Köster, 2000; 

Hewson et al., 2003). The area of anoxic waters and dead zones is increasing globally 

(Howarth et al., 2011). Anoxic waters lead to loss of habitat, changes in ecological 

structure and loss of biodiversity (Howarth et al., 2011). Anoxic usually start at bottom 

waters, which will change the benthic fauna species and facilitate sulphate reduction to 

sulphide (Howarth et al., 2011). High sulphide concentrations will inhibit nitrifying 

bacteria and affect nitrogen cycle (Howarth et al., 2011). HAB is often accompanied with 

algal toxin which can be deadly to humans and other living organisms (Smith, 2003; 

Kroeze et al., 2013). HAB also increase water turbidity that block sunlight, which affect 

the life of submerged aquatic plants (Meyer-Reil & Köster, 2000). Besides, HAB reduces 

the transfer of energy to higher trophic levels as most of HAB species are not fully grazed 

and in turn disrupt the marine food web (Gilbert et al., 2010).    

Human population growth and food production result in excessive nutrient input via 

sewage discharges and runoffs that are the main factor of eutrophication (Meyer-Reil & 

Köster, 2000; Kroeze et al., 2013; Piroddi et al., 2021). Moreover, the intensifying usage 

of chemical fertiliser has increased the accumulation of nutrients especially nitrogen and 

phosphorus in the aquatic environment (Moore et al., 2013). Nitrogen often acts as a 

limiting factor of primary production in marine environment (Howarth et al., 2011; Cha 

et al., 2016). However, chemical fertiliser introduced an over-level nitrogen concentration 

into the environment and facilitated the bloom of plants and algae (Meyer-Reil & Köster, 

2000). It is estimated that two-fold greater of nitrogen and three-fold greater of 

phosphorus were discharged into the ocean, causing eutrophication (Howarth et al., 2011). 

Hence, eutrophication is one of the most influential anthropogenic effect on aquatic 

environment (Piroddi et al., 2021) 
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Eutrophication affects viral communities indirectly as eutrophication has impact on 

viral host communities where the increase in nutrient concentration affects the growth, 

abundance, and metabolism of microbes (Danovaro et al., 2003; Mojica & Brussaard, 

2014). Cabral et al. (2017) reported that eutrophication may structure the bacterial 

abundance and consequently viral abundance in marine waters. The change in microbial 

community will affect the viral dynamics as viruses strongly rely on the host to carry out 

necessary functions. During phytoplankton bloom in conjunction with eutrophication, the 

increase in viral abundance was observed (Wommack & Colwell, 2000; Cabral et al., 

2017; Coello-Camba et al., 2020). The increase in bacterial abundance was also closely 

followed by an increase in frequency of infected bacteria and the abundance of free 

viruses (Wommack & Colwell, 2000). These observations are strong evidence for close 

coupling between virus production and production of bacterial communities. Nutrient 

addition also facilitates the growth of bacterial host cells that can cause the viruses to 

switch from lysogenic to lytic cycle and increases virus production (Danovaro et al., 2003; 

Mojica & Brussaard, 2014; Malits et al., 2021). Mojica and Brussaard (2020) reported 

that prophage induction decreased along with increase in nutrient concentrations. Similar 

to bacterial host, phytoplankton growth is stimulated by eutrophication which will lead 

to lysogenic induction where cyanophage production is increased (Coello-Camba et al., 

2020).  
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Figure 2.5: Eutrophication in the sea caused by nutrient runoff resulted in bacterial 
growth and algal bloom that lead to hypoxia. Harmful algal bloom will lead to the 
release of algal toxin into the water body. Both bacterial growth and algal bloom 
promote viral growth. 
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CHAPTER 3: METHODOLOGY 

 3.1  Sampling 

Seawater sampling was carried out at two nearshore sites, which were Port Dickson, 

Negeri Sembilan (2°29’N, 101°47’E) and Port Klang, Selangor (3°00’N, 101°24’E); and 

for offshore sites, along two transects at Yan, Kedah from 5°49’N 100°22’E to 5°49’N 

100°8’E and Kuala Rompin, Pahang from 2°49’N 103°28’E to 2°49’N 103°45’E (Figure 

3.1). Surface water was collected three times at each nearshore sites, from October to 

November 2017. At the offshore sites, sampling was carried out every 5 km in a linear 

transect up to 25 km from shore at Yan from March to May 2017, and up to 30 km from 

shore at Kuala Rompin from June to September 2017. At both offshore transects, surface 

water samples and water samples at every 5 m depth until 20 m depth were collected. Due 

to logistic constraints, virus production, bacterial production and protist grazing rates 

were only measured for surface water samples collected at nearshore sites and at 5 km, 

15 km and 25 km offshore sites. Ex situ microcosm experiments to assess temperature 

and nutrient effects on virus processes were also carried out but with surface water 

samples collected at nearshore sites only from May to October, 2018; and from April to 

July, 2019. 
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Figure 3.1: Map of the location of sampling sites. ‘––’show the sampling transects at 
offshore sites. Lower left inset shows the sampling transect at Yan ranged from 5 
km to 25 km from shore whereas the right inset shows the sampling transect at 
Kuala Rompin which was from 5 km to 30 km from the shore. 

 

3.2  Environmental parameters  

 In situ water temperature and salinity were measured using conductivity meter (YSI 

Pro30, USA) whereas Secchi disc depth was measured to estimate water transparency. 

Water samples for microbial abundance measurement were preserved with 1 % 

glutaraldehyde (final concentration) (Merck, Germany). Water samples for other analysis 

were stored in an icebox and transported back to the laboratory for further processing.  
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3.2.1  Dissolved oxygen concentration  

Dissolved oxygen (DO) concentration was measured via Winkler titration method 

(Grasshoff et al., 1999). In a DO bottle, seawater sample was mixed with reagent A, which 

was 60% manganese chloride (Systerm, Malaysia) and reagent B, which was alkaline 

iodide solution prepared from 60 % potassium iodide (Univar, USA) and 30% potassium 

hydroxide (BDH, USA). The DO bottle was inverted repeatedly to ensure the seawater 

sample and reagents were mixed thoroughly. The DO bottle was left to stand to form 

precipitate. Then, sulphuric acid (Univar, USA) was added to the DO bottle to dissolve 

the precipitate formed. The seawater sample with dissolved precipitate was transferred to 

a titration flask. The seawater sample was titrated with 0.01 M sodium thiosulphate 

(Systerm, Malaysia) where starch solution (Systerm, Malaysia) was used as indicator. 

DO (µM) = [(0.01 × 250 × 103 × T) / (V – 0.6)] × f 

where T is the total titrant used; V is the volume of DO bottle; f is the standardise value 

of thiosulphate 

To determine the f value, distilled water was first mixed sulphuric acid, and then with 

reagent A and reagent B in a DO bottle. Potassium iodate standard solution was added 

into the mixture. The mixture was titrated with sodium thiosulphate until colourless, by 

using starch solution as indicator. 

f = 5.001 / t 

where t is the total titrant used 
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3.2.2  Dissolved inorganic nutrient concentration  

Dissolved inorganic nutrient [ammonium (NH4), nitrite + nitrate (NO2 + NO3), 

phosphate (PO4) and silicate (SiO4)] were measured according to Parsons et al. (1984). 

For ammonium concentration, seawater sample was mixed with 10 % phenol (Merck, 

Germany). Then, the seawater sample was mixed with 0.5 % sodium nitroprusside 

(Unilab, Philippines). Oxidising solution prepared by using sodium hypochlorite (Clorox, 

USA) and alkaline reagent [sodium citrate (Systerm, Malaysia), sodium hydroxide 

(Systerm, Malaysia)] was added into the seawater sample. The water sample was left to 

stand in dark for one hour for the formation of blue indophenol colour. The absorbance 

was measured using U-1800 spectrophotometer (Hitachi, Japan) at 640 nm.   

For nitrate concentration, a cadmium reduction column was prepared. Cadmium 

pellets was activated by washing with hydrochloric acid (HCl) (Univar, USA). The pellets 

was washed with distilled water to remove excess HCl. These pellets was then coated 

with copper sulphate solution (BDH, USA) Seawater sample was ran through the column 

to reduce nitrate to nitrite for measurement. For nitrite concentration, seawater sample 

was mixed with sulphanilamide (Scharlau, Spain) and left to stand for five minutes. Then, 

0.1 % N-(1-naphthyl)-ethylenediamine (Sigma, USA) was added into the seawater 

sample. The seawater sample was left to stand for 30 minutes for the formation of 

coloured azo dye. The absorbance was measured using spectrophotometer at 543 nm. As 

nitrate is reduced to nitrite for measurement, the concentration of nitrate and nitrite was 

recorded as a sum of nitrate + nitrite (NO2 + NO3). 
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For phosphate concentration, seawater sample was mixed with ascorbic acid (Sigma, 

USA). A mixed reagent was prepared from 10 % ammonium molybdate tetrahydrate 

(BDH, USA), 25 % sulphuric acid, ultra-pure water and 2.5 % potassium antimonyl-

tartrate solution (Sigma, USA). The mixed reagent was added into the seawater sample 

and left to stand for 20 minutes for the formation of molybdenum blue. The absorbance 

was measured using spectrophotometer at 880 nm. For offshore samples, PO4 was 

concentrated via MAGIC method (Karl & Tien, 1992) before measurement.  

For silicate concentration, seawater sample was mixed with 25 % sulphuric acid and 

left to stand for one minute. An acid molybdate reagent was prepared from ammonium 

molybdate tetrahydrate, 25 % sulphuric acid, and ultra-pure water and added into the 

seawater sample. The seawater sample was left to stand for 10 minutes. The seawater 

sample was then mixed with 10 % oxalic acid solution (BDH, USA) and ascorbic acid. 

The seawater sample was left to stand for 20 minutes for the formation of molybdenum 

blue. The absorbance was measured using spectrophotometer at 810 nm. 
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3.2.3  Chlorophyll a concentration  

Chlorophyll a (Chl a) concentrations were measured according to Parsons et al. (1984). 

For Chl a, the seawater sample was filtered through pre-combusted glass fibre filter (GF/F) 

paper (Whatman, England). Then, the filter paper was soaked in 90 % acetone (Merck, 

Germany) in an amber vial and kept at -20 °C overnight to extract Chl a. The fluorescence 

of acetone was measured using LS55 spectrofluorometer (Perkin Elmer, USA) at 

excitation/emission wavelength of 440/680 nm. Chl a concentrations were then calculated 

using the following formula: 

Chl a (µg/L) = (0.0023 × F) × (v / V)  

where F is the fluorescence of acetone; v is the volume of acetone used in mL; and V is 

the volume of water sample filtered in L 

 

3.2.4  Total suspended solids  

Total suspended solids (TSS) was measured by gravimetric method. The seawater 

sample was filtered through pre-weighed glass fibre filter paper (W1). The filter paper 

was dried at 60 °C for a week. The weight of filter paper was measured for a few days 

until the weight was constant (W2).  

Total dissolved solids (mg / L) = (W2 - W1) / V 

where V is the volume of water sample filtered. 
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3.2.5  Trophic state index 

The trophic state index (TSI) at every sampling site was calculated based on Chl a 

concentration and Secchi disc depth measurement according to Carlson (1977), 

TSI(Chl a) = 9.81 × ln (Chl a) + 30.6 

TSI(Secchi) = 60 – 14.41 × ln (Secchi disc depth) 

where TSI(Chl a) is the value of TSI based on Chl a concentration in µg L-1 and 

TSI(Secchi) is the value of TSI based on Secchi disc depth in m.  

The average of the two TSI values was used to characterize the trophic state of the 

sampling site where the value <40 = oligotrophic, 40-50 = mesotrophic, 50-70 = eutrophic 

and >70 = hypereutrophic. 

 

3.3  Bacterial and viral abundance 

 Bacterial and viral were measured by direct count methods. To measure bacterial 

abundance, 2 mL of water sample was stained with 100 µL working concentration of 

DAPI (10 µg mL-1 4’, 6-diamidino-2-phenylindole) (Sigma, USA) for seven minutes 

(Kepner & Pratt, 1994). The stained water sample was filtered onto a black polycarbonate 

filter paper (0.2 µm pore size). The filter paper was then placed on a glass slide and 

viewed under epifluorescence microscope (Olympus BX60, Japan) with a U-MWU filter 

cassette (Olympus, Japan) (excitor 330-385 nm, dichroic mirror 400 nm, barrier 420 nm). 

A minimum of 30 randomly selected microscopic fields were captured using digital 

imaging system (analySIS® version 5.0, Soft Imaging System, Germany). The viral 

abundance is expressed as virus-like particles (VLPs). To enumerate VLPs, 2 mL of 

sample was stained with 100 µL, 5× working concentration of SYBR Green I Nucleic 

Acid stain (Lonza, Switzerland) for 15 minutes and filtered through 0.02 µm pore size 
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Anodisc (Whatman, United Kingdom). The Anodisc was placed on top of one drop of 

anti-fading mountant (50:50:1 solution of glycerol, phosphate-buffered saline and p-

phenylenediamine) before viewing via epifluorescence microscope (Noble & Fuhrman, 

1998) with a U-MWU filter cassette (Olympus, Japan) (excitor 330-385 nm, dichroic 

mirror 400 nm, barrier 420 nm). At least 20 randomly selected microscopic fields were 

captured for enumeration.  

 

3.4  Virus production rate  

 Virus production rate was determined by the virus reduction with continuous cell 

resuspension approach (Weinbauer et al., 2010). Virus-free filtrate was obtained by 

filtering the seawater sample via AMICON Stirred Ultrafiltration Cell Millipore Model 

8400 (Merck, Germany) with a 30 kDa filter. A total of 300 mL surface seawater sample 

was filtered through a 0.2 µm polycarbonate filter (Merck, Germany). Then, 900 mL 

volume of virus-free filtrate were gradually added into the filtering sample until about 

200 mL of mixture was left in the filtration funnel. The mixture (50 mL each) was then 

distributed into triplicate bottles and incubated at in situ temperature. The enumeration of 

VLPs were carried out at 0, 4, 8, and 12 hour of incubation. The virus production rate was 

determined from the slope of viral abundance against incubation time. The virus 

production rate was corrected for the loss of bacterial cells during the experimental set up 

by multiplying the virus production rate with the ratio of in situ bacterial abundance to 

the experimental bacterial abundance at 0 hour of incubation.  
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The burst size is estimated from the bacterial cell volume throughout the study as the 

burst size and bacterial host cell volume are correlated significantly (Wommack & 

Colwell, 2000). The bacterial cell volume was calculated using the formula, 

Volume of spherical cell = (πA3) / 6 

where A is the diameter of the cells, and 

Volume of ellipsoidal cell = (πAB2) / 6 

where A is the cell length and B is the width of the cell (Lee & Bong, 2008). The burst 

size was then calculated by applying the regression equation according to Weinbauer & 

Peduzzi (1994),  

Burst size = 41.24 + 70.70 (cell volume) 

The virus-inferred bacterial lysis was then calculated by dividing the virus production 

rate with burst size (Weinbauer et al., 2010). Since virus production rate was measured at 

the surface waters, biovolume measurement was carried out for surface water samples 

only.    

 

3.5  Bacterial production and protist grazing rate 

One hundred mL of seawater sample was each fractionated into <0.7 µm and 20 µm 

fractions using GF/F filter with 0.7 µm pore size and nylon mesh with 20 µm pore size, 

respectively (Bong & Lee, 2011). The fractionated sample was incubated in the dark at 

in situ temperature for 12 hours. Subsamples were collected at 0 h and 12 h incubation 

for enumeration of bacterial abundance. The bacterial growth rates (µ) were then 

calculated as natural logarithmic increase in bacterial abundance over time. The bacterial 

growth rate in the <0.7 µm fraction (µ0.7) was assumed without protist grazing loss 
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whereas the bacterial growth rate in the <20 µm fraction (µ20) was the result of both 

bacterial growth and grazing. Hence, the protist grazing rate was calculated as follows,  

Protist grazing rate = BA × (µ0.7 – µ20) 

where BA is the in situ bacterial abundance. 

 

3.6  Microcosm experiments on viruses 

 Two types of microcosm experiment involving temperature and nutrient concentration 

were carried out to investigate the environmental effect on viral dynamics. Virus 

production rate was measured whereas lysogeny was determined through lysogenic 

induction via mitomycin C. Mitomycin C was chosen as the inducing agent of lysogens 

in this study since mitomycin C is one of the most effective and widely used inducing 

agents (Weinbauer & Suttle, 1996; Payet & Suttle, 2013). Mitomycin C inhibits DNA 

synthesis by forming a crosslink between two double helical DNA strands which will 

interfere DNA replication and transcription (Verweij & Pinedo, 1990). However, 

mitomycin C does not inhibit the DNA repair mechanism of cells. Viruses are able to 

activate DNA repair mechanism of bacteria with active metabolism (Jiang & Paul, 1996; 

Weinbauer & Suttle, 1999). Hence, mitomycin C inhibits DNA replication which will 

trigger the prophage to activate the DNA repair mechanism and lead to the lysogenic 

induction where the prophage switch from lysogenic to lytic cycle (Weinbauer & Suttle, 

1996). Although UV irradiation is frequently being used, the result of lysogenic induction 

produced by mitomycin C was similar to UV irradiation (Levine, 1961). Thus, mitomycin 

C is suitable to be used for the study of lysogenic induction.  
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For temperature-regulated experiment, 50 mL of seawater samples were distributed 

into five pairs of 100 mL sterile Schott bottles. Each pair of the Schott bottles were 

labelled with C for control, and T for treatment. Mitomycin C (Sigma, USA) with a final 

concentration of 1 µg/mL (Paul & Weinbauer, 2010) was added into the samples labelled 

with T. The samples were incubated at 25 °C, 28 °C, 31 °C, 34 °C, and 37 °C water baths 

for 12 hours. For experimental manipulation of nutrient concentration, marine broths 

(Difco, USA) of 0.1×, 0.25×, 0.5×, 0.75× and 1.0× concentration were prepared with 

distilled water. The salinity of the diluted marine broths was adjusted to the salinity of the 

marine broth with 1.0× concentration by sodium chloride (BDH, UK). These marine broth 

were sterilised by autoclaving at 121 °C for 15 min before use. Then, 5 mL of seawater 

samples were mixed with 45 mL of the nutrient-adjusted marine broth. A pair of untreated 

C and mitomycin C treated T bottles were prepared for each nutrient concentrations. The 

samples were incubated at in situ temperature for 12 hours.  

For both experiments, subsamples were collected at 0 and 12 hour of incubation for 

the enumeration of VLPs. Natural logarithmic increase of VLPs after incubation was 

calculated as virus growth rate whereas the calculation of percentage of lysogens was 

adapted from Paul & Weinbauer (2010) as follows, 

% of lysogens = {[(VLPT12 – VLPT0) – (VLPC12 – VLPC0)] / BS} / BA 

where VLPT12 is the VLP of T at 12 hour, VLPT0 is the VLP of T at 0 hour, VLPC12 is the 

VLP of C at 12 hour, VLPC0 is the VLP of C at 0 hour, BS is the burst size and BA is the 

in situ bacterial abundance.  

 Bacterial growth rate in C bottles were also measured as natural logarithmic increase 

in bacterial abundance over time.  
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3.7  Statistical analysis 

 All data were reported as mean ± standard deviation (SD) unless stated. Count data 

was log-transformed before carrying out parametric statistics. Two-factor and three-factor 

analysis of variance (ANOVA) was carried out with R-studio version 1.1.456 (RStudio 

Team 2020) and R version 4.0.3 (R Core Team 2013) to determine the factors that 

influenced the variables measured and whether the interaction among the factors existed. 

Single factor ANOVA was also carried out for comparison of all sites, and if significantly 

different, a post-hoc Tukey’s pair-wise comparison was carried out. Correlation tests 

were carried out to determine the significance of the relationships among the measured 

variables. Student’s t-test were carried out to determine the difference between the top-

down controls at nearshore and offshore sites, and the difference between treated and 

untreated samples in the experimental setup. Analysis of covariance (ANCOVA) were 

performed for slope comparison. Unless mentioned otherwise, all statistical analyses were 

carried out using the software PAST version 4.03 (Hammer et al., 2001). The significance 

level used was 0.05 unless when Bonferroni correction was applied.  
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CHAPTER 4: RESULTS 

4.1  Environmental parameters 

The surface water temperature measured among the four sampling sites ranged from 

29.4 to 30.4°C (Table 4.1). Via two-way ANOVA, surface water temperature did not 

differ among the stations (S) and with distance from the shore (D) (Table 4.2). The salinity 

measured ranged from 25.2 to 33.8 ppt. Salinity was higher at offshore sites (Yan and 

Kuala Rompin), and clearly differed between offshore and nearshore sites. Through two-

way ANOVA, the distance from the shore was another factor contributing to the 

variability in salinity. The two-way interaction (S × D) did not show any significant 

impact on salinity. The Secchi disc depth ranged from 0.4 to 0.7 m in the nearshore sites 

(Port Dickson and Port Klang) and 3.0 to 15.0 m in the offshore sites. Similar to the 

distribution patterns of salinity, both station selection and the distance from shore were 

key factors contributing to Secchi disc variability.  

The TSS measured at the nearshore sites (91.3 – 106.7 mg L-1) was higher than 

offshore sites (43.3 – 95.3 mg L-1). The DO concentration at Port Klang (148 – 163 µM) 

was the lowest among all sampling stations (148 – 265 µM). For dissolved inorganic 

nutrients, NH4 concentration ranged from not detectable to 16.20 µM. NO2 + NO3 

concentration ranged from 0.12 to 8.90 µM. The PO4 concentration ranged from 0.01 to 

2.80 µM whereas the SiO4 concentration ranged from 0.14 to 8.40 µM. The 

concentrations of dissolved inorganic nutrients were highest at Port Klang. Both NH4 and 

SiO4 were also higher at Port Dickson compared to offshore sites. For all the mentioned 

variables, both station selection and distance from shore were primary factors driving the 

difference (see Table 4.2). Chl a concentration was measured as a proxy for phototrophic 

biomass and ranged from 0.21 to 3.54 µg L-1. Chl a concentration was higher at nearshore 

sites, and highest at Port Klang. Similarly, both station selection and distance from shore 
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were factors contributing to the variability in Chl a concentration. The TSI measured 

ranged from 18.1 – 58.1. TSI was remarkably different between offshore stations which 

were oligotrophic (18.1 – 36.1) and nearshore stations which were eutrophic (52.2 – 58.1) 

in nature.  

 

Table 4.1: Environmental parameters at Port Dickson, and Port Klang (mean ± 
standard deviation). Comparison of measurements was carried out using ANOVA, 
and when significant, pair-wise comparison was carried via Tukey’s-HSD. * 
indicated significant ANOVA at p<0.05 whereas ** indicated significant ANOVA at 
p<0.001. Samples with the same letters are different significantly. 

Physical and Chemical 
Parameters 
 

Yan  
(n=6) 

Kuala Rompin 
(n=12) 

 

Port Dickson 
(n=3) 

Port Klang 
(n=3) 

Temperature (°C) 
 

30.4 ± 0.62 29.6 ± 0.88 30.1 ± 1.46 29.4 ± 0.72 

Salinity (ppt)*** 
 

31.1 ± 0.83ab 31.6 ± 1.71cd 26.6 ± 1.18ac 29.3 ± 1.61bd 

Secchi disc depth (m)* 
 

10.2 ± 4.8ab 8.5 ± 2.2cd 0.5 ± 0.1ac 0.6 ± 0.1bd 

Total suspended solids  
(mg L–1)*** 
 

60 ± 7.7ab 70 ± 15.8cd 95 ± 5.0ac 160 ± 3.8bd 

Dissolved oxygen (µM)*** 
 

240 ± 8a 220 ± 8b 220 ± 27c 153 ± 12abc 

NH4 (µM)*** 
 

0.54 ± 0.11ab 0.37 ± 0.09cd 5.33 ± 0.61ace 17.29 ± 2.76bde 

NO2 + NO3 (µM)*** 
 

0.54 ± 0.03a 0.79 ± 0.03b 1.21 ± 0.36c 8.33 ± 0.67abc 

SiO4 (µM)*** 
 

0.77 ± 0.03ab 0.70 ± 0.05cd 2.69 ± 0.36ace 7.28 ± 1.40bde 

PO4 (µM)*** 
 

0.15 ± 0.01a 0.04 ± 0.00b 0.33 ± 0.12c 2.16 ± 0.71abc 

Chlorophyll a (µg L–1)*** 0.75 ± 0.10a 0.62 ± 0.02b 1.53 ± 0.02abc 2.90 ± 0.03abc 

Trophic State Index 
(TSI)*** 
 

26.6 ± 7.2ab 27.5 ± 3.4cd 52.3 ± 1.2ac 53.5 ± 2.0bd 
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Table 4.2: F values of two-way ANOVA for surface water variables against the 
following factors: station selection (S) and distance from shore (D). Significant 
effects are indicated with * at p < 0.05, ** p < 0.01 and *** p < 0.001. 

Surface water variables 
 

Station (S) Distance (D) S × D 

Temperature 
 

2.079 0.931 0.644 

Salinity 
 

4.931* 35.879*** 1.121 

Secchi disc depth 
 

5.694** 51.640*** 0.846 

Dissolved oxygen 
 

6.265** 6.869* 0.127 

Total suspended solid 
 

5.080* 16.746*** 0.229 

Ammonium (NH4) 
 

170.825*** 248.692*** 0.172 

Nitrate + Nitrite (NO3+NO2) 
 

41.467*** 63.611*** 1.965 

Phosphate (PO4) 
 

45.211*** 48.112*** 0.278 

Silicate (SiO4) 
 

29.72*** 55.95*** 0.510 

Chlorophyll a (Chl a) 19.929*** 
 

66.340*** 3.971 

Log bacterial abundance 15.536*** 4.336 
 

3.220 

Log viral abundance 1.233 1.034 
 

2.031 

Log virus production 3.216* 2.786 
 

1.216 

Log bacterial production 0.747 
 

16.292*** 0.001 

Log protist grazing 
 

0.901 1.612 0.013 

Biovolume 
 

1.849 0.843 0.102 

    
 

4.2  Biological parameters 

The bacterial abundance measured ranged from 5.48 × 105 to 9.41 × 105 cells mL-1 in 

the nearshore sites and ranged from 3.51 × 105 to 6.53 × 105 cells mL-1 in the offshore 

sites. Bacterial abundance at offshore sites were lower than Port Klang. From a two-way 

ANOVA, bacterial abundance was driven by station selection but not distance from shore. 

On the other hand, the viral abundance measured ranged from 1.39 × 106 to 2.11 × 106 

VLPs mL-1 in the nearshore sites and ranged from 1.01 × 106 to 2.39 × 106 VLPs mL-1 in 
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the offshore sites. In contrast to bacterial abundance, viral abundance showed no 

significant difference among the four sampling sites and with distance from the shore. 

Virus to bacteria ratio (VBR) ranged from 1.8 – 4.3 and was not different among all 

sampling sites. 

Bacterial cell biovolume ranged from 0.004 to 1.206 µm3 cell–1 in all sampling sites. 

There was no difference in biovolume with distance from the shore and among the 

different stations (see Table 4.2). Interaction between two factors were also not significant. 

Therefore, the total measured bacterial cell biovolume (n = 2400) was combined for 

analysis (Figure 4.1). As the biovolume distribution was skewed to the right, the median 

was chosen as a better measure of central tendency. Median biovolume was 0.050 µm3 

with a lower to upper quartile range of 0.041 – 0.067 µm3.  

 

Table 4.3: Range and mean ± SD of bacterial and virus abundance (as VLP), and 
the virus to bacteria ratio (VBR) among the four sites. Comparison of means were 
carried out via ANOVA, and *** is significance at p < 0.001. The same superscript 
letters indicated significant pair-wise comparison after Tukey’s-HSD test. 

 Yan (n=6) Kuala Rompin 
(n=12) 
 

Port Dickson 
(n=3) 

Port Klang 
(n=3) 

Bacterial abundance  
(× 105 cells mL‒1)*** 
 

5.2 – 5.7 
(5.4 ± 0.1)a 

3.5 – 6.5 
(5.3 ± 0.3)b 

5.8 – 7.3 
(6.7 ± 0.5) 

8.1 – 9.4  
(8.6 ± 0.4)ab 

VLP abundance  
(× 106 VLPs mL ‒1) 
 

1.0 – 2.4 
(1.5 ± 0.2) 

1.1 – 1.8 
(1.5 ± 0.6) 

1.4 – 2.0 
(1.8 ± 0.2) 

1.7 – 2.0 
(1.8 ± 0.9) 

Virus : Bacteria Ratio  
(VBR) 

1.8 – 4.3 
(2.8 ± 0.4) 

2.3 – 3.3 
(2.8 ± 0.1) 

1.9 – 3.5 
(2.7 ± 0.5) 

2.0 – 2.4 
(2.2 ± 0.1) 
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Figure 4.1: Histogram showing the distribution of bacterial biovolume measured in 
this study. 

 

In this study, the bacterial and viral abundance throughout the water column (at 5 m 

interval until 20 m depth) at both offshore Yan and Kuala Rompin transects were also 

measured. Bacterial abundance ranged from 2.57 × 105 to 6.30 × 105 cells mL-1 at the 

offshore Yan transect and ranged from 2.67 × 105 to 7.70 × 105 cells mL-1 at the Kuala 

Rompin transect (Figure 4.2).  
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Figure 4.2: Contour plots showing the temporal and spatial distribution of bacterial 
abundance (cell mL–1) at both Yan and Kuala Rompin sampling transects. Each 
panel shows the bacterial distribution for the different months sampled whereas x-
axis shows depth (m) and y-axis shows distance from the shore (km). 

 

 

 

Figure 4.3: Contour plots showing the temporal and spatial distribution of viral 
abundance (VLPs mL–1) at both Yan and Kuala Rompin sampling transects. Each 
panel shows the bacterial distribution for the different months sampled whereas x-
axis shows depth (m) and y-axis shows distance from the shore (km). 
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From a three-way ANOVA, bacterial abundance at Yan was not influenced by the 

factors alone which are sampling month (M), distance from shore (D) or depth (Dh). 

However, the interactions between the factors were significant (M × D × Dh, M × D and 

M × Dh) (Table 4.4). The sampling month was the common factor among all three 

interactions, which suggested the relative importance of sampling month in contributing 

to the bacterial distribution at Yan. A more in-depth investigation is probably required in 

order to make conclusion from the interaction patterns. In contrast, sampling month, 

distance from shore and depth were individually crucial factors influencing the bacterial 

abundance at Kuala Rompin. Two-way interactions (M × D and D × Dh) also had 

significant impacts on bacterial distribution, where bacteria generally decreasing when 

the distance from the shore increased. 

At offshore Yan transect, viral abundance measured ranged from 0.50 × 106 to 3.06 × 

106 VLPs mL-1. On the other hand, viral abundance measured at offshore Kuala Rompin 

transect ranged from 0.99 × 106 to 2.97 × 106 VLPs mL-1. Viral abundance measured 

throughout the water column (Figure 4.3) at the offshore Yan transect revealed that both 

sampling month and depth were significant factors contributing to virus distribution (see 

Table 4.4). However there was no interaction among the factors. For the offshore Kuala 

Rompin transect, all three factors (sampling month, distance from shore and depth) 

influenced the virus distribution significantly. Two-way interactions (M × D and D × Dh) 

were also important where viral abundance decreased when the distance from shore 

increased. The viral abundance was generally higher in the surface water for both 

transects in this study. 
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Table 4.4: F values of three-way ANOVA for column water bacterial (BA) and virus 
(VA) abundance against the following factors: sampling month, distance from shore 
(D) and sample depth (Dh).  Significant effects are indicated with * at p < 0.05, ** p 
< 0.01 and *** p < 0.001. 

 Time (T) Distance 
(D) 

Depth 
(Dh) 
 

T × D T × Dh D × Dh T × D 
× Dh 
 

log BA at 
Yan 
 

1.625 0.671 0.563 5.905** 13.981*** 1.534 4.772* 
 

log BA at 
Kuala 
Rompin 
 

24.952*** 54.347*** 17.316*** 14.366*** 2.633 9.103** 2.579 
 

log VA at 
Yan 
 

15.124*** 0.314 10.173** 0.046 2.470 0.042 1.097 
 

log VA at 
Kuala 
Rompin 
 

12.182*** 34.117*** 21.424*** 3.568* 2.407 9.323** 0.787 
 

 

 

4.3  Microbial processes  

Bacterial growth rates at both Yan and Kuala Rompin were in the range of 0.014 to 

0.095 h–1 whereas bacterial growth rates ranged from 0.046 to 0.068 h–1 at both Port 

Dickson and Port Klang (Table 4.5). The bacterial growth rates measured were then 

expressed in bacterial production. The bacterial production at both Yan and Kuala 

Rompin ranged from 8.5 × 103 to 37.9 × 103 cells mL–1 h–1. Bacterial production at both 

nearshore sites was ranged from 33.3 × 103 to 64.2 × 103 cells mL–1 h–1, which was clearly 

higher than the bacterial production at offshore sites. Two-way ANOVA revealed that 

bacterial production was driven by distance from shore (see Table 4.2).  

Protist grazing measured ranged from not detectable to 20.0 × 103 cells mL–1 h–1 at the 

offshore sites and ranged from 8.7 × 103 to 20.2 × 103 cells mL–1 h–1 at the nearshore sites. 

In contrast with other variables, protist grazing was neither driven by station selection nor 

distance from shore (see Table 4.2). Protist grazing at both Yan and Kuala Rompin sites 

accounted for 25.8 ± 24.0% of bacterial production which was slightly lower than the  
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protist grazing at both nearshore stations Port Dickson and Port Klang that accounted for 

29.3 ± 5.6% of bacterial production (Table 4.5).  

The virus production rates measured at offshore sites ranged from 0.59 × 105 to 4.55 

× 105 VLPs mL–1 h–1. Tukey’s pairwise comparison showed that the virus production 

rates at Yan and Kuala Rompin were different (p < 0.05). At nearshore sites, the virus 

production rates measured was in the range between 1.82 × 105 and 3.64 × 105 VLPs mL–

1 h–1. The virus production rates at both nearshore and offshore were similar. The virus 

production rates were driven by station selection (Table 4.2).  

The calculated burst size based on median biovolume measured was 44.8, and this 

burst size was used to calculate the virus-inferred bacterial lysis. Virus-inferred bacterial 

lysis will be referred to as viral lysis. The viral lysis at offshore sites ranged from 1.3 × 

103 to 10.2 × 103 cells mL–1 h–1 with the mean of 5.4 ± 2.5 × 103 cells mL–1 h–1 whereas 

the viral lysis at Port Dickson and Port Klang ranged from 4.6 × 103 to 8.1 × 103 cells 

mL–1 h–1 with the mean of 5.9 ± 1.3 × 103 cells mL–1 h–1 (see Table 4.6). Similar to virus 

production rate, viral lysis at Kuala Rompin was statistically higher than at Yan. Virus 

lysis accounted for 21.3 ± 9.7% of bacterial production offshore and 23.0 ± 5.0% 

nearshore. 
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Table 4.5: Range and mean ± SD of bacterial growth, bacterial production, protist 
grazing rate and virus production rate among the four sites. ND is not detectable. 
Comparison of means were carried out via ANOVA, and * is significance at p < 0.05. 
The same superscript letters indicated significant pair-wise comparison after 
Tukey’s-HSD test. 

  
Yan (n=6) 

  
Kuala Rompin 

(n=12)  
Port Dickson 

(n=3)  
Port Klang 

(n=3)  
Bacterial growth (h‒1)  

0.020 – 0.053 
(0.042 ± 0.005)  

0.014 – 0.095 
(0.048 ± 0.007)  

0.046 – 0.066 
(0.058 ± 0.006)  

0.050 – 0.068 
(0.057 ± 0.006)  

Bacterial production 
(× 103 cells mL‒1 h‒1)* 
  

10.3 – 28.5  
(22.8 ± 2.6)  

8.5 – 37.9  
(23.7 ± 2.9)a  

33.3 – 43.9 
 (38.3 ± 3.1)  

40.9 – 64.2 
(49.2 ± 7.5)a  

Protist grazing rate  
(× 103 cells mL‒1 h‒1) 
  

ND – 11.9  
(3.7 ± 1.9)  

ND – 20.0  
(7.3 ± 2.2)  

8.7 – 9.8  
(9.4 ± 0.3)  

13.6 – 20.2 
(16.5 ± 2.0)  

Virus production rate 
(× 105 VLP mL‒1 h‒1)*  

0.6 – 2.9  
(1.7 ± 0.3)b  

1.5 – 4.6  
(2.8 ± 0.3)b  

2.0 – 2.6  
(2.3 ± 0.2)  

2.4 – 3.6  
(3.0 ± 0.4)  

 

 

Table 4.6: Range and mean ± SD of viral lysis (estimated using a virus burst size of 
44.8), and the proportion of viral lysis and protist grazing over bacterial production 
(%). The sum proportion of both grazing and lysis over bacterial production is also 
shown. Comparison of means were carried out via ANOVA, and * is significance at 
p < 0.05. The same superscript letters indicated significant pair-wise comparison 
after Tukey’s-HSD test. 

 Yan 
 

Kuala Rompin 
 

Port Dickson 
 

Port Klang 
 

Viral lysis  
(× 103 cells mL–1 h‒1)* 
 

1.3 – 6.5 
(3.7 ± 0.8)a 

3.4 – 10.2  
(6.3 ± 0.7)a 

4.5 – 5.9 
(5.2 ± 0.4) 

5.3 – 8.1 
(6.6 ± 0.8) 
 

Virus lysis : Bacterial 
production (%) 
 

5.2 – 25.5 
(14.5 ± 3.0) 

13.4 – 39.8 
(24.7 ± 2.6) 

17.8 – 23.1 
(20.2 ± 1.5) 

20.7 – 31.8 
(25.8 ± 3.2) 

Protist grazing : Bacterial 
production (%) 
 

0 – 51.9 
(15.2 ± 8.3) 

0 – 85.7 
(31.1 ± 9.6) 

21.9 – 26.2 
(24.7 ± 1.4) 

31.5 – 37.1 
(33.9 ± 1.6) 

Grazing+Lysis : Bacterial 
production (%) 
 

11.9 – 74.6 
(33.3 ± 8.9) 

10.2 – 122.2 
(64.5 ± 10.9) 

33.4 – 43.9 
(38.5 ± 3.0) 

44.2 – 52.1 
(47.5 ± 2.4) 

 

 

 

 

4.4   Virus dynamics with increasing temperature and nutrients 
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Figure 4.4 shows the virus growth rates in both untreated (or control) and mitomycin-

C treated samples as temperature increased from 25 °C to 37 °C. The virus growth rates 

in the untreated samples increased with temperature at both Port Klang (F = 30.44, p < 

0.001) and Port Dickson (F = 27.99, p < 0.001). However, the rate of increase with 

temperature at both Port Klang (0.0006 VLP mL–1 h–1 °C–1) and Port Dickson (0.0003 

VLP mL–1 h–1 °C–1) were different (F = 7.81, p < 0.01). In contrast, virus growth rates in 

the mitomycin-C treated sample fluctuated and did not vary significantly with 

temperature (p > 0.05). 

Similar to temperature-regulated microcosm experiment, virus growth rates in the 

untreated sample increased with nutrient concentration at both Port Klang (F = 32.6, p < 

0.001) and Port Dickson (F = 64.38, p < 0.001) (Fig. 4.5). The slope of increase at Port 

Dickson (0.0144 VLP ml–1 h–1 marine broth strength–1) was higher than at Port Klang 

(0.0115 VLP ml–1 h–1 marine broth strength –1) (F = 8.81, p < 0.01). Virus growth rates in 

mitomycin C treated samples at both Port Klang and Port Dickson did not show any trends 

(p > 0.40). 
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Figure 4.4: Regression slopes of virus growth rates (h–1) with temperature increase 
for both untreated (line with round symbols) and mitomycin-C treated (broken line 
with triangle symbols) samples at Port Klang (left panel) and Port Dickson (right 
panel).  
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Figure 4.5: Regression slopes of virus growth rates (h–1) with nutrient concentration 
(× marine broth strength) increase for both untreated (line with round symbols) and 
mitomycin-C treated (broken line with triangle symbols) samples at Port Klang (left 
panel) and Port Dickson (right panel). 
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At high temperature and nutrient concentration, the virus production rate in control 

and treated microcosms were similar (Figures 4.4 and 4.5). This suggested that most 

lysogenic phages in control switched to lytic cycles to produce more viral progeny. 

Therefore, the percentages of lysogens decreased when temperature and nutrient 

concentration increased (Figure 4.6).  

Paired t-test was carried out to compare the slopes of virus production rate between 

control and treated microcosms at each experimental temperature and nutrient 

concentration. After Bonferroni correction (p < 0.01), the slopes are significantly different 

for all temperature and nutrient concentration except 37 °C and 1 × nutrient concentration 

at both Port Dickson and Port Klang sites (p < 0.01).  It can be concluded that lysogeny 

is not significant at 37 °C and 1 × nutrient concentration.  

As the differences observed between the untreated and mitomycin C treated samples 

were probably the result of lysogenic induction, the percentage of lysogen was estimated 

at each point of the microcosm experiments. In the temperature experiments, lysogen 

ranged from 0.03% to 1.60% at Port Klang and from 0.39% to 2.48% at Port Dickson. 

For nutrient experiments, lysogen ranged from 0.41% to 5.60% at Port Klang and from 

0.56% to 7.40% and Port Dickson. Lysogeny decreased with increasing temperature and 

increasing nutrient concentration at both Port Klang and Port Dickson (Fig. 4.6). 
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Figure 4.6: Regression slopes of lysogeny (% of lysogen) with temperature (upper 
panel) and nutrient concentration (× marine broth strength) (lower panel) at Port 
Klang (line with round symbols) and Port Dickson (broken line with triangle 
symbols).  

The bacterial growth in the temperature-regulated microcosm experiment increased 

from 0.048 h-1 to 0.060 h-1 in Port Klang and 0.049 h-1 to 0.062 h-1 in Port Dickson when 

the incubation temperature increased from 25 °C to 37 °C in the control sets. The bacterial 

growth in the eutrophication experiment increased from 0.110 h-1 to 0.151 h-1 in Port 

Klang and 0.105 h-1 to 0.139 h-1 in Port Dickson when the concentration increased from 

0.1 × to 1.0 × in the control sets.  
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CHAPTER 5: DISCUSSION 

5.1   Environmental conditions 

In this study, the seawater temperatures measured were relatively high and stable, and 

reflective of the tropical systems in this study (Lee & Bong, 2008). For the other variables 

measured, both station selection and distance from shore were important factors that 

drove most of the differences observed. Salinity increased towards the open sea as 

offshore sites were located further from the influence of freshwater whereas nearshore 

sites (Port Dickson and Port Klang) exhibited anthropogenic influence with lower DO, 

higher TSS and higher dissolved inorganic nutrient concentrations. Among nearshore 

sites, water quality at Port Klang was poorer (Lim et al., 2019; Lim et al., 2021).  

When using TSI as a proxy for the state of eutrophication, both Port Dickson and Port 

Klang were in the eutrophic state whereas Yan and Kuala Rompin transects were 

oligotrophic. Although a long-term study of Port Klang had previously categorized it as 

a hypereutrophic station (Lim et al., 2018), the sampling in this current study did not 

cover the intense rainfall periods when nutrient input into the Port Klang estuary tends to 

spike (Lee et al., 2020). The eutrophic conditions in the nearshore stations also lead to a 

generally higher phototrophic biomass (Lim & Lee, 2017). 

 

 

 

 

 

 

Univ
ers

iti 
Mala

ya



55 
 

5.2   Bacterial and viral abundance 

Bacterial abundance measured in this study was within the range of tropical waters 

(Lee & Bong, 2008; Jasna et al., 2018), and its distribution was also driven by station 

selection. Bacterial abundance at Port Klang was highest among the four stations. As Port 

Klang contained the highest concentrations of dissolved inorganic nutrient and primary 

producers (Lim et al., 2020), the high phototrophic biomass probably supported the high 

bacterial abundance observed. In this study, bacterial abundance correlated positively 

with Chl a (Fig. 5.1). Although correlation does not indicate causality, this phototrophic 

– heterotrophic coupling is often observed in a wide variety of aquatic habitats (Cole et 

al., 1988; Lee & Bong, 2008), and probably reflected the bacterial utilization of dissolved 

organic matter supplied by primary production (Azam et al., 1983).  

 

 

Figure 5.1: Correlation analysis between bacterial abundance and chlorophyll a 
concentration (Chl a). The linear regression slope is also shown. 
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Viral abundance was generally one order higher than bacterial abundance, and is 

within the range of tropical waters (Cissoko et al., 2008; Dinsdale et al., 2008; Lee & 

Bong, 2012; Jasna et al., 2018) but in the lower end of the range reported for temperate 

coastal waters (107 – 108 VLP ml–1, Clasen et al., 2008). There was no difference observed 

in viral abundances among the sampling sites, and concurred with the observation by 

Wilhelm and Suttle (1999) that viral abundance is known to be generally quite constant 

within a location. At nearshore sites where TSS levels were higher, viral abundance could 

be underestimated as TSS is known to passively adsorb virus particles (Chen et al., 2011, 

Mojica & Brussaard, 2014). However, the effect of absorption should be minimal as viral 

abundance did not correlate with TSS (R2 = 0.05, p > 0.30) in this study.  

Virus to bacteria ratio (VBR) is often used to indicate the relationship between viruses 

and bacteria. In this study, VBR ranged from 1.8 to 4.3 (Table 4.3), and was in the range 

for tropical waters (1.4 – 4.8, Patten et al., 2008) but in the lower end of the range for 

subtropical waters (1.1 – 44, Jasna et al., 2019). VBR in tropical waters is typically lower 

relative to temperate and polar waters (Lee & Bong, 2012). Moreover, a VBR of 5 was 

recently suggested as a cut-off value to have an effect on microbial community in lakes 

(Keshri et al., 2018).  

 

5.3   Microbial process rates 

Bacterial growth rates was from 0.014 to 0.095 h‒1 whereas bacterial production 

ranged 8.5 × 103 ‒ 37.9 × 103 cells mL‒1 h‒1. Bacterial production rates measured in this 

study was within the range of tropical waters (Lee & Bong, 2008; Lee & Bong, 2012; 

Pradeep Ram et al., 2014; Li et al., 2018). Bacterial production also increased with Chl a 

concentration (Fig. 5.6), and is reflective of the bacterial dependency on primary 

producers for food (Cole et al., 1988; Lee & Bong, 2008). Bacterial growth rate 
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measurements seemed to concur with the bacterial abundance distribution where both 

bacterial biomass and activity were generally higher nearshore. As nearshore sites were 

eutrophic, the high nutrient concentrations supported the abundance of both primary 

producers and bacteria. The availability of nutrients were sufficient to support and 

enhance the bacterial growth rates.  

 

Figure 5.2: Correlation analysis between bacterial production and chlorophyll a 
concentration (Chl a). The linear regression slope is also shown. 

 

Protist grazing is one of the two major fates for bacterial production in aquatic habitats 

(Miki & Jacquet, 2008, Tsai et al., 2013a). Protist grazing rates measured in this study 

ranged from not detectable to 20.2 × 103 cells mL‒1 h‒1, and were within the range 

reported for tropical waters (Bong & Lee, 2011; Zhang et al., 2018). Although there is 

usually a predator-prey coupling between protists and bacteria (Sherr et al., 2007; Bong 

& Lee, 2011), protist grazing rates correlated with bacterial production only for nearshore 

sites in this study (R2 = 0.685, p < 0.05). At offshore sites, the predator-prey relationship 

between protists and bacteria showed an irregular pattern. Although this study did not 
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measure the protist abundance, protist abundance at offshore sites might be low and could 

lead to a lower protist grazing rate as the encounter rate between the protist and bacteria 

decreases.  Besides, the bacterial community at offshore sites might have grazing-

resistant characteristics that prevent protist grazing (Jürgens & Güde, 1994; Evans et al., 

2021). 

 

 

Figure 5.3: Correlation analysis between protist grazing and bacterial production. 
For nearshore sites (Port Dickson and Port Klang), the linear regression slope is 
shown. Data when protist grazing was nought (not detectable) was not included. 

 

The virus production rates measured were within the range for tropical waters (Chen 

et al., 2011, Jasna et al., 2019). In contrast to protist grazing, virus production rates did 

not correlate with bacterial production at either nearshore or offshore sites. The lack of 

discernible pattern between virus production and bacterial production could be a 

reflection of the uncoupling between virus and bacteria when there was a replete of 
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bacterial hosts (Miki & Jacquet, 2008; Tsai et al., 2013a), which was suggested by the 

generally low VBR in this study.  

In order to calculate viral lysis rate, virus burst size was estimated from the bacterial 

biovolume. The virus burst size estimated was 44.8, and was within the range of other 

studies (Bettarel et al., 2006; Parada et al., 2006; Jasna et al., 2019). Viral lysis rates 

ranged from 1.3 × 103 to 10.2 × 103 cells mL–1 h–1. Viral lysis accounted for 21.3 ± 9.7 % 

and 23.0 ± 5.0 % of bacterial production at offshore and nearshore sites, respectively. 

These were within the range of viral-induced bacterial mortality in aquatic systems, which 

is 10 – 30 % and can be up to 72 % (Heldal & Bratbak, 1991). On all occasions, bacterial 

production were adequate to support viral lysis (see Table 4.8).  

On the other hand, protist grazing accounted for 0 to 85.7% of bacterial production 

(see Table 4.8). At nearshore sites, a higher proportion of bacterial production was grazed 

(29.3 ± 5.6%) as opposed to viral lysis (23.0 ± 5.0%). The eutrophication at nearshore 

sites promoted bacterial production (Miki & Jacquet, 2008) that stimulated protist grazing 

(Baltar et al., 2016) but not viral lysis. Although viruses will also likely infect active 

bacterial cells, these infected cells, including the viruses, could be grazed and removed 

by grazers (Miki & Jacquet, 2008; Tsai et al., 2013b; Malits et al., 2021). The virus 

component in these waters were rather muted in their response to environmental 

differences and bacterial processes. This was probably due to the more than adequate 

availability of bacterial hosts that had the potential to mask any viral response. After 

comparing offshore and nearshore sites, the proportion of bacterial production grazed by 

protists and lysed by viruses revealed no differences neither offshore nor nearshore sites. 

Although the impact of these processes showed no spatial pattern, they will have 

cascading effects on the overall biogeochemical cycling of organic matter in these waters 

(Proctor & Fuhrman, 1990).  
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Bacterial loss caused by top-down control (i.e. sum of grazing and viral lysis) ranged 

from 10.2% to 71.3% of bacterial production, and averaged about 52.4 ± 9.1% nearshore 

and 47.0 ± 33.0% offshore. Only half of bacterial production could be accounted for by 

both these top-down controls. As bacterial abundance does not change substantially year-

on-year (Lee & Bong, 2008), other loss pathways could play a role e.g. sunlight, 

attachment, sinking, horizontal and vertical transportation (Alonso-Sáez et al., 2006; 

Stocker & Seymour, 2012; Tsai et al., 2015; Li et al., 2018). 

 

5.4  Effects of seawater warming and eutrophication on viral dynamics 

In general, the increment of the slope of virus production rate can be observed in 

control when the incubation temperature and nutrient concentration increased (Figures 

4.4 & 4.5). The increase in the slope showed that temperature and nutrient concentration 

promotes virus production rate and triggered the shift from lysogenic to lytic cycle, and 

lead to the increase in virus production rate. However, the slopes of control in Port 

Dickson and Port Klang were statistically different (p < 0.05), and suggested that the virus 

production rate at both sites responded differently. This may be due to higher nutrient 

concentrations at Port Klang as there is eutrophication at Port Klang (table 4.1).  

Correlation analyses of experimental data showed that as temperature increased, both 

virus production and bacterial growth increased whereas lysogeny decreased (Table 5.1). 

Warming is reported to stimulate bacterial growth and virus production (Steenhauer et al., 

2016; Demory et al., 2017; Maat et al., 2017). In this study, warming resulted in stronger 

viral control as virus production increased at a higher rate than bacterial production at 

both Port Klang (ANCOVA: F = 12.26, p < 0.01) and Port Dickson (ANCOVA: F = 5.647, 

p < 0.05). Our results concurred with interaction studies employing single isolates (e.g. 

Demory et al., 2017; Maat et al., 2017). Although Frenken et al. (2020) suggested that in 
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complex food webs, warming may not lead to stronger viral control; only viral and 

bacterial abundance were measured and compared. As abundance is a product of both 

top-down and bottom-up pressures, patterns observed may not have reflected in situ 

interactions (Lee & Bong 2008). The use of natural bacterial and viral community in this 

present study, and the measurement of production rates clearly showed that warming will 

result in stronger viral control, and increase the importance of the viral loop (Weinbauer 

et al., 1993). 

 

Table 5.1: Univariate correlation matrix for temperature experiment. Significance 
for correlation analysis is as shown: ** is p < 0.01, *** is p < 0.001. 

 Virus production 
(VLP mL-1 h-1) 

Lysogeny  
(%) 

Bacterial growth 
rate (h-1) 

Temperature (°C)  0.744*** -0.869*** 0.891*** 

Virus production  
(VLP mL-1 h-1) 

 -0.835*** 0.500** 

Lysogeny (%)   -0.626*** 

 

 

Table 5.2 shows the univariate correlation matrix of variables measured in the nutrient 

experiments. Similar to the observations from temperature experiments, as nutrients 

increased, both virus production and bacterial growth increased whereas lysogeny 

decreased. Nutrients have also been shown to increase bacterial growth and stimulate 

virus production (Liu et al., 2015; He et al., 2019). When nutrient concentration increased, 

virus production at Port Klang increased at a higher rate than bacterial production 

(ANCOVA: F = 45.36, p < 0.001), and resulted in stronger viral control. However at Port 

Dickson, bacterial production increased at a higher rate than virus production (ANCOVA: 
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F = 96.36, p < 0.001). As Port Klang waters are already eutrophic in nature, the level of 

nutrients in the marine broth might not be sufficient to accelerate bacterial growth at Port 

Klang whereas the bacteria at Port Dickson were stimulated. Although nutrients increased 

both bacterial growth and virus production, bacterial response differed probably as 

bacterial community was different between these two stations (Lee et al., 2015). 

 

Table 5.2: Univariate correlation matrix for nutrient experiment. Significance for 
correlation analysis is as shown: * is p < 0.05, ** is p < 0.01, *** is p < 0.001. 

 Virus production 
(VLP mL-1 h-1) 

Lysogeny  
(%) 

Bacterial growth 
rate (h-1) 

Nutrient concentration  
(× marine broth strength)  0.537*** -0.904*** 0.903*** 

Virus production  
(VLP mL-1 h-1) 

 -0.231 0.435* 

Lysogeny (%)   -0.802*** 

 

 

The microcosm experiments showed that lysogeny exist in the tropical coastal waters 

of Malaysia although the extent of lysogeny might not be as high as in temperate waters 

(Payet & Suttle, 2013). In temperate waters, lytic cycle dominates during productive 

season such as summer whereas lysogenic cycle is more important during unproductive 

season such as winter (Payet & Suttle, 2013). Unlike temperate waters that have 

unproductive periods, tropical waters have a stable and warm temperature that are 

optimum for primary production and bacterial growth throughout the year (Cabral et al., 

2017; Ashy & Agustí, 2020). Adequate and active host cells are available to support lytic 

virus production in tropical waters (Bettarel et al., 2008). On the other hand, some 

prophage might be induced before experiment as bacterial cells in tropical waters are 
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exposed to high level of UV radiation, which is a strong environmental inducing agent 

(Bettarel et al., 2008). Hence, a large portion of viruses found in this study were lytic 

viruses instead of lysogenic.  

For lysogeny estimations, lysogen ranged from 0.03% to 2.48% in the temperature 

experiment (see Figure 5.4). This was in the lower end of the range previously reported 

for the tropical Red Sea i.e. from undetectable to 29.1% (mean = 5.0%) (Ashy & Agustí 

2020). The lysogen estimated also matched the report by Weinbauer et al. (2003) where 

lysogens were below 15 % in surface waters. Lysogeny can range from 50% (Jiang & 

Paul 1994) to 90% (Freifelder 1987), and is higher in cold waters (Jin et al., 2020). 

However, mitomycin C does not induce all lysogens to switch from lysogenic to lytic life 

cycle (Weinbauer et al., 2003; Payet & Suttle, 2013). Hence, the total lysogens might be 

underestimated in this study.  

As lysogeny was estimated from the differences between untreated and mitomycin-C 

treated samples, there were significant differences in the virus production rates between 

untreated and treated samples at all temperatures (t > 5.07, p < 0.004) except at 37°C (t < 

3.83, p > 0.01, not significant after Bonferroni correction) (see Figure 4.4). Therefore in 

tropical waters, warming induced lysogen, and significantly reduced lysogeny at least 

until 37°C. Lysogeny also decreased as bacterial growth rate increased (Demory et al., 

2017; Maat et al., 2017) (Figure 5.5). Lysogeny decreased at a similar rate at both Port 

Dickson and Port Klang (F = 0.02, p > 0.80). However the average lysogeny at Port Klang 

was significantly lower (F = 24.27, p < 0.001). As eutrophication is known to drive 

viruses towards lytic cycle (Weinbauer et al., 1993), the eutrophic Port Klang waters 

probably contained less lysogen and explained the lower lysogeny at Port Klang.  

In the nutrient experiment, lysogen ranged from 0.04% to 7.40% (see Figure 5.4). The 

increase in nutrient concentration induced more lysogen relative to temperature. 
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Differences between untreated and treated samples were also significant at all nutrient 

concentrations (t > 4.87, p < 0.005) except at 0.75× strength at Port Dickson (t = 3.21, p 

= 0.024, not significant after Bonferroni correction) and at 1.0× strength at both stations 

(t > 1.97, p > 0.05). Therefore eutrophication was a more potent lysogen inducer relative 

to temperature, and significantly reduced lysogeny at least until 0.75× strength marine 

broth (see Figure 4.5). In nutrient experiments, lysogeny decreased as bacterial growth 

rate increased (Demory et al., 2017; Maat et al., 2017) (see Figure 5.5).  

Lysogens were inversely correlated to bacterial growth rate in both temperature and 

eutrophication microcosm experiment. This correlation was similar to the other findings 

(Weinbauer et al., 2003; Payet & Suttle, 2013). However unlike the pattern observed in 

the temperature experiment, lysogen induction occurred at a faster rate at Port Dickson 

(F = 11.58, p < 0.01), and the average lysogeny at Port Dickson and Port Klang was not 

different (p > 0.05). The different response observed could again be due to different 

bacterial community at Port Dickson and Port Klang (Lee et al., 2015).  

The ex situ experimentation revealed that both warming and eutrophication promoted 

bacterial growth and induced lysogen that resulted in an increase in virus production. 

Although Knowles et al. (2016) suggested a Piggyback-the-Winner hypothesis where 

beyond 1 × 106 cells ml–1, lysogeny is favoured, bacterial abundance in this study was 

constantly <1 × 106 cells ml–1.  Thus, the virus dynamics in this study followed the Kill-

the-Winner framework where warming and eutrophication accelerate the temperate to 

lytic shift (Thingstad & Bratbak, 2016). 
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Figure 5.4: Regression slopes of lysogeny (% of lysogen) with temperature (upper 
panel) and nutrient concentration (× marine broth strength) (lower panel) at Port 
Klang (line with round symbols) and Port Dickson (broken line with triangle 
symbols).  Univ
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Figure 5.5: Regression slopes of lysogeny (% of lysogen) against bacterial growth 
rate (h–1) in (A) the temperature experiments (upper panel) and (B) nutrient 
experiments. Data from Port Klang are shown as round symbols whereas data from 
Port Dickson are shown as triangle symbols. Regression slopes shown are for Port 
Klang (line) and Port Dickson (broken line) 
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In contrast to the laboratory experiment, our field study did not reveal similar trends. 

Possible reasons for this included the relatively stable in situ temperature (Lee et al., 2009) 

that negated temperature variability as a factor. For the eutrophication factor, nutrient 

concentrations at each station might not vary enough to reveal significant microbial 

response although stations of different trophic status were selected.  

In an effort to synthesize the observations from the ex situ experiments with the field 

data measured, both experimental and field data were overlaid (Figure 5.6). The virus 

production rates from the temperature experiment (25°C – 37°C) were in the lower range 

of the field data. Even at the average in situ temperature of about 31°C, experimental 

virus production rates were in the lower ranges of the field measurements suggesting that 

warming had minor additive effect on in situ virus production rates. Although studies in 

temperate waters have reported strong warming effect on virus production (Steenhauer et 

al., 2016; Cheng et al., 2017; Maat et al., 2017), microbial process rates in tropical waters 

are generally independent of temperature (Lee et al., 2009). Moreover, most organisms 

in the tropics already function at their temperature optimum (Pomeroy & Wiebe, 2001).  
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Figure 5.6: Scatter plot of virus production rates (log VLP ml–1 h–1) against bacterial 
abundance (log cells ml–1). The filled symbols are the data points from the ex situ 
experiments (A) for temperature and (B) for nutrients. Symbols of darker shades 
indicate increasing temperature or nutrient concentration.  
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In contrast, ex situ virus production rates from eutrophication experiment were in the 

upper ranges of field measurements (see Figure 5.6). At high tropical temperature that 

facilitates bacterial growth, the rate is limited by other factors such as substrate and 

nutrient concentration (Tsai et al., 2015). Hence, relative to temperature increase, the 

increase in nutrient concentration seemed a more important factor that will increase virus 

production, and subsequently virus control (Liu et al., 2015).  

Eutrophication also reduces lysogeny that further increases virus production (Maat et 

al. 2016; Maat & Brussaard 2016; Cheng et al. 2019). Nutrient recycling via viral lysis is 

another important source of nutrient. These nutrients are mainly used to sustain the 

viability of primary producers and bacteria, rather than becoming an energy to transfer 

up the food web (Fuhrman & Noble, 1995). In complex food web systems, enhanced virus 

production will drive the habitat towards heterotrophy especially as increased viral lysis 

will further supply organic matter for the bacterial growth, and will affect biogeochemical 

cycling (Jin et al., 2020). 
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CHAPTER 6: CONCLUSION 

Viruses and microorganisms are the key players in marine food web and other 

biogeochemical cycles. Both top-down controls, protist grazing and viral lysis, on 

bacteria are important pathways of carbon flow within marine ecosystem. Protist grazing 

on bacteria channels carbon from primary producers to consumers at higher trophic level. 

Viral lysis of bacteria ensures that carbon is recycled and reused for the growth of primary 

producer and bacterial communities. Field observations revealed site-dependent 

differences at the level of primary producers and bacteria but the virus component was 

not coupled to bacteria. The uncoupling could be due to the generally low VBR which 

suggested a replete bacterial state. In this study, the loss of bacterial production by top-

down controls was 46.1 % ± 18.1 %. Therefore, attachment, sinking, horizontal and 

vertical transportation could have accounted for the remaining bacterial production. 

Lysogeny provides benefits to both bacterial hosts and viruses in terms of adaptability 

and survivability. From ex situ experiments, lytic life cycle was favoured over lysogenic. 

Both warming and eutrophication increased virus production and decreased lysogeny 

according to the Kill-the-Winner hypothesis. This study showed that both seawater 

warming and eutrophication were able to induce lysogen to switch from lysogenic to lytic 

cycle. Although warming elicited a uniform response, viral response towards 

eutrophication seemed to be site-dependent and could be due to the different bacterial 

community structure at the different sites. From the synthesis of both experimental data 

and field observations, eutrophication should be a more important driver for virus 

production. In this study, an essential data gap was filled in tropical waters and suggested 

that with environmental change especially eutrophication, virus production will increase, 

and the role of viruses in the marine microbial food web will become more important.  
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