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IMAGE BASED DENTAL IMPRESSION TRAY SELECTION FROM 

MAXILLARY ARCHES USING MULTI-FEATURE WITH ENSEMBLE 

CLASSIFIER 

ABSTRACT 

Dental impression tray is frequently used in dentistry to record patient’s oral structure 

for clinical oral diagnosis and treatment planning. Manual procedure of taking 

impressions is costly, time-consuming, and additionally, no research has been done to 

select dental impression tray from dental arch images using computer vision in real-life 

scenarios. In this spirit, an intelligent model is proposed based on computer vision and 

machine learning to select appropriate dental impression trays from maxillary arch 

images. A dataset of 52 patients’ maxillary arch images that matches one from 4 sizes of 

Kurten’s impression tray have been acquired. Various sets features such as, colors, 

textures, and shapes of the images were extracted to better characterize the maxillary arch 

images. Considering the importance of the features in describing the maxillary arch object 

and to improve the classification performance, a method based on multi-feature with 

ensemble classifier is proposed. Besides, the performance of a deep-learning based 

multilayer perceptron neural network is also investigated. The proposed multi-feature 

with ensemble classifier attained 92.31% precision, 91.75% recall, 91.75% accuracy, 

respectively, on the dataset. This clearly establishes the feasibility of this study. An 

illustration of a real-life application of the proposed model is also provided. 

Keywords: Dental impression tray, automation in dentistry, computer vision, multi-

feature, ensemble classifier. 
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IMAGE BASED DENTAL IMPRESSION TRAY SELECTION FROM 

MAXILLARY ARCHES USING MULTI-FEATURE WITH ENSEMBLE 

CLASSIFIER 

ABSTRAK 

Ceper impresi sering digunakan untuk merakamkan struktur mulut pesakit dan 

digunakan dalam diagnosis oral klinikal dan perancangan rawatan. Prosedur manual 

untuk merekodkan impresi adalah memakan wang, masa dan tambahan pula, belum ada 

penyelidikan dijalankan untuk pemilihan ceper impresi dari imej arkus pergigian 

menggunakan penglihatan computer dalam senarrio kehidupan sebenar. Maka, model 

pintar dicadangkan berdasarkan penglihatan komputer dan pembelajaran mesin untuk 

memilih ceper impresi yang sesuai dari imej arkus pergigian. Sebanyak 52 imej arkus 

pergigian yang sesuai dengan salah satu daripada 4 saiz ceper impresi jenama Kurten 

telah diperolehi. Pelbagai set ciri seperti, warna, tekstur dan bentuk dari imej arkus 

pergigian diekstrak untuk menentukan klasifikasi yang terbaik. Dengan 

mempertimbangkan ciri-ciri penting dalam mewakili arkus maksila dan 

mempertingkatkan prestasi klasifikasi, suatu kaedah berdasarkan penggabungan pelbagai 

ciri dengan pengklasifikasi ensemble dicadangkan. Selain itu, prestasi rangkaian neural 

perceptron pelbagai lapisan berasaskan pembelajaran mendalam juga disiasat. 

Penggabungan pelbagai ciri yang dicadangkan dengan pengkelasan ensemble mencapai 

ketepatan 92.31%, penarikan 91.75%, ketepatan 91.75% pada set data. Ini jelas 

membuktikan kebolehan kajian ini. Ilustrasi aplikasi sebenar dari model yang 

dicadangkan juga diberikan.  

Keywords: Dental impression tray, automation in dentistry, computer vision, multi-

feature, ensemble classifier.  
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 CHAPTER 1: INTRODUCTION 

1.1 Overview 

Dental casts (Figure 1.1-a) are accurate, three-dimensional replicas of a patient’s teeth 

which are made by pouring dental plaster or acrylic into the impressions of the teeth. 

Dental casts are widely used in dentistry to provide fundamental diagnostic information 

where most of the advanced diagnosis and treatment planning in prosthodontics, indirect 

restorations, cosmetic and orthodontic treatments are relying on impression. Specially, 

for the further casting of dental prosthesis such as bridges, dentures and partial dentures 

dental casts are mainly used. According to (Gupta et al., 2017), it is necessary to select 

an appropriate impression tray (Figure 1.1-b) for making an accurate definitive cast.  

 

Figure 1.1: Example of a patient’s cast (a); an impression tray (b) 

Moreover, improper use of impression tray size may fail in recording the tissue 

correctly. This kind of error may be corrected by adjusting the tray or choosing a better 

fitting tray and repeating the impression procedure. This procedure involves manual 

interactions by a human operator, which makes it burdensome, tedious, user-dependent, 

and sometimes creates waste of impression materials too, which a professional, well-run 

dental business should avoid. Furthermore, automation makes it possible to eliminate user 

dependency and permits evidence-based analysis (Raith et al., 2017). Thus, automatic 
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identification of dental impression tray has important scientific significance and can be a 

potential application to enable the automation of workflow in dentistry (Christensen, 

2008). Also, it is crucial to facilitate the workflow with minimal cost and time and without 

automation it is not possible to achieve this task. 

Motivated by this, to facilitate the workflow with minimal cost and time, a computer-

vision based dental impression tray classification model is proposed in this study. It is 

worth noting that computer vision and image processing are used interchangeably in 

many contexts. Anyway, the vision-based impression tray classification model is 

proposed to select an appropriate impression tray aimed at working in real-life scenario. 

For instance, an intraoral camera can be used to capture the occlusal view of maxillary 

arch image and based on the image this classification model will select the appropriate 

tray. In this proposed study, computer-vision based features such as statistical color 

features, texture feature, morphological shape features, local binary pattern, color 

histograms are analyzed to design the vision-based impression tray classification model. 

These features were chosen because of their potential in describing the object and proven 

wide application in medical image analysis, e.g., the authors (Chatterjee et al., 2019) used 

these feature sets for classification of skin lesion types. However, in real-life scenarios, 

the maxillary arch images can be affected by different light sources, rotation and with the 

variation of the different types of mouth shapes due to the uncontrolled environment in 

dentistry. On this account, for this proposed study, the detection and extraction of suitable 

features is important. It is possible that extracting only one single set of features may not 

be enough to identify the maxillary arches properly by the classifier. The performance of 

the classification algorithms greatly relied on suitable features. Inability to detect suitable 

features may even decrease the classification accuracy as well. In fact, distinct 

discriminating capabilities are observed in different features. In this case, combination of 

several features have the high dimensionality which as a result recently drew great 
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attention in the medical image field because they can solve complex linear and non-linear 

recognition problems effectively (Yong‐lian, 2020). 

Therefore, this study focuses on identifying appropriate set of features to improve the 

classification performance in a limited sample dataset using multi-feature method. A 

dataset of maxillary arches (52 images) was utilized in this study due to the limited 

number of participants. Collecting and labelling a large amount of ground medical data 

is a challenge, especially in the scholarly area. Large-scale datasets or big data collected 

mainly through grand challenge, taking screening initiatives by countries, crowdsource 

or application programming interface (Litjens et al., 2017).  For this study, it is difficult 

to fulfil the large-scale datasets requirement, such as the ImageNet dataset which consists 

of 3.2 million cleanly labelled images (Deng et al., 2009). Literature shows that several 

studies utilized limited dataset in their study for experimental purposes, e.g. the study by 

(Yilmaz et al.,2017) used 50 patients’ cone beam computed tomography (CBCT) between 

the years 2013 and 2016 for designing computer-aided diagnosis of periapical cyst; 

(Akkoc et al., 2016) utilized 40 people’s tooth plaster model for gender discrimination 

study, and (Bozkurt & Karagol, 2020) leveraged 20 images of dental radiographic for 

human identification. On this ground, through this study, the aim is to sample this 

maxillary arch dataset as a proof-of-concept. To resolve the overfitting issues which may 

arise because of this limited sample dataset, artificial image data augmentation has been 

performed on the dataset such as adding different illumination, scaling, and rotation. After 

identifying the features, five machine learning classification algorithms were evaluated 

separately on the set of features. Finally, to suit the problem stated previously and to 

better categorize the features of maxillary arches properly according to the tray, an 

attempt to investigate the combination of multiple sets of features with ensemble 

classifier was done. In addition, a deep-learning based multilayer perceptron (MLP) 

neural network (NN) was also analyzed as well. The performance of the proposed multi-
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features with ensemble classifier method is evaluated in terms of precision, accuracy, 

recall, F1 score, Jaccard similarity score (JAC), Matthews correlation coefficient (MCC), 

Zero one loss function, and computational time. 

In a nutshell, this study is based on the hypothesis that computer vision and machine 

learning based classification methods are capable of selecting appropriate dental 

impression tray from maxillary arch images with sufficient accuracy and can be of 

potential use in dentistry to automate the digital workflow. 

1.2 Research Problem 

Stock impression trays are available in various sizes and shapes to accommodate 

different mouths. It was shown that some commercially available stock impression trays 

may only be suitable for a particular patient population (Yergin et al., 2001). The 

development of image-based analysis in dentistry is not as extensive as in biomedical 

engineering and other associated fields which are inexpensive. Furthermore, in medical 

applications, computer-aided design (CAD) portrays a significant role such as designing 

surgical implant analysis, analysis of blood flow, designing prosthesis and many more 

(Shapi’i et al., 2011). However, leveraging these CAD systems in developing countries 

(such as Malaysia) is costly and not fully embraced by the dental community compared 

to other medical fields. The underlying reasons mostly related to initial high setup cost, 

changing the procedures that practitioners learned in the dental school and became used 

to it. As an example, the cost of the Dental CAD cam system is 850 USD (~ 3591 RM) 

(Made, n.d.). On the other hand, the proposed model will leverage a dental intraoral 

camera to capture the maxillary arch image, costing around RM 49.40 (Lazada.com.my, 

n.d.). Furthermore, it is worth noting that there is no CAD/CAM system to automatically 

select dental impression tray to the best of the literature analysis. The aforementioned 

discussion exhibits that there are still remains some room for improvement. In a nutshell 

the problem statement of this study is given below: 
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1. Manual inspection: manually inspecting the dental tray from a patient mouth 

is time-consuming, laborious, and suffers from the problem of inconsistency 

and inaccuracy in judgement by different human experts (Yergin et al., 2001). 

2. High maintenance CAD systems: although CAD systems showed potential 

results in the dental community, but it is not fully embraced because of the high 

maintenance cost (Blatz & Conejo, 2019). 

3. Not proper investigation: from the literature analysis (detailed discussion is 

given in Chapter 2), it is observed that proper investigation has not been 

performed on the selection of dental impression tray in real-life scenarios. The 

investigations are limited to small program (Yergin et al., 2001) or on statistical 

analysis using stone cast images (Rijal et al., 2011; Rijal et al., 2012). 

1.3 Research Aim and Objectives 

Based on the discussion, this study aims to propose a computer-vision based dental 

impression tray selection model to work in a real-life scenario. Therefore, the objectives 

of this study are as follows below: 

1. To investigate challenges and problems that exist in previous research. 

2. To find the necessary set of computer-vision based features for describing the 

maxillary arch object properly, according to work in real-life scenario. 

3. To propose a novel approach for elevating the classification performance from 

a limited dataset. 

4. To illustrate a computer-vision based dental impression tray selection system 

for dental practitioners. 

1.4 Research Questions 

From the defined aim and objectives, the following research questions was formulated: 
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1. What challenges and problems have been found in the existing dental 

impression tray research? 

2. What kind of feature sets in computer vision are suitable to choose for 

describing the maxillary arch image properly according to work in real-life 

scenario? 

3. How to evaluate the selected features and the classification algorithms for 

proposing a novel method to enhance the classification performance from a 

limited dataset? 

4. How to propose a computer-vision based system that can be used in real-life 

scenarios according to physician’s suggestion? 

1.5 Scope of the Study 

This study emphases on proposing a computer vision based dental impression tray 

selection model according to work in real-life scenario. The dataset consists of maxillary 

arch images of real-life patients, which is time-consuming to accumulate. It is necessary 

to take ethical approval (written in consent sheets) through several channels, and the data 

also needs to be medically validated by the physicians as well. Furthermore, in the case 

of deploying deep-learning algorithms, a much costly hardware requirement is demanded. 

Thus, the scope of this study is limited to the following extent: 

1. The proposed method implemented on limited dataset due to the restricted 

number of patients to participate. Furthermore, this current global pandemic 

(Covid-19) creates hurdles to arrange the maximum number of patients to 

participate in this experimental purpose. 

2. The target patients of this study are adult people ranging from (16-40) belongs 

to the people of Malaysia; thus, other demographic people of the same age and 

infant patients should not be taken into account. 
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3. The proposed proposed approach’s feasibility is evaluated based on the 

rigorous evaluation of several algorithms (five machine learning algorithms 

together with a deep-learning-based classification algorithm). 

1.6 Research Significance 

Perhaps the most familiar form of health research is the clinical trial, in which patients 

volunteer to participate in studies to test the efficacy and safety of new medical 

inventions. In the healthcare sector, artificial intelligence has already begun to show 

several promising results. Computer vision (a subfield of artificial intelligence) not only 

helping medical professionals in saving their valuable time on the daily basic tasks but 

also saving patient’s life as well. Anyway, this study holds that dental community 

(especially in the developing countries) requires urgent attention for a low-cost automated 

system that can enhance the quality of physician-patient interactions. This study aims to 

address and fill up this gap. Consequently, this gap is translated into a computer vision 

model to select a dental impression tray aims to work in real-life scenarios. Anyway, the 

contribution of this study is given below: 

1. Proposing a first study to select a dental impression tray from the maxillary 

arch image in a real-life scenario to the best extent of my knowledge. 

2. A novel method based on multi-feature with ensemble classifier is proposed to 

elevate the classification performance from a limited dataset. 

3. Illustration of the utilization of the proposed model for dental practitioners. 

1.7 Organization of the Thesis  

This dissertation encompassed five chapters. Chapter 1 shortly describes the 

background of the dental impression tray. The potentiality of using computer vision for 

the automation of the dental impression tray and its advantage in dentistry is also 
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discussed. The contribution of this study and important highlights that gained from the 

proposed approach are mentioned at the end of the chapter. 

Chapter 2 begins with the brief step-by-step explanation of the prior works on the 

dental impression tray by various researchers. In the subsequent sections, discussion 

about computer vision, the effectiveness of hand-crafted features over deep-learning 

algorithms, discussion of several classification algorithms, and benefits of ensemble 

methodologies is discussed broadly. In the end, a chapter summary is presented. 

Chapter 3 illustrates the research methodology used in this study. A detail block 

representation of the proposed research methodology, data collection techniques, data 

augmentation techniques to prevent overfitting, pre-processing of the data, feature 

extraction, proposed ensemble classification method together with a brief summary is 

presented at the end of this chapter. 

Chapter 4 exhibits the experimental setup, step-by-step experimental evaluation of the 

proposed methodology, and necessary empirical discussion of the prosed method’s 

convenience and its effectiveness on a limited dataset. Each of the section is presented in 

detail. A chapter summary is also presented at the end of the chapter. 

Chapter 5 concludes the research study and its achievements. It also presents some 

limitations and recommendations for future work. 
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 CHAPTER 2: LITERATURE REVIEW 

2.1 Introduction 

This chapter begins with the discussion of the prior works of various studies on dental 

impression tray selection from dental arch images. In the subsequent steps, description 

about computer vision, importance of feature selection in computer vision, various feature 

extraction methods, and the reason for choosing hand-crafted feature engineering over 

deep-learning is broadly presented. Additionally, various classification algorithms and 

benefits of ensemble learning methodology were presented as well. Finally, a brief 

summary is presented at the end of the chapter. 

2.2 Prior Works on Dental Impression Tray 

According to the literature analysis, the autonomous identification of dental 

impression trays based on real dental arch images are rarely implemented or described in 

the literature. As far the studies are limited to small program or chart or statistical analysis 

using stone cast images. In details the description of the prior works is described below. 

i. The authors (Yergin et al., 2001) proposed a method for finding a tray 

which best adopts the curvature of the patient automatically for helping 

practitioners. The casts were taken as test objects and the trays were taken 

as reference objects for the experimental purpose. A two-dimensional rigid 

body transformation was used to align the test object with the reference 

object. In a Euclidean space they represented the objects as point sets and 

the Euclidean distance transform was used to evaluate the residual distance 

of the test object to iteratively aligned the reference object. In the 

conclusion they mentioned that their proposed study can be used as a small 

program or chart. It can be concluded from this study that to propose a 
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model or method to work in real-life scenario; a necessary informative 

description such as, how to deploy the model in real life scenario should be 

provided. Furthermore, the study should provide some statistical evaluation 

to describe a conclusive outcome of how their work can deployed in real-

life situation. 

ii. Another two studies have found in the literature related to stock impression 

trays. One of the study by (Rijal et al., 2011) proposed a unique technique 

to represent dental arch shape in relation to stock tray design. They 

proposed a hybrid technique comprising dimension selection, clustering, 

and principal component to represent the shape of the dental arch. In their 

further study, (Rijal et al., 2012) investigated the homogeneity of 3 groups 

of arch shape (representation, clustering, and evaluation changes) and 

suggested 3 groups of multivariate (MV) normal distribution of these 

groups that may be used to probe the arch shape variation issue. The two 

studies seem promising, but their analysis is limited to stone cast images 

rather not utilizing real dental arch images. Besides, the above-mentioned 

studies did not propose any system or workflow demonstrate their work 

according to real-life scenarios. 

From the above-mentioned discussion, it is worth noted that although the proposed 

works seem promising but still several aspects of improvement can be done to further 

improve the studies. However, in the following sections a brief description of computer 

vision, importance of suitable features selection and benefits of multi-feature, together 

with the description of several machine learning and deep-learning algorithms are 

provided. 

Univ
ers

iti 
Mala

ya



11 

2.3 Computer Vision 

Computer vision or image processing is an interdisciplinary scientific field that deals 

with how computers can gain a high-level understanding from digital images or videos. 

Computer vision-based problems appears simple because apparently human level of 

vision (even young children) can trivially identify the object even in the worst scenario. 

For example, identifying a fish in the tank or a fish in the aquarium appears the same 

although several background objects may exist. Nevertheless, it largely remains an 

unsolved problem in the computer vision area because of both the limited understanding 

of biological vision and the complexity of visual perception in a dynamic and nearly 

infinitely varying physical world. Several studies also mentioned that attaining the 

capability of human alike recognition remains a challenge in computer vision (Raith et 

al., 2017). However, progressive advancement in image recognition technology can be 

seen because of non-stop continuous development in this field. This kind of progress 

makes this technology open avenues of opportunity for real-world implementation, such 

as implementing computer vision in the medical image sector. In computer vision, image 

recognition technology is used to identify the instances of the object in the digital images. 

To identify the object properly, it is necessary to define appropriate features, and then 

utilizing the machine learning classification techniques to classify the objects. In simple 

terms, the features can be described as measurable characteristics or feature vectors of 

any object and based on their similarity, the classifier categorizes the features according 

to classes based on their similarity. Therefore, to represent the target object properly, it is 

necessary to find and select suitable features. 

2.4 Feature Extraction and Selection  

A comprehensive survey by (Litjens et al., 2017) shows that promising results have 

been achieved in medical image analysis utilizing computer vision. An example can be 

the 12th IEEE International Symposium on Biomedical Imaging (ISBI 2015), computer-
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automated dental caries detection and X-ray image analysis of cephalometric challenge 

was defined as one of the grand challenges in the dental community. Research led by the 

authors (C.-W. Wang et al., 2016) presented a benchmark of dataset, methods, and results 

of the challenge for further future use of this benchmark. According to the literature, 

broadly the feature extraction methods in computer-vision mainly divided into two broad 

categories: (i) hand-crafted based feature extraction and (ii) deep-learning based feature 

extraction. In the following, the necessary details of the above two methods are provided. 

It is certain that the target image identification is not only restricted to medical image 

analysis but also related to other fields of image analysis as well. Therefore, several 

related areas of computer-vision based studies that can be fit or suitable within this study 

are included in the following section. 

2.4.1 Hand-Crafted Feature Extraction  

In computer-vision hand-crafted feature extraction generally refers extracting the 

significant features from the given image manually. At first, the collected, labelled images 

are pre-processed. Afterwards, the result-oriented features are extracted in order to form 

a master feature vector. Finally, the master feature vector is fed to machine learning 

algorithms to categorize or discriminate into categorizing outputs. In other words, 

features are also known as visual characteristics or visual features (i.e., to give a computer 

proper vision characteristic analogous to a human). Several visual features hold a 

dominant position in various tasks, e.g., bag-of-words is prevalently used in content-

based image retrieval task (Ahmed et al., 2019). Anyway, this study focused on medical 

image-based applications; thus, the visual features that can be or has extensive use in 

medical sectors or another related field should be scrutinized. In computer-vision based 

feature extraction methods, especially in the medical image analysis, several authors 

assured that texture-based feature is considered successful (Mundim et al., 2016; 

Murugappan & Sabeenian, 2019). To illustrate an example, the study by (Talavera et al., 
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2019) finds that while diagnosing skin cancers, essential information can be found while 

investigating the texture information of melanoma. The texture contains different 

discriminative information of the melanoma structure, and this provided great help to 

discriminate the images. The two of the prominent texture-based methods found 

according to the literature are: (a) Haralick features derived from the grey-level-co-

occurrence matrix (GLCM), and (b) local binary pattern (LBP) (Ismail et al., 2019). 

Necessary description of these two popular texture features is described below. 

2.4.1.1 Grey-Level-Co-Occurrence Matrix  

To derive textual features, grey-level-co-occurrence matrix (GLCM) is currently the 

most prevalent statistical method (Zhang et al., 2020). The authors (Haralick et al., 1973) 

proposed GLCM for texture descriptor, and it has been popular texture descriptor because 

of its performance till now. According to (Dempere-Marco et al., 2002) GLCM uses a 

simple tabulation method to show the co-occurrence frequency of the intensity pixel 

values in an image. This technique first uses a spatial co-occurrence matrix that computes 

the relationship of pixel values, and then the second-order statistics will be computed by 

using the matrix (see Figure 2.1).  

 

Figure 2.1: GLCM creation process 
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Typically, the calculation is obtained with the following two parameters: (a) relative 

distance between the pixel pair and (b) their orientation. For illustration, let f(x,y) be a 

two-dimensional digital image with a M*N size and it has Ng grey levels. Then, a 

particular spatial relationship is satisfied from the GLCM matrix: 

���, �� = #{�
�, ���, �

, �
�  ∈ � × �|��
�, ��� = �, ��

, �
� = �} (2.1) 

here, the number of collected elements is indicated by #. It should be noted that the size 

of the matrix P is ��� × ���. Let us assume, d is the Euclidean distance between the 

points �
�, ��� and �

, �
� and the angle between these points is �, then the various 

interval distances and angles of GLCM matrix can be determined as P(i, j, d, �). 

The advantage of GLCM is that it considers the spatial distribution of the intensity of 

the grey level in the neighborhood from an image. After computing the second-order 

statistics, different sets of textual features such as Standard deviation, Entropy, Energy, 

Homogeneity and so on are calculated using the resulting GLCM matrix. 

2.4.1.2 Local Binary Pattern  

Local Binary Pattern (LBP) is another robust greyscale local feature for texture 

classification according to (Kas et al.,2020) that firstly proposed by (Ojala et al., 1994; 

Ojala et al., 1996). It is defined as a greyscale invariant texture operator, derived from a 

general definition of texture in a local neighborhood. It is a simple but efficient method 

commonly used for feature extraction in classification tasks of many computer vision 

applications, including image classification (Nanni et al., 2012), object recognition 

(Heikkila, Pietikainen, & Schmid, 2009). LBP is related to many well-known texture 

analysis operators as illustrated in Figure 2.2. The arrows represent the relations between 

different methods, and the texts beside the arrows summarize the main difference between 

them. It was adopted in the conception of new frameworks to solve image recognition 

problem thanks to its ability to effectively represent facial images. In the objective of 

describing an image based on locality concept, the LBP descriptor labels the pixels value 
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of an image with decimal numbers and describe the local structure around each pixel. An 

overlapping block of 3*3 size is used in LBP, and the centre pixel of the 3*3 overlapping 

block is compared to neighbor pixels, and binary features are extracted (Figure 2.3). 

 

 Figure 2.2: Some earlier texture methods and LBP (Hadid et al., 2015) 

 

Figure 2.3: Three neighborhood examples to describe a texture  

In the above discussion, the importance of the prominent texture feature description is 

provided. However, limitation exists into these methods such as, to properly distinguish 

objects leveraging GLCM method necessary texture information is necessary (Li et al., 

2015) and LBP is unable to capture dominant feature information in large scale structure 

(Ojala et al., 2002). So, extracting only texture information from the target image may 
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not be helpful. Therefore, to describe the meaningful description of an object, other 

necessary visual features extraction is also necessary. 

Investigations of various literature show that shape-based extracted features also 

showed prominent results in medical image analysis (Chatterjee et al., 2019; Kushwaha 

et al., 2018). Shape-based detection method focused mainly on edges and corner of an 

object which is a powerful recipe for accurate object detection. To represent the different 

types of shapes of various objects generally, two group of techniques employed: (a) 

region-based, and (b) contour-based technique. 

2.4.1.3 Region-based Technique  

Region-based methods are applied to the general shapes by representing interior shape 

information. For the region representation, geometric moments (Ahmed et al., 2017), Hu-

moments (Lin et al., 2010), Zernike moments (Shirazi et al., 2016) are leveraged most of 

the cases. A brief description of these methods is described below. 

1. Geometric Moment 

Geometric moments have proven to be an efficient tool for image analysis (Xu 

& Li, 2008). Research on the utilization of moments for object characterization in 

both invariant and noninvariant tasks has received considerable attention in recent 

years (Kushwaha et al., 2018). The term “invariant” is often abused in some 

context, but generally, it refers that whether rotating the target image a little bit the 

value of the main object image and the reference image will be almost same. 

Example of using geometric moments are scene matching, image normalization, 

shape analysis, image retrieval, accurate position detector and many more tasks 

can be found in (Park & Kwon, 2019; Rizon et al., 2006). It is worth noted that to 

describe objects using image moments, segmentation of the object image and to 
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convert it into a binary image is necessary. For a two-dimensional density function 

p(x,y) the (p+q)th order geometrical moments mpq can be defined as: 

��� = � � 
��
�� ���

�� ��
, ���
�� (2.2) 

  

the moments’ sequence can be uniquely determined by p(x,y) if only p(x,y) is a 

piece-wise continuous function and in the x-y plane it has only non-zero values 

(Hu, 1962). 

2. Hu Moment Invariant 

Hu moment invariants (or simply Hu moments) proposed by (Hu, 1962) are a 

set of 7 numbers calculated using central moments that are invariant to image 

transformations. The first six moments have been proved to be invariant to 

translation, scale and rotation and the 7th moment’s sign changes for image 

reflection. These seven moments extensively used in several applications such as 

sign language recognition (Otiniano-Rodriguez et al., 2012), hand gesture 

recognition (Conseil et al., 2007) and many more. These invariant moments are 

defined as a special case of complex moments which almost similar to geometric 

moments. To illustrate an example, let us consider an image as a discrete function 

f(x,y) with x = 0,1,…,L and y = 0,1,….M, then Hu moment can be defined as: 

��� =    �
 + �����
 − ����#
$%&

'
(%&

��
, �� 
(2.3) 

Major drawbacks of these seven moments are that they produce a larger value of 

geometric moments, which eventually led to noise sensitivity and numerical 

instabilities (Kotoulas & Andreadis, 2005). 
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3. Zernike Moments 

From the above discussion, it can be noted that geometric moments and Hu 

moments are pretty much straightforward in their implementation, but they do have 

a large number of disadvantages. The major one is numerical instabilities because 

of their large number of dynamic ranges. Also, in the noisy images, high number 

of inaccurate results also found. To overcome this Teague (Teague, 1980) 

investigated image moments based on complex radial polynomials which resulted 

in new types of moments called Zernike moments. These moments are more robust 

to noise and also rotational invariance. Furthermore, utilizing moment 

normalization, scale and translation invariance can be implemented too. The 

Zernike moment of repetition q, and order p is described as follows: 

)�� = � + 1+   ��
, ��
,

-���., ��
/

 
(2.4) 

2.4.1.4 Contour-based Technique  

The contour-based technique describes shape properties using object outline (contour). 

This descriptor can efficiently describe the shape features if the object characteristics are 

available (Bober, 2001). This contour-based technique has successfully applied in the past 

in various research sectors, such as describing the popular MPEG shape descriptor 

(Bober, 2001). The contour-based technique follows some specific properties such as, 

high variability in an object is expected, which sometimes makes this technique robust to 

noise. According to (Bober, 2001), some important features of this technique are 

described below: 

i. It can distinguish between object shapes which have a similar region in 

pixel distribution. 
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ii. Analogous to human semantical, this method searches shapes in an object; 

however, sometimes little intra-class variability can be ignorable. 

iii. This method is robust to nonrigid deformation in an image. 

iv. Due to perspective transformations, it is robust to the distortions in images 

and videos.  

However, in this study, the geometric moments are leveraged as shape properties 

because they are more robust to rotation, scaling, which is generally required in real-life 

dentistry situation. Anyway, under the above discussion, it can be comprehended that to 

deploy these shape-based methods exploiting the boundary information is important. If 

the boundary information is distorted or unavailable, then deploying these methods is 

quite difficult. In some cases, shapes on several objects may be recognized the same; for 

example, in grey scale image object of different semantic groups may be recognized as 

the same. For example, the shape of a green color apple and a red color apple will be 

recognized the same because of the missing color information. Thus, a crucial finding is 

that sometimes to identifying or distinguishing the objects more specifically exploiting 

the color information along with shape is also necessary. Therefore, it is required to fuse 

color with shape to distinguish similar types of objects. In the next section, the importance 

of color features in computer vision is described. 

2.4.1.5 Color Features  

The human eye can distinctly recognize the color of an object. In computer vision, to 

visualize the object for extracting fundamental information and reveal spatial 

information, proper color analysis is necessary. Furthermore, by adding the spatial color 

information to the feature vectors can increase the object identification accuracy. Thus, 

in medical image analysis color features are also analyzed; for example, (Ali et al., 2020) 

used color features for detecting gastric abnormalities. For accurate object detection, 
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incorporating the color of an object boundary alongside the shape is a powerful method. 

At the different axes of an image contains the same color information; therefore, spatial 

coefficients possess an important object attribute. For color processing, it is important to 

select an adequate mathematical representation of color, such that all the features of color 

can be processed independently; basically, the most important features of color are 

intensity and chromaticity (Gonzales & Woods, 2002). Numerous color spaces are in the 

literature to represent color; selecting a color space depends on its characteristics. To ease 

the specification of colors within a three-dimensional coordination system or forming a 

subspace of the system where a unique point represents every color it is necessary to 

analyze the color space. In the literature, the color spaces for color image processing are 

the following: HSV (hue, saturation, value), RGB (red, green, blue), HSI (hue, saturation, 

intensity), YUV, L*u*v, L*a*b, YCbCr (Garcia-Lamont et al., 2018). However, in this 

study, three color space have been utilized, i.e., RGB, HSV and L*a*b. Description of 

each of these three color space is described below. 

1. RGB Space 

In this color space, every color is represented with the spectral components of 

red, green and blue. Initially, it was founded for the television technology, 

however, from digital cameras, scanners, computers to image storage, this color 

space is widely used. Almost all image processing software and graphics employ 

this model. The addition of the three individual components of color rays are 

considered as base of the block color. The values of each component correspond a 

point within the cube, but usually, the range are normalized to [0,1]; hence, space 

color is represented in a cube as shown in Figure 2.4.  
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Figure 2.4: RGB color space 

2. HSV Space 

The HSV (Hue, Saturation, Value) model, also known as HSB (Hue, Saturation, 

Brightness), is another popular color space. It is a non-linear transformation of the 

RGB color space and may be used in color progressions. The HSV model is 

commonly used in computer graphic applications. In this way the HSV often the 

color wheel is used. In the wheel, the hue is represented by a circular region; a 

separate triangular region may be used to represent saturation and value (Figure 

2.5).  

 

Figure 2.5: HSV color space 
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It is worth noting that for colors black, white and grey, the hue parameter is 

undefined. These colors are considered singularities within this color space 

because they do not have a specific chromaticity. 

3. L*a*b Space 

The CIELAB color space (also known as CIE L*a*b) is developed considering 

linearizing the tonality changes and is designed to approximate human vision. 

Three variables defined the colors, i.e., intensity represented by L* and tonality 

components are represented by a* and b*. The location of the colors is different, 

but the space is similar to the RGB space (see Figure 2.6). The non-linear relations 

for L*, a*, and b* are intended to mimic the non-linear response of the eye. The 

relative perceptual differences between any two colors in this space can be 

approximate by treating each color point in a three-dimensional space and counting 

the Euclidean distance between them.  

 

Figure 2.6: L*a*b color space  

In this study, the above three color spaces were leveraged to describe the color of the 

maxillary arch object. The spatial color coefficients, along with shape attributes, can 
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distinguish and recognize objects from a versatile image category (Ahmed et al., 2019). 

Anyway, the major drawback of leveraging color features is that excessive color 

information is necessary for the visual perception of any object, and this drawback means 

sometimes using only, the color features makes it difficult to discriminate the object. An 

interesting point to note is that in certain scenarios, combination of shape with color 

features (Ahmed et al., 2019), combination of shape with texture features (Bagri & Johari, 

2015), combination of color with texture (Barata et al.,2013) and combination of color, 

texture alongside shape features proved to be very efficient in elevating the classification 

performance (Tajeddin & Asl, 2018). For example, (Tyas et al., 2020) used morphological 

shape, texture and color features with multilayer perceptron neural network for 

erythrocyte classification in thalassemia cases; (Liu et al., 2019) utilized color and shape 

features for detection of apple fruits which even outperformed the region-based 

convolutional neural network. Therefore, it is necessary to find which set of features to 

choose and combine to increase the classification performance. 

The comprehensive discussion above shows that selecting suitable feature sets plays a 

crucial role in describing an object properly. Only extracting a single set of feature set 

may not be enough to describe the maxillary arch image. As discussed, color and shape 

mimic the similar object of different categories, and the texture information distinguishes 

the object. Therefore, color in spatial coefficients, shape attributes and texture values in 

integration recognize complex and overlay objects from versatile image groups. Also, it 

is crucial to state that in real-life dentistry situation, various blurred, rotated and noisy 

image may be created. Thus, to describe the maxillary arch image properly, multiple set 

of features is necessary. In the next section, description of deep-learning algorithms and 

their application in computer vision is described. 
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2.4.2 Deep Learning Algorithms  

In recent years, several scholars have turned to deep-learning algorithms because of 

their high accuracy and robustness. The primary advantage of deep-learning algorithms 

is that it incorporates the feature engineering step into its learning process (Dimitropoulos 

et al., 2017; Kowal et al., 2013; Spanhol et al., 2015). Thus, the burden of the human 

expert is shifted toward the machine. In addition, least domain knowledge is required in 

deep-learning approaches as compared to traditional approaches. The popular deep-

learning algorithms, according to the literature, is described below. 

2.4.2.1 Artificial Neural Network  

Artificial neural network has increasingly gained attention in several fields of 

computational areas where computation is complex or/and intensive computation is 

required. Artificial neural network has shown promising results in medical image 

analysis, for example, detection of cardiac imaging (Mannil et al., 2020), diabetic 

retinopathy detection (Smitha et al., 2018) and so on. Mathematically, artificial neural 

network can be view as a function F: u  v; Here, u = [u1, u2, … uno] is the input and 

the output is v = [v1, v2, …vn0]. In Figure 2.7, a details description is given. It is actually 

a series of artificial neurons, where a weighted sum operation is performed on the input. 

Finally, to produce an output, an activation function of a weighted sum is performed. One 

of the prominent examples of artificial neural network architecture is feed-forward neural 

network; where only the forward direction information moves (i.e., via N-1 hidden layer, 

from the input nodes to the output nodes). 

2.4.2.2 Multilayer Perceptron Neural Network  

Multilayer perceptron (MLP) neural network (NN) is a class of feed-forward neural 

network or a special case of artificial neural network composed of multiple layers of 

perceptron (with threshold activation). It is also called second-generation neural network 
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or shallow neural network and commonly has 1 hidden layer (≤ 2 hidden layers). MLP 

NN utilize supervised learning technique together with threshold activation. The 

difference can be observed between an MLP and a linear perceptron because of its 

multiple layers and non-linear activation. MLP NN is also shown promising results in 

medical vision sectors, for example, (Avuclu & Basciftci, 2019) used image processing 

techniques with MLP NN to determine age and gender by examining teeth, and bone 

structures, (Cervantes-Sanchez et al., 2019) used Gaussian filters and Gabor filters 

together with MLP NN to automate the segmentation of Coronary arteries etc. 

 

Figure 2.7: An artificial neuron (a); An artificial neural network (b) 

 

Figure 2.8: One hidden layer MLP (Khishe & Mosavi, 2020) 
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A three-layer MLP is shown in Figure 2.8. Here, n defined the number of input nodes, 

h defined the number of hidden layers and m defined the number of output nodes. Trial 

and error method is usually used to determine the architecture of MLP NN (Avuclu & 

Basciftci, 2018,2019). 

2.4.2.3 Convolutional Neural Network  

Convolutional neural network (CNN) is a class of deep neural networks, most 

commonly used for image segmentation and classification (Shen et al., 2017). From the 

sample images, CNN can extract features automatically and does not depend on 

handcrafted feature extraction. CNN used in medical image analysis for automatic 

classification of peripheral blood cells (Acevedo et al., 2019), region extraction and 

classification of skin cancer (Saba et al., 2019), detection of medical text semantic 

similarity (Zheng et al., 2019) and so on. The organization of human visual cortex inspired 

it and the connectivity pattern is also analogous to the connectivity pattern of human 

brain. In order to train and test through CNN, each input image will pass through a series 

of convolutional layers with filters also knows as kernels, pooling, and fully connected 

layers. Finally, to classify or recognize object according to the category, SoftMax function 

is used with probabilistic values (either 0 or 1). In the following figure (see Figure 2.9) a 

complete procedure of CNN is illustrated to show how CNN can process the input image 

and classifies the images between values. The first convolution layer will filter the fixed-

size input images with suitable kernel size and obtain the output. 

Conv5�i, j� =   W5,9�u, v�
;,<

. input@�i − u, j − v� + b5,9 
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Figure 2.9: Many layers of convolution neural network (Naranjo-Torres et al., 

2020) 

Here, W5,9 denotes the kth kernel and b5,9 denotes the bias of the kth kernel. The output 

of the first convolution layer is connected with a max-pooling layer. Further, the second 

and third max-pooling/convolutional layer are connected to one another until reaching the 

desired output size. The fully connected layer neurons are the desired deep features.  

From the above discussion, it can be observed that deep-learning algorithms in various 

medical image sectors showed promising results. Thus, one can conclude that utilizing 

deep-learning algorithms in medical image analysis is like holy water. However, several 

drawbacks exist for deploying these algorithms. For example, these algorithms require a 

massive amount of labelled image data for training. Collecting and labelling these 

massive data requires a great amount of time and labor cost. To give an instance, the 

authors (Acevedo et al., 2019) utilized a dataset of 17,092 images for the recognition of 

peripheral blood cell images. These massive amounts of image collection were done by 

Biomedic Diagnostic Centre using the CellaVision DM96 analyzer. Again, to train those 
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massive images, better hardware requirement is needed. For instance, the same authors 

utilized Nvidia Titan XP Graphics Processing Unit, which almost cost 4,000 MYR 

according to (Shopee Malaysia, n.d.). In scholarly areas, amassing these amounts of 

massive data together with the computational resources is quite a challenge. These issues 

create hurdles to deploy these algorithms. In some cases, traditional methods even 

outperformed deep learning algorithms too. For example, to detect apple fruits in real-life 

scenario the authors (Liu et al., 2019) utilized color and shape features which even 

outperformed the region-based CNN. As a result, scholars still relied on traditional 

methods that made of hand-crafted image features and machine learning classifiers (Liu 

et al., 2019; Qiao et al., 2019). 

2.5 Classification Algorithms and Benefits of Ensemble Learning  

Classification algorithms play a major in compute vision. The intent of the 

classification process is to categorize all pixels in a digital image into varieties of classes 

or “themes”. In digital image analysis, perhaps classification is the most important part. 

In digital image analysis, after extracting the suitable features, perhaps classification is 

the crucial task. A suitable classification algorithm and a sufficient number of training 

samples are prerequisites for a successful classification (Lu & Weng, 2007). In machine 

learning, classification algorithms are the part of supervised learning tasks, i.e., to identify 

examples of the information classes of interest in the image. Sometimes, these are referred 

to as “training site”. The opposite part of supervised learning is unsupervised learning 

which examines a large number of unknown pixels and divides into a number of classes 

based on natural grouping present in the image values. However, this study focused on 

the supervised classification task. Several classification algorithms such as k-nearest 

neighbor (KNN) (Balasubramanian et al., 2018), support vector machine (SVM) (de 

Sousa Costa et al., 2018), random forest (RF) (He et al., 2019) along with others are 

leveraged in image classification problems. Anyway, it is not possible to leverage all 
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aspects of the classification algorithms; thus, in this study based on the literature analysis, 

five classification algorithms were chosen. These classification algorithms have shown 

their establish performance and efficacy in image recognition problems tasks. In the 

following brief description of these classification algorithms is given. 

2.5.1 K-Nearest Neighbor  

K-Nearest Neighbor (K-NN) is one of the most widely used classifiers in image 

recognition problems (Ismail et al., 2018). K-NN classifier is an instance-based learning 

classifier where the hypothesis is constructed directly from training instances. The K-NN 

classifier is simple and easy to implement for classification. K-NN classifies an object by 

referring to the feature similarity where the object is assigned to the class based on the 

majority vote among its k nearest neighbor (Figure 2.10). Here, the k value is typically a 

small positive integer.  

 

Figure 2.10: K-NN classification criteria 

2.5.2 Support Vector Machine  

The support vector machine (SVM) is another high-performance classification 

algorithm and is widely praised in many image classifications tasks (Attamimi et al., 

2013; Auria & Moro, 2008; Ozkan et al., 2015). SVM generally follows the maximum 
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margin hyperplane rule for dividing data and linearly classifies the data (Figure 2.11). 

However, when the data is not linearly separable, ‘kernel trick’ is applied to create non-

linear classifiers for maximum-margin hyperplanes (1 from reference folder). Some 

common kernels include: 

i. Homogenous (polynomial kernel) 

ii. Inhomogeneous (polynomial kernel) 

iii. Gaussian radial basis function 

iv. Hyperbolic tangent 

The kernel is the transformation by any suitable equations. The effectiveness of SVM 

depends on the selection of kernel, the kernel’s parameters, and soft margin parameter C. 

 

Figure 2.11: Maximum margin hyperplane rule (Pisner & Schnyer, 2020) 

2.5.3 Random Forest  

Random forest is another prominent classifier, which can predict the class of input, 

and select the most important features by providing feature importance (i.e. the input 

vector) (He et al., 2019). As the name implies, Random Forest consists of a large number 
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of individual decision trees, that operates as an ensemble. Using a bootstrap sample of 

training data, each tree is finally constructed. This kind of voting mechanism for a large 

number of decision trees can easily generate training models with a small amount of 

training data, fast training, less manual intervention, and robustness to noise data and data 

with missing values, and thus improves the prediction accuracy of the model (Figure 

2.12). 

 

Figure 2.12: Random forest (RF) model making a prediction (Belgiu & Dragut, 

2016) 

2.5.4 Gradient Boosting Classifier  

Boosting is a general method for improving the performance of any given learning 

algorithm (Borges & Neves, 2020). Boosting classification strategy is the process of 

combining many weak learning classification algorithms with limited predictive ability 

into a single more robust classifier capable of producing better prediction of a target. 
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Gradient boosting (GB) builds an additive model, following a forward stage-wise fashion; 

and finally allows optimization of arbitrary differentiable loss functions (Hastie et al., 

2009) (Figure 2.13). A special case is a binary classification where a single regression 

tree is included. 

 

Figure 2.13: Gradient Boosting Classification criteria (Zhang et al., 2018) 

2.5.5 eXtreme Gradient Boosting  

eXtreme gradient boosting (XGboost) is another implementation of gradient boosting 

concept but follows a more regularized model formalization to control over-fitting, 

evidently give it a better performance (Tahmassebi et al., 2019). In a large number of 

competitions, for example, in Kaggle community it shows predominant results in many 

machine learning tasks (e.g., classification or regression). XGboost also follows the 

ensemble learning method where the output result is a single model which eventually 

came from an aggregated weighted output from several models (Figure 2.14). Contrast to 
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RF, where trees are grown to their maximum extent; boosting makes use of trees with 

fewer splits. Generally, researchers agree that compared to other gradient boosting 

algorithms XGboost works faster (Tahmassebi et al., 2019). 

 

Figure 2.14: Weighted aggregation of several models (Tahmassebi et al., 2019)  

The above discussed five classification algorithms have been used for classification 

tasks in this study. Each classification algorithms have their merits and demerits, for 

example, SVM could simplify calculations and avoid the problems of overfitting on non-

linear and high-dimensional data features (Qiao et al., 2019), whereas K-NN is based on 

the majority vote that classifies through calculating the distance between data. The 

distance of the data from different classes may be similar, which may increase 

misclassification (Duneja & Puyalnithi, 2017). In contrast with the single algorithms, 

ensemble learning methods attain better predictive performance by utilizing multiple 

learning algorithms than what could be obtained from any of the individual learning 

algorithms alone (the learning algorithm can be either classification or regression). 

Therefore, in this study, ensemble classification methodology is leveraged to enhance the 
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classification performance. Anyway, in the next section, various ensemble methodology 

is described in detail. 

2.6 Ensemble Method  

Ensemble methods use multiple learning algorithms to gain better predictive 

performance which could be obtained from any single learning algorithm alone (Opitz & 

Maclin, 1999; Polikar, 2006; Rokach, 2010). The learning algorithms can be either 

classification or regression-based algorithms. To make a good prediction from a particular 

problem, supervised learning algorithms perform the task through a hypothesis space 

(Blockeel, 2011). Ensemble methods also are a class of supervised learning algorithms 

because they need to be trained and make a prediction from the data. Therefore, a single 

hypothesis is represented through the trained ensemble. If there is a significant diversity 

among the models; then ensemble methods tend to yield better predictive results 

(Kuncheva & Whitaker, 2003; Sollich & Krogh, 1996). To set up ensemble learning 

methods, it is necessary to set up the base models to be aggregated. The base models 

sometimes called weak learners. Most of the time, these basic models perform not so well 

by themselves either because they have a high bias (e.g., low degree of freedom models) 

or they have too much variance to be robust (e.g., a high degree of freedom models). 

Then, the idea of ensemble methods is to reduce bias and/or variance of such weak 

learners by combining several of them together in order to create a strong learner that 

evidently achieves better predictive performance (Figure 2.15). In the following brief 

discussion of several ensemble methods are described below.   
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Figure 2.15: Weak learners can be combined to build a better predictive model 

2.6.1 Bagging  

Bagging (stands for Bootstrap Aggregating) is one of the popular methods of ensemble 

methods which generate additional data in the training stage and decrease the variance of 

a learning model by producing random sampling in the original set by replacing the 

original set. In the new dataset, every element has the probability to appear again. It 

narrowly tunes the prediction to reach an expected outcome by decreasing the variance 
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(Bryll et al., 2003). An example can be the decision tree model which tend to have a high 

variance. Therefore, bagging is applied to it, and the prominent example is the random 

forest which uses over-bagging (Panov & Džeroski, 2007). 

2.6.2 Boosting 

Boosting is another general ensemble method that creates a strong classifier from a 

number of weak classifiers. The term ‘Boosting’ refers to a family of algorithms that 

convert a number of weak learners to a strong learner. The multiple learner’s data samples 

create weight at each point of the iteration and create new sets more often. A higher 

weight is assigned to the learner with good prediction result. A successful boosting 

algorithm example is AdaBoost for binary classification (Domingo & Watanabe, 2000). 

With bagging the average of each individual model is creates. Instead in boosting, a new 

model is created, and the new base-learner model is trained (updated) from the errors of 

the previous learners. 

2.6.3 Stacking 

Stacking is an ensemble learning technique that combines multiple classification or 

regression models via a meta-classifier or a meta-regressor. From the complete training 

set, the base level learning model (or weak learning) model was trained, and finally, the 

meta-model is trained on the outputs of the learning model (base model) as features. 

Heterogenous characteristics often observed in stacking ensemble learning model 

because the base learning algorithms mostly consists of various learning algorithms (Y. 

Wang et al., 2019).  

2.6.4 Voting and Averaging 

Voting and averaging two of the easiest ensemble methods. They are easy to 

understand and implement and most used by researchers according to (Hosni et al., 2019). 

For classification tasks voting is used, and averaging is used for regression task. From the 
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training dataset, multiple learning models (i.e., classification) is created, and like an 

electoral system prediction on a new data point is made based on various voting scheme. 

The above-discussed ensemble methodologies have been widely reported in the 

literature. As voting ensemble methodologies mostly used by researchers according to 

(Hosni et al., 2019) thus, the voting ensemble methodology is leveraged in this study. 

2.7 Chapter Summary  

As presented in the above comprehensive discussion, none of the studies focused on 

selecting an appropriate dental impression tray in real-life scenario using computer vision 

to the best extent of my knowledge. Moreover, the selection of impression tray from 

maxillary arches consists of the objects’ changeability, background interference, and 

shortage of prior knowledge. It is observable that color, texture, and shape features show 

promising results in different fields of computer vision problems along with medical 

image analysis, as previously discussed. Thus, in this study, these features are chosen to 

describe the maxillary arch images. The limited number of features cannot precisely 

express these maxillary arch images, and the efficiency and stability of the classification 

algorithms should be preferentially considered as well. Therefore, an investigation of 

fusing multiple sets of features was done to elevate the classification accuracy for 

selecting appropriate impression tray. Also, to decrease the variance, bias error and to 

improve classification rate an ensemble classifier is leveraged combining the best 

classifiers using soft voting approach. In the next chapter, the proposed research method 

of this study is presented.  
Univ

ers
iti 

Mala
ya



38 

 CHAPTER 3: RESEARCH METHODOLOGY 

3.1 Introduction 

This chapter portrays the detailed research methodology to design the proposed vision-

based dental impression tray, selection model. At first, a block representation of the 

proposed method is given to briefly summarize the workflow. Subsequently, explanation 

of each section from the block is discussed in detail. Finally, a summary of this chapter 

is described as well at the end of the chapter. 

3.2 Proposed Method 

The complete research methodology to design the proposed vision-based dental 

impression tray classification model is described in this section. In Figure 3.1, a block 

representation for the proposed dental impression tray classification model from 

maxillary arch images is presented. Five main phases generally comprised for the 

proposed study: (i) acquisition of the image data, (ii) data augmentation, (iii) getting 

region of interest from the image, (iv) extracting discriminative features and (v) 

evaluating the classification algorithms and designing the ensemble classifier. For, image 

data acquisition of the data, 52 patients’ have been arranged by taking ethical approval 

from SEGi University, and their maxillary arch image data have been acquired. After that 

data augmentation was performed to improve the generalization ability of the training 

data and to avoid overfitting issue. To get the region of interest (ROI) from the maxillary 

arch images, several tasks were performed. Through various feature extraction methods, 

several discriminative and informative features were extracted from the maxillary arch 

images. In the fifth phase, five classification algorithms were examined and from the 

classification algorithms results, an ensemble classifier was designed. Detailed working 

explanation of the all the steps as mentioned above are described in the subsequent sub-

sections.  
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Figure 3.1: Block representation of the proposed method 
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3.2.1 Image Acquisition 

In this study, the input data is the maxillary arch images from real-life patients. To 

obtain the data, ethical approval was taken by the SEGi University Oral Health Centre 

Medical Ethics Committee (SEGi EC/SR/FoD/2019-20/12). In the consent sheets, 

participants received all the necessary information related to the study and signature was 

taken before the data collection started. 

Randomly selected male and female members were selected randomly among walk-in 

patients of the SEGi oral health centre. The patients’ ages generally range from 16-40. 

Among the patients, some of them had orthodontic treatment history too. The dentist and 

manufacturer suggested four sizes of impression trays (Daniel Kurten, Germany) which 

came from four different sizes: small (S), medium (M), large (L) and extra-large (XL). 

Several brands of stock impression trays were compared in dimensions with numerous 

stock impression tray brands; but only a slight difference in dimensions were observed. 

Therefore, four sizes of Kurten brand trays were decided for the experiment according to 

a dentist’s advice. Each of the four impression trays were matched to fit the maxillary 

image of each of the participants. On the images no modification in dimension or scale 

were made. Standardize image setting was checked by superimposing the raw images of 

the both the tray and arch with calibration reference. Following this process, 52 maxillary 

occlusal images were collected, using intraoral dental photography mirrors (OEM 

rhodium coated glass photography mirror, China) and DSLR camera kit with dental 

photography equipment (Nikon D5600, 85mm micro lens and R1C1 speedlight system 

from Nikon Japan). Among the selected cases several tooth deformations images such as 

crooked teeth, buccal defect, braces, and dental caries was present. Description of these 

defects are described below. 
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i) Crooked Teeth 

In children and adult, having misaligned teeth, also known as crooked teeth, are 

very common. Several reasons are there for having a crooked tooth such as the 

prolonged habit of sucking thumb, jaw size, which causes the teeth to become 

crooked (Figure 3.2-a). 

ii) Buccal Defect 

The buccal defect causes to grow too many teeth’s in the mouth. Sometimes 

these extra teeth are called supernumerary teeth (Figure 3.2-b). In the curved areas 

of a person’s jaw, it can develop quickly at birth. 

iii) Dental Braces 

Dental braces, also known as orthodontic cases, cases or braces are some kind 

of devices used in orthodontics that align and straight teeth to help improve 

patients’ oral structure (Figure 3.2-c). 

iv) Dental Caries 

Dental caries (tooth decay) damage teeth that can happen when bacteria in the 

mouth make some kind of acids that attack the enamel or surface which eventually 

leads to a small hole in the teeth (also known as cavity) (Figure 3.2-d). If left 

untreated, it can cause severe pain, infection, and even tooth loss as well. 

 

Figure 3.2: Selected occlusal images for various maxillary arches: (a) crooked 

teeth; (b) buccal defect; (c) dental braces; (d) dental caries  

Univ
ers

iti 
Mala

ya



42 

Anyway, the selected 52 patients’ images are split into training set (70%) and test set 

(30%) by random sampling method. In this way, 36 images were used for training and 16 

images for testing. The images have various resolution, and the format is JPG. The link 

of the dataset can be found in Appendix B. 

3.2.2 Image Augmentation 

To create a proper model amassing large amount of data is necessary. It is obvious that 

building a huge data set for training is beyond the capacity of most global research 

agencies, especially in the scholarly area. Most of the researchers leveraged popular 

benchmark datasets to verify their proposed methodology. However, to the best of our 

knowledge there is no publicly available maxillary arch image dataset found in the 

literature. For this study, the training dataset consists of 36 images which may not be 

enough to create a proper model. Possibility lies of overfitting issue (i.e., from the limited 

training dataset the model will learn too much) or underfitting issue (i.e., the model cannot 

capture the underlying trend from the limited training data). Furthermore, to train deep-

learning algorithms; for example, training CNN from scratch requires a large amount of 

labelled data to avoid overfitting issue (Krizhevsky et al., 2012). A possible solution is to 

use image data augmentation to artificially expand the size of the training data by creating 

modified versions of images in the dataset. This will eventually improve the 

generalization ability and robustness of the model (Ding et al., 2016). Random 

combinations of sigmoid correction, blurring, adjusted gamma, different angle rotation 

was used to augment the training data. It is possible that in the natural dentistry 

environment, different illumination may create in the images depending on the light 

sources. Thus, to make to model more robust to this scenario, different illumination of 

images was added, and rotated images are included considering the rotation of the images 

taken by dentists. Following (Table 3.1) the description of original images and rotated 

images were given.  
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Table 3.1: Descriptions of the original images and augmented images 

Tray Original Images Augmented Images 

Tray 1 (XL) 4 40 

Tray 2 (L) 8 80 

Tray 3 (M) 14 140 

Tray 4 (S) 10 100 

Total 36 360 

 

3.2.3 Getting Region of Interest 

This stage includes to get the region of interest (ROI) from the maxillary arch image. 

A thorough investigation has been performed to get the ROI. (Dhivyaa & Vijayakumar, 

2019) used K-means clustering algorithm for coarse segmentation which resulted better 

accuracy. Hence, K-means clustering is utilized for segmentation purpose. The other 

phases are detailed in Table 3.2. Morphological shape features from contour shows better 

visual representation of an image (Madian et al., 2019). The shape features such as area, 

perimeter, aspect ratio and so on are extracted from the final resultant binary images. 

Anyway, the texture properties are extracted from the greyscale images. Finally, color 

properties are extracted from the color images. In the case of color and texture feature 

extraction both the direct input image and the K-means segmented images are used (the 

code can be found in Appendix A). 
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Table 3.2: Proposed algorithm for getting ROI 

 

From the file take input color image (rgb) 

 

 

 

# Perform image segmentation (K-means clustering)  

From the image matrix, compute necessary clusters Ki [i=1 to n] as 

long as the convergence criteria met. 

# K= 9 is the final cluster  

Calculate the within sum of squares(wss) 

wss is the curve plot 

plot bend is the appropriate number of clusters 

# it is better to convert into L*a*b color space for better visualization 

 

 

 

Mean shift filtering for image enhancement 

Initialize m=1 and �B = 
C 

Compute �BD� = 1 EB ∑ 
G(H∈IJ�KL�M , m← � + 1 till convergence 

Assign 
C = 
CO, �PQRST  

 

 

 

Greyscale (gs) conversion from the rgb image 

gs = r*0.299 + g*0.587 + b*0.114 

 

 

Obtain the threshold image < UV  

# UV from the Otsu’s method determine the best threshold 

By employing morphological operation dilate and erode the binary 

image 

From the binary image select the ROI 

 

 

3.2.4 Feature Extraction 

In this stage, several sets of discriminative and informative features are extracted. In 

the following subsections, the details of the feature extraction phases are described. 

3.2.4.1 Color Features 

The surface of the object in an image can be described by global feature. Many 

researchers used color features which is a global feature to achieve this purpose (Chen et 

al., 2019; Souaidi & El Ansari, 2019). The statistical calculations of mean (μ) and 

standard deviation (σ), kurtosis (W), and skewness (�) are extracted from each plane of 
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the three different color spaces as described in Chapter 2. The statistical formulas are 

defined as follows: 

X = 1/�Z��   �($
[
$%�

'
(%�  

\ = ]1 �Z��   ^�($ − X�
_[
$%�

'
(%�M `� 
⁄  

� = ]  ^�($ − X_b[
$%�

'
(%� ` �Z�\b�M  

W = ]]  ^�($ − X_c[
$%�

'
(%� ` �Z�\c�M ` − 3 

(3.1) 

 

(3.2) 

 

(3.3) 

 

 

(3.4) 

 

here, �($  is the value of color on row y and column x and, L and M are the dimension of 

the image. 

In addition, color histogram feature descriptors from the three color spaces were also 

considered. Color histogram is the distribution of colors in an image (Chen et al., 2019). 

Following a statistical calculation, it represents an estimate of an underlying continuous 

distribution of the color values. The color histogram may also be represented and 

displayed as a smooth function defined over the color space that approximates the pixel 

counts. Color histogram are flexible constructs that can be built from three color spaces 

such as RGB, HSV, L*a*b. A color histogram can be N-dimensional of an image and 

regarding the spatial location of colors the main focus is only on the proportion of the 

number of different types of colors. In case of two-dimensional color histogram, a two-

dimensional array is followed whereas in three-dimensional color space three-

dimensional array is followed. For images represented in the two-dimensional domain, 

the intensity histogram can be generated in continuous data as follows: 
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Let, � ∈ Z��eR� in the Lebesgue space, and the cumulative histogram H can be defined 

as: 

H(f)(y) = X{
: ��
� ≤ �} (3.5) 

here, the Lebesgue measure of sets is X. H(f) is the real function. The derivative can be 

defined as the non-cumulative histogram. 

ℎ��� = h���′ (3.6) 

3.2.4.2 Texture Features 

There are many methods for textual feature extraction. However, as described in the 

literature review, this study is leveraging two of the popular methods: GLCM and LBP. 

The GLCM matrix of each image is generated and from the matrix 13 textual features 

such as energy, entropy, contrast, correlation, difference variance, information measures 

of correlation, as proposed by Haralick (Haralick et al., 1973). For simplicity, only the 

major set of Haralick features are described below. To learn more details about the other 

set one can refer to (Dhruv et al., 2019). Anyway, the physical meaning of the above-

discussed texture features and the calculation formulas are described below. 

i. Energy 

The uniformity of the image grey level distribution is measured by energy. Near 

the main diagonal, the distribution elements of the GLCM are concentrated, and 

the level distribution in the local area is relatively uniform, and related angular 

second moment values are relatively large. The angular second moment value is 

smaller if the values of the symbiosis matrix are equal. It is also an indication that 

with regular changes, the current texture is a stable texture. The formula of energy 

defined as: 

jEklmn. opqrE� �r�pEs =   {��
, �}

$(

 (3.7) 
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here, the normalized grey-tone is the (x,y)th entry in p(x,y) dependence matrix. 

ii. Entropy 

The randomness of the grey distribution and the amount of information of an 

image is measured by entropy, which represents the complexity of texture in any 

image. The more complex the texture, the higher the entropy will be. Reciprocally, 

smaller entropy is seen on the image having more uniform greyscale. The formula 

is defined by: 

tEs.r�� = −   ��
, �� ln^��
, ��_
$(

 (3.8) 

here, the normalized grey-tone is the (x,y)th entry in p(x,y) dependence matrix. 

iii. Variance 

In the texture, the degree of regularity reflects by variance. A relatively smaller 

value of variance is observed if the texture is messy and hard to describe; whereas 

relatively large value is observed if the regularity is easy to describe and strong. 

The formula is: 

vn.�nEqp =    �
 − l�

$

��
, ��
(

 (3.9) 

here, the normalized grey-tone is the (x,y)th entry in p(x,y) dependence matrix. The 

dependence matrix mean is l. 
iv. Contrast 

The total amount of grey level changes in any part of an image is reflected by 

contrast. In an image, the contrast will be larger if the local pixel pairs’ grey level 

difference is larger and clearer visual effect of the image is observed. 

Consequently, the texture’s furrow depths also manifested by contrast. The deeper 
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the groove of the texture, the greater the contrast will be and the sharper the image. 

However, groove grain shallow will be less, and the image will appear fuzzier if 

the ratio is small. The contrast formula is given by: 

wrEs.nos =    ��
, ��
$(

�
 − ��
 
(3.10) 

here, the normalized grey-tone is the (x,y)th entry in p(x,y) dependence matrix. 

v. Correlation 

In the direction of the row and column, the similarity degree of the grey level 

of an image is measured by correlation. Hence, the size of the values reflects 

greatly in measuring the local grey level correlation. The biggest value determines 

the bigger correlation value. 

wr..pmns�rE =    ��
, ��
$

�
 − lG�^� − lC_\G\C(
 

(3.11) 

here, the normalized grey-tone is the (x,y)th entry in p(x,y) dependence matrix. The 

standard deviation of �G , �C are lG, lC, \G, \C. 
vi. Sum Entropy 

The grey level sum distribution of an image is measured by sum entropy. 

xl� tEs.r�� =  �y =  −  �GDC�
�

#z

G%

log {�(D$���} (3.12) 

here, the normalized grey-tone is the (x,y)th entry in p(x,y) dependence matrix. 

vii. Sum Average 

In an image, the mean of the grey level sum distribution is measured by sum 

average. 
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xl� j|p.nkp =   


#z

(%

�GDC�
�    

(3.13) 

�(D$�}� =    ��
, ��
#z

(%�

#z

(%�
    

(3.14) 

here, the normalized grey-tone is the (x,y)th entry in p(x,y) dependence matrix. 

viii. Sum variance 

To measure the dispersion (regarding to the closest mean) of the grey level sum 

distribution of an image sum variance is used. 

xl� vn.�nEqp =   �
 − �y�
�(D$�
�

#z

G%

 (3.15) 

here, the normalized grey-tone is the (x,y)th entry in p(x,y) dependence matrix. The 

distinct grey levels in the image is Ng. 

ix. Difference Variance 

It is the measure of heterogeneity which places on the differing intensity level 

pairs that usually deviate from the mean.  

~���p.pEqp |n.�nEqp =   �
 − ��&�
�G�C�
�

#z

(%

 (3.16) 

here, the normalized grey-tone is the (x,y)th entry in p(x,y) dependence matrix. The 

distinct grey levels in the image is Ng. 

x. Difference entropy 

The disorder related grey level difference distribution of an image is measured 

by difference entropy. 
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~���p.pEqp pEs.r�� =  ��& = −  �G�C�
�mrk��G�C�
��
#z��

(%&
 (3.17) 

here, the normalized grey-tone is the (x,y)th entry in p(x,y) dependence matrix. 

xi. Maximal Correlation Coefficient (MCC) 

�n
��nm wr..pmns�rE wrp���q�Eps
= �sℎp opqrE� mn.kps � p�kpE|nmlp 

(3.18) 

��
, �� =  ��
, }����, }��(����$�}��%

 (3.19) 

here, the normalized grey-tone is the (x,y)th entry in p(x,y) dependence matrix.    

3.2.4.3 Local Binary Pattern  

Another popular technique to describe texture information is local binary pattern 

(LBP) by estimating the neighborhood pixels of an image (Khan et al., 2019). Let U��
, �� 

be a greyscale image with a dimension of L × M and �
, �� denotes the position of pixels 

in the image. Given a central pixel �P, and the correspondence neighboring pixel �R; then, 

the LBP is calculated as follows (Ojala et al., 2002): 

��U��R,T =   �R��
R%& ��R − �P�2R (3.21) 

here, ��
� = �1, 
 ≥ 00, 
 < 0, and n and r denote the neighboring pixel and radius of the 

neighborhood, respectively. 

3.2.4.4 Shape Features 

To describe a meaningful insight of any object’s shape; contour and morphological 

shape features are widely used. In medical image analysis, numerous studies can be seen 

leveraging contour and morphological shape features (Madian et al., 2019). Image 

contouring is the process of identifying structural outlines of objects in an image which 
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in turn help to identify shape of the object. In computer vision, contours are designed 

using edges with an identity, geometrical perimeters and are continuous. In computer 

vision, an edge in an image is a sharp variation of the intensity function. In greyscale 

images, this applies to the intensity or brightness of pixels. In color images it can also 

refer to sharp variations of color. An edge is distinguished from noise by possessing long-

range structure. The main properties of an edge are gradient and orientation. However, 

edge in themselves has no defined shape, identity, and continuity. It is also difficult to 

differentiate edges from one to another. To overcome this issue, authors relied on contours 

which is a nice property to describe the shape of an image. An illustration is given in 

Figure 3.3. From the contour, the image moment was identified which is the certain 

weighted average of the image pixel intensities. 

 

Figure 3.3: Finding shapes from an image using contours 

Let I be a binary image and the pixel intensity at location (x,y) is given by I(x,y): 

�GC =    
G�CU�
, ��$(   (3.22) 

here, M is the moment which summarizes the shape of that binary image. From the 

equation we calculated the following: 

Univ
ers

iti 
Mala

ya



52 

j.pn �&& =   U�
, ��$(  

wpEs.r�� 
̅�� =  ��&�&& , �&��&& 

 (3.23) 

 

      (3.24)  

 

From the minimum circumscribed rectangular of the sample object, Width (W) and 

Height (H) is taken. From these, we calculated the following: 

jo�pqs .ns�r -h  

epqsnEklmn. n.pn - ∗ h  

t�l�|nmpEs ��n�psp. �4 ∗ �&&+  

    (3.25) 

 

         (3.26) 

          

         (3.27) 

In addition, the Hu invariants moment (Hu, 1962) is used.  In this present study, M1-M6 

(six orthogonal absolute invariants) and M7 (one skew orthogonal invariant) are used to 

describe the shape features of the samples. The equations for these moments are given 

below: 

�� = ℵ
& + ℵ&
    (3.28) 

�
 = �ℵ
& − ℵ&
�
 + 4ℵ��
     (3.29) 

�b = �ℵb& − 3ℵ�
�
 + �3ℵ
� − ℵ&b�
    (3.30) 

�c = �ℵb& + ℵ�
�
 + �ℵ
� + ℵ&b�
    (3.31) 

�� = �ℵb& − 3ℵ�
��ℵb& + ℵ�
���ℵb& + ℵ�
�
 − 3�ℵ
� + ℵ&b�
�
+ �3ℵ
� − ℵ&b��ℵ
� + ℵ&b��3�ℵb& + ℵ�
�

− �ℵ
� + ℵ&b�
� 

   (3.32) 

�� = �ℵ
& − ℵ&
���ℵb& + ℵ�
�
 − �ℵ
� + ℵ&b�
�
+ 4ℵ���ℵb& + ℵ�
��ℵ
� + ℵ&b� 

   (3.33) 
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�� = �3ℵ
� − ℵ&b��ℵb& + ℵ�
���ℵb& + ℵ�
�
 − 3�ℵ
� + ℵ&b�
�
− �ℵb& − 3ℵ�
��ℵ
� + ℵ&b��3�ℵb& + ℵ�
�

− �ℵ
� + ℵ&b�
� 

   (3.34) 

 

These 7 equations are well known Hu moment invariants. The first 6 moments have been 

proved to be invariant to translation, scale, and rotation and the 7th moment’s sign changes 

for image reflection. A brief description of these image operations is described below. 

i. Image translation 

The translate operator performs a geometric transformation that maps each 

picture element’s position in an input image into a new position in the output image 

(Figure 3.4-a). It is not required that the two images’ dimensionality need not to 

be necessary the same. An image element is located at (x1,y1) is shifted to a new 

position (x2,y2) in the corresponding output image. A special case of translation is 

an affine transformation. 

ii. Image rotation 

In computer vision, image rotation is a common routine application for image 

matching alignment or other image-based algorithms (Figure 3.4-b). The rotation 

operation performs a geometric transform which maps the position of (x1,y1) of 

an input image onto a (x2, y2) position by rotating it with a degree (�). The degree 

is usually user-defined. It is also a special case of an affine transformation. 

iii. Image scaling 

Image scaling means resizing the digital input image (Figure 3.4-c). Nyquist 

sampling theorem viewpoint is mainly interpreted as a form of image resampling 

or reconstruction. Several algorithms can be leveraged for image scaling such as, 
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box sampling, nearest-neighbor interpolation, bilinear and bicubic algorithms 

together with deep convolutional neural network.   

 

Figure 3.4: (a) Image translation; (b) Image rotation; & (c) Image scaling  

3.2.5 Data Normalization  

Normalization is the process of scaling individual samples to have unit form. 

Normalization operation is used to increase the classifier performance. It is required for 

any learning algorithm (in this case classification) to standardize the dataset for more 

suitable downstream estimators. Frequent normalization methods are used after feature 

extraction. However, in this study z-score normalization process is used (Turkoglu & 

Hanbay, 2019). The standard score of a sample 
G is calculated as:  

� =  
G −  XG\G  (3.35) 

here, 
G represents the samples of the data. XG and \G represents the mean and standard 

deviation of the data samples. 

3.2.6 Proposed Ensemble Classifier  

Ensemble learning is a popular paradigm employed to leverage the strength of 

individual algorithms and mitigate their weakness. To solve a given problem an ensemble 
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Figure 3.5: Proposed ensemble classifier 

techniques combines a set of given single techniques (classification or regression) using 

an aggregation rule (Idri et al., 2016) as illustrated in Figure 3.5. The main objective is to 

achieve a high level of performance from this model that at least exceeds the performance 

accuracy of a single model. As majority voting is effective among other aggregation 

techniques (Hosni et al., 2019) thus in this study the voting classifier scheme is leveraged. 

There are two types of voting strategy found according to the literature (Hosni et al., 

2019): 

i) Hard voting 

In hard voting each individual classifier votes for a class and finally the majority 

one is the winner. According to statistical terms, the mode of distribution of the 

individually predicted labels is the predicted target label of the hard voting scheme. 

It is the simplest case of majority voting. To illustrate let us consider 3 binary 

classifiers to predict either 0 or 1. 

Classifier (1)  class 1 (predicted) 
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Classifier (2)  class 0 (predicted) 

Classifier (3)  class 1 (predicted) 

Final predicted class = mode {1,0,1} = 1 

The final predicted class will be 1 as two of the classifiers predicted 1 as the 

ensemble decision. 

ii) Soft voting 

In case of soft voting, the prediction of the class is based on the probabilities p 

of each classifier. From the previous hard voting discussion, let us assume the 

probabilities of the classifier as below. 

Classifier 1 – [0.9,0.1] 

Classifier 2 – [0.8,0.2] 

Classifier 3 – [0.4,0.6] 

Average probabilities for each class are calculated: 

P(0) = (0.9 + 0.8 + 0.4)/3 = 0.7 

P(1) = (0.1 + 0.2 + 0.6)/3 = 0.3 

Since class 0 shows the highest likelihood that is 0.7; thus, based on soft voting, 

our final class will be ‘0’.  

In contrast with hard voting, soft voting can improve the performance because it considers 

more information by using each classifiers uncertainty in the final decision (Hosni et al., 

2019). Therefore, in this study, soft voting is used to create an ensemble classifier. 
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Anyway, five machine learning classifiers have been chosen for this study, namely, 

support vector machine (SVM) (de Sousa Costa et al., 2018), K-nearest neighbor (KNN) 

(Balasubramanian et al., 2018), random forest (RF) (He et al., 2019), gradient boosting 

(GB) (Selvapandian & Manivannan, 2018) and eXtreme gradient boosting (XGBoost) 

(Tahmassebi et al., 2019). These classifiers have chosen because of their establish 

performance and efficiency. Each classifier has its own advantage and disadvantage; for 

example, SVM is useful when the dataset is bigger than the features. First, the five 

classifiers will be evaluated based on their accuracy. After that, the three highest accuracy 

provided classifiers will be chosen to reduce the memory consumption. To find the 

optimal parameters for a given classifier, grid search will be employed by performing 

hyper parameter tuning based on low mean squared error (MSE) rate. For each 

observation (i) and classifier (n) the MSE is calculated as follows: 

�xtG,R =  ^jP − �P,R_
 EP�R_P
P%�  (3.36) 

here, jP and �P are the actual prediction (actual class) and probability of the predicted 

output (i.e., belonging to each class), where n_c is the total number of classes (two in 

binary classification).  

To create an ensemble model, this study uses the soft voting approach. In soft voting, 

the class labels are predicted based on the probabilities p for each classifier. Soft voting 

returns the class label as argmax of the sum of predicted probabilities. The equation for 

soft voting is given as: 

�� = arg �n
  �C�GC
B
C%�  (3.37) 

here, for the ���  classifier, �C is the assigned weight. 
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3.3 Chapter Summary 

In this chapter, the outline of the proposed research methodology is presented. It also 

describes the step-by-step methods for developing the proposed model, as indicated 

likewise. The next chapter focuses on the experimental implementation and discussion of 

the proposed methodology. 
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CHAPTER 4: EXPERIMENTAL RESULTS AND DISCUSSION OF THE 

PROPOSED MULTI-FEATURE WITH ENSEMBLE CLASSIFIER 

4.1 Introduction  

In this chapter, at first, the necessary experimental setup of the proposed method is 

briefly described. Subsequently, the related step-by-step experimental evaluation to 

validate the proposed method’s efficacy together with a deep-learning based algorithm is 

presented in detail. Furthermore, essential discussion of the proposed method’s 

convenience, its effectiveness on a limited dataset and better performance over a deep-

learning algorithm are presented broadly. At the end, the way to use this model in real-

life scenarios, some drawbacks and a summary is presented at the end of this chapter. 

4.2 Hardware Setup  

To perform all the related experiments, Anaconda release on 64-bit Intel® Core™ with 

8 GB of RAM was used. A sample of the maxillary dental arch images and impression 

trays is shown in Figure 4.1.  

 

Figure 4.1: Example of maxillary arches and the trays 
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Generally, the dataset consists of 52 real images collected from different patients with 

age ranging from 16 to 40 for four different types of trays as suggested by the dentist. For 

the experimental purpose and for faster calculation, the resolution has been set to 300 * 

300. The experimental program is set such that it will automatically convert any image to 

300 * 300. Before identifying the appropriate tray from the maxillary arches, several 

features were extracted as described previously in Chapter 3. In detail, 72 statistical color 

(SC) features, 1024 color histogram (CH) features, 26 GLCM features, 52 LBP descriptor 

features and 47 morphological shape (MS) features were extracted. To assess 

performance of the proposed method, three sets of experiments were carried out. In the 

first experiment, the performance of different features set is compared separately and by 

their combination using the five classification algorithms to identify which set of features 

to combine and to choose from the highest accuracy provider classifiers. In the second 

experiment, the performance of multi-feature with ensemble classifier is assessed. 

Finally, a deep-learning based multilayer perceptron neural network classification 

performance is evaluated in the third experiment. Several statistical tests were performed 

to investigate the classifier performance. Brief definition of these statistical tests is given 

below: 

i. Recall 

In pattern recognition or classification task, recall defines as the number of true 

positives (TP) divides by the total number of elements that actually belong to the 

positive class. It actually means the sum of true positives and false negatives (FN) 

which broadly means that items should belong to the positive class but has not 

been labelled in this case. A perfect recall score of 1.0 means that for every item 

found in class B (let us assume) was labelled as belonging to class B. However, it 
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says nothing about items from other classes were incorrectly labelled as belong to 

class B. 

ii. Precision 

Similar to recall in pattern recognition or classification task, the precision for a 

class is derived from the total number of true positive (TP) case; that is, correctly 

labelled items belong to the positive class dividing by the total number of cases 

belong to the positive class (sum of true and false positives (FP) in which some 

items incorrectly labelled as belong to that class). 

iii. Accuracy 

In machine learning classification task, accuracy means one straightway to 

measure how often an algorithm classifies a data point correctly. Out of all data 

points, accuracy measure the number of correctly predicted data points. To 

describe in a formal way, it is defined as the number of TP and true negative (TN) 

divided by the number of TP, TN, FP, and FN. In a nutshell, the data point that any 

classification algorithm correctly classified as true is the TP, and a data point that 

the classification algorithm incorrectly classified as false is the FN. On the other 

hand, if a classification algorithm incorrectly classified a data point then it is called 

FP or FN e.g., if a classification algorithm classified a false data point as true, it 

would be FP. 

iv. F1 score 

The F1 score is the harmonic mean of precision and recall. A perfect precision 

and recall score indicated by the highest possible value of an F1 score is 1 

Univ
ers

iti 
Mala

ya



62 

otherwise lowest possible value of 0 refers either the precision or recall value is 0. 

Sometimes, the F1-score also named as Dice similarity coefficient.  

v. Jaccard similarity coefficient score 

The Jaccard similarity coefficient is used to compare a set of predicted labels 

for a sample to the corresponding set of labels. 

vi. Mathews Correlation Coefficient 

The Matthews correlation coefficient (MCC) or phi coefficient is generally 

regarded as a balanced measure if the classes are of varying different sizes. It 

returns a value between -1 and +1. MCC is widely used in the field of 

bioinformatics and machine learning. The MCC does not depend on which class is 

the positive one and has an advantage over F1 score. Anyway, the equations of the 

above-mentioned statistical tests are given below: 

epqnmm =   � � + ��     (4.1) 

�.pq�o�rE =  � � + ��     (4.2)  

jqql.nq� =  � +  � � + �� + �� +  �     (4.3) 

�1 = 2 ∗ ��.pq�o�rE ∗ epqnmm���.pq�o�rE + epqnmm�      (4.4) 

�jw =  � � + �� + ��     (4.5) 

�ww
= � � ∗  �� − ���. ����� � + ��� ∗ � � + ��� ∗ � � + ��� ∗ � � + ��� 

    (4.6) 

Anyway, in the following step-by-step rigorous experimental evaluation for validating 

the efficacy of the proposed model are described in detail.  
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4.3 Performance of Single Set Feature and Multi-Feature 

By utilizing more information, multi-feature can accomplish better identification 

accuracy and to verify this a comparative experiment is implemented. Since color, texture 

and shape are different feature descriptors, i.e., have distinct dimensions, so each set of 

features is evaluated separately. At first, the identification accuracy of the individual set 

of features are evaluated separately. To further validate the effectiveness, other sets of 

experiment were done on the combination of best individual features. The identification 

results (accuracy)% of the individual feature set and their concatenation are shown in 

Table 4.1.  

Table 4.1: Comparative performance of single set of features and multi-feature. 

Classifiers Features 

SC GLCM MS CH LBP 

SVM 50.00 43.75 75.00 56.25 47.50 

KNN 

(K=3) 

68.75 50.00 62.50 62.50 68.75 

RF 43.75 68.75 61.50 62.50 68.75 

GB 56.25 56.25 56.25 56.25 56.25 

Xgboost 68.75 56.25 50.00 68.75 62.50 

 

 

Classifiers 

Features 

SC + 

GLCM + 

MS+ CH + 

LBP 

SC+ MS 

+ CH + 

LBP 

SC+ 

MS + LBP 

MS + 

LBP 

MS + 

SC 

SVM 68.75 84.25 87.50 77.50 81.25 

KNN 

(K=3) 

75.00 75.00 75.00 68.75 62.50 

RF 52.50 68.75 75.00 68.75 61.50 

GB 68.75 68.75 68.75 62.50 56.25 

Xgboost 81.25 81.25 68.75 68.75 68.75 

*Bolded data indicates the best results 

Univ
ers

iti 
Mala

ya



64 

In Table 4.1, the features set shows different performance of recognition under the five 

classification algorithms. According to the comparative identification accuracy presented 

in Table 4.1, MS features show the best performance on SVM classifier compared to the 

other single set of features. GLCM features show the worst identification accuracy 

compared to others. To further validate the results, five different experiments were 

performed on the combination of the set of features. It is observed that the combination 

of SC, MS and LBP achieves 87.50% on SVM classifier. An interesting finding from the 

experiment is that multiple set of features showed better identification accuracy almost in 

all cases compared to the single set of features. Thus, it is evident that the multi-feature 

shows better accuracy compared to the single set of features. Moreover, adding 

inappropriate features also decrease the classification performance. Two conclusions can 

be drawn from the analysis: 1) Feature set of SC, MS and LBP shows better identification 

accuracy than single set of feature accuracy; 2) Among the classifiers SVM, KNN and 

RF show better performance. 

4.4 Performance Based on Ensemble Classifier 

In this study a method based on multi-feature with ensemble classifier is proposed 

based on soft margin technique. SVM, KNN, and RF are chosen for making the final 

ensemble classifier. Two significant factors have great influence in ensemble 

classification performance: hyper parameter tuning and assigning weights. As three 

classification algorithms were finalized, and the algorithms have different parameters. 

For example, in SVM the penalty factor C and gamma (W) have important influence in 

classification performance (Du et al., 2019). To overcome the first issue grid-search 

method was adopted, which is a classical way of finding optimal parameters of a given 

classification algorithm (Hsu et al., 2003). A range of predefined parameter values was 

evaluated using 10-fold cross validation to avoid over-fitting. The low MSE rate 

(Equation 3.36) of 10-fold cross-validations is used to evaluate classifier accuracy. 
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At the same time, an exhaustive search was performed to find the optimal weights for 

each classifier according to the soft voting requirement (Equation 19). The final weights 

were chosen [0.5, 0.2, 0.3] for SVM, KNN and RF, respectively. Furthermore, the loss 

function was calculated for each classification algorithm to estimate the loss of the 

classifier model. A common loss function used with classification is Zero-one loss. It 

assigns 0 to loss for a correct classification and 1 for an incorrect classification. If ��G is 

the predicted value of the i-th sample and the corresponding true value is �G, then the 0-1 

loss Z&�� is defined as: 

 

Z&����G , ��G� = 1���G ≠ �G� 

  

(4.7) 

here, the indication function is defined by 1(x). It is desired that a proper model should 

have a smaller Zero-one loss value. To further validate the proposed multi-feature with 

ensemble classifier various statistical experimental results are provided in Table 4.2.  

Table 4.2: Comparative performance of multi-feature with ensemble classifier 

Classifier Combined features (SC + MS + LBP) % 

 

 

SVM 

Precision Accuracy  Recall F1 

score 

JAC 

90.62 87.50 87.89 87.66 78.13 

MCC Zero one 

loss 

Training 

time(s) 

Testing 

time (s) 

 

84.04 0.125 0.19 0.03 

 

 

KNN (K=3) 

Precision Accuracy  Recall F1 

score 

JAC 

79.68 75.00 73.46 73.66 67.45 

MCC Zero one 

loss 

Training 

time(s) 

Testing 

time (s) 

 

71.01 0.3125 0.11 0.02 

 Precision Accuracy  Recall F1 

score 

JAC 
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RF 

62.20 75.00 76.52 67.59 68.85 

MCC Zero one 

loss 

Training 

time(s) 

Testing 

time (s) 

 

72.40 0.25 5.10 0.06 

 

 

GB 

Precision Accuracy  Recall F1 

score 

JAC 

68.43 68.75 69.68 67.51 61.67 

MCC Zero one 

loss 

Training 

time(s) 

Testing 

time (s) 

 

68.07 0.3252 6.94  0.09  

 

 

Xgboost 

Precision Accuracy  Recall F1 

score 

JAC 

69.91 68.75 67.73 68.01 63.13 

MCC Zero one 

loss 

Training 

time(s) 

Testing 

time (s) 

 

66.69 0.25 13.9 0.17 

 

 

Ensemble  

Precision Accuracy  Recall F1 

score 

JAC 

92.31 91.75 91.75  90.69  88.06 

MCC Zero one 

loss 

Training 

time(s) 

Testing 

time (s) 

 

88.93 0.082 17.4 0.20 

*Bolded data indicates the best results from the proposed method 

4.5 Results on Multilayer Perceptron Neural Network 

In addition, deep-learning based MLP NN algorithm was employed, and its 

performance analyzed on the multi-feature set of (SC, MS, and LBP) of the dataset. As 

mentioned in the literature review (Chapter 2) that on a limited dataset deep-learning 

algorithms may not work better. Thus, it is necessary to evaluate with deep-learning 

algorithm as well to rigorously validate the efficacy of the proposed method. Anyway, 

the MLP NN was chosen over deep neural network (e.g., CNN) because in case of limited 

data MLP NN may overcome overfitting issue and showed better classification 
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performance over CNN (Yun et al., 2019). It is also called second-generation neural 

network or shallow neural network and commonly has 1 hidden layer (or ≤ 2 hidden 

layers). In simple terms, an MLP NN can be considered as successively connected series 

of layers of neurons by weights, which are iteratively adjusted through an optimization 

process. Back-propagation algorithm is the base for training these neural networks. A 

three-layer MLP NN is shown in Figure 4.2.  

 

Figure 4.2: One hidden layer MLP NN 

From Figure 4.2 it can be seen that one directional connection exists among the nodes 

which is a special type of the Feed-Forward (FF) neural network family. Here, n defined 

the number of input nodes, h defined the number of hidden layer and m defined the 

number of output nodes. The architecture of MLP NN is usually determined by trial and 

error method (Khishe & Mosavi, 2020). However, in this study, 39 hidden layers, and 

‘lbfgs’ optimizer (which belongs to the family of quasi-Newton methods) was used. 
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Table 4.3: Experimental results of MLP NN on multi-feature. 

Precision Accuracy  Recall F1 score JAC 

91.75 88.93 88.82 88.56 79.38 

MCC Zero one loss Training 

time(s) 

Testing time (s) 

83.42 0.113 8.59 0.13 

 

The MLP NN is able to achieve 88.93% accuracy based on Table 4.3, which is slightly 

lower than ensemble classification result. It can be inferred that the poor performance of 

MLP NN is due to the small dataset size. It may be possible that due to the limited samples 

and with the increment of hidden layer number it got traps to the poor local minimums 

(Schmidhuber, 2015). However, various researchers leverage different deep-learning 

algorithms e.g. transfer learning on limited dataset and the results showed better accuracy 

which outperformed the traditional machine learning classifiers (Zhao et al., 2020). 

Likewise, it is also possible that the specific MLP NN architecture is unsuitable for the 

selected dataset. Hence, a conclusive result cannot be stated based on the preceding 

analysis. In the next section, the overall comparative discussion of the proposed 

methodology is broadly presented. 

4.6 Discussion  

After the implementation of the proposed dental impression tray selection model with 

multi-feature and ensemble classifier and after a rigorous evaluation, in this section 

experimental discussion of the proposed approach is presented. The convenience of the 

proposed approach, its usefulness on a limited dataset and better performance over a deep-

learning algorithm are described. 

In this study, a novel method is proposed based on multi-feature with ensemble 

classifier to select an appropriate dental impression tray from maxillary arch image. The 

rigorous evaluation of multi-feature of statistical color, morphological shape, and local 
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binary pattern with ensemble classifier attained a maximum classification accuracy of 

91.75% on this dataset. Single set of color, texture and shape features are unable to 

describe the arches properly due to the complex changes of lighting setup, absence of 

texture, and variation of the mouth shapes present in the dataset. In this scenario, the 

multi-feature with ensemble classifier is able to achieve more than 90% score in precision, 

recall, and F1 score. The dataset consists of various kinds of low resolution, rotated 

images but these do not influence the precision, recall, F1 score and accuracy of the 

proposed method. Also, the Zero-one loss score of ensemble classifier is 0.082, which is 

lower compared to single machine learning classification algorithms and multilayer 

perceptron neural network which suggests that the proposed model is worthwhile. This 

demonstrates that the proposed model based on multi-feature with ensemble classifier 

plays a significant role in discriminating between the maxillary arch images and can be 

used in real-time systems. The reason that reduced the classification accuracy of 

multilayer perceptron neural network is due to the small sample dataset utilized in this 

experiment and also the possibility of getting trapped into poor local minimums. 

Generally, deep neural networks perform better if they are fed to large numbers of labelled 

samples. It is difficult to gather a large number of medical ground truth data which is 

costly and time-consuming, and the data has to be medically validated by the practitioners 

as well. However, as previously discussed, using non deep-learning algorithms performs 

well on limited training samples and is widely reported to be accurate. In various sectors 

of image classification tasks, it is still arguable how well these deep-learning algorithms 

perform against machine learning algorithms (Jozdani et al., 2019). Anyway, in this case 

the ensemble classifier obtained satisfactory performance over multilayer perceptron 

neural network and the traditional machine learning classification algorithms. A graphical 

comparison between the classification accuracy is presented in Figure 4.3.  
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Figure 4.3: Machine learning classification report (model wise) 

The efficacy of the proposed method can be validated by the experiments and gave the 

following conclusion: a) The identification performance of multi-feature is significantly 

superior compare to single set of features; b) The ensemble classifier method used in this 

study is more effective for identifying the proper tray compared to the single machine 

learning classifier. 

Additionally, an illustration of the proposed dental tray selection model to use in real-

life scenario is shown in Figure 4.4. To illustrate, a dentist can take the occlusal view 

image of the maxillary arch by an intraoral camera. The proposed model will process the 

image and determine which tray may best fit the arch without modifications to the tray or 

use trial and error method even without the need of an expert.  
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Figure 4.4: Illustration of selecting an impression tray from the proposed model 

in real-life scenario 

It is evident that even expert human observers may oversee the proper tray due to 

different illumination and low resolution of pixels. However, computational algorithms 

have the potential to tackle these problems with less error rates, less equipment demand, 

and less time. This allows instantaneous integration into a clinical computer-assisted 

diagnostic system. This novel model with computer vision and machine learning 

presented in this study proved to be capable of selecting appropriate dental impression 

tray with a potential success rate that signifies its potential for application in clinical 

practice as part of an automated process chain. Therefore, the hypothesis that computer 

vision and machine learning can be used to select an appropriate tray from the maxillary 
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arch is confirmed. Thanks to the automation, it is expected to get a fully user-independent 

process in the future which will eventually eliminate relying on manual inspection.  

 

Figure 4.5: Example of identification failures on maxillary arches 

To have an unbiased view, it is crucial to mention the drawbacks of the proposed 

method. False classification has often been observed on maxillary images with crooked 

teeth, braces, and images having less illumination. Examples of these images are shown 

in Figure 4.5. By employing additional data in the training sets, these faults may be 

corrected. In addition, in this current study all the participants are adult patients. The data 

from infant patients have been omitted. The results will differ if people from other 

demographics of the same and infant’s mouth impression images are used. Anyway, in 

case of adult patients, the proposed method got a satisfactory performance over a limited 

data which clearly establish the efficacy of this study. 

4.7 Chapter Summary  

This chapter in detail outlined the necessary computational setup and step-by-step 

experimental evaluation of the proposed multi-feature with ensemble classifier. The 

results, according to Table 4.2 clearly indicates that multi-feature with ensemble classifier 

shows promising performance which establishes the validity of the proposed method. A 

clear experimental discussion demonstrated that the proposed method could be used in a 

real-life dentistry scenario. The next chapter concludes the study. 
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 CHAPTER 5: CONCLUSION 

In the last chapter of this dissertation, the summary and related findings of this study 

are presented. Besides, the limitation of the proposed study and potential future work is 

presented as well.  

5.1 Research Summary 

In this study, multi-feature with ensemble classifier is proposed to select the 

appropriate dental impression tray from maxillary arch images. Literature review is 

scrutinized critically to propose the study and to demonstrate its application in dentistry 

applications. The first step is to find the essential computer vision-based features to 

describe the maxillary arch image properly with the aim to work in real-life scenarios. 

Then, ensemble classifier is leveraged to increase the classification performance. In a 

nutshell, the proposed method fused statistical color, morphological shape, and local 

binary pattern features with ensemble classifier to improve its ability in selecting 

appropriate dental impression tray. Experimental results demonstrate that on a limited 

dataset, the proposed method attains excellent classification results in identifying 

appropriate dental impression tray with precision (92.31%), recall (91.75%), F1 score 

(90.69%) and accuracy (91.75%), jaccard similarity score (88.06)%, matthews correlation 

coefficient (88.93)% and a Zero-one loss score of 0.082. Thus, the hypothesis that 

computer vision and machine learning are capable of selecting dental impression tray is 

confirmed. Therefore, the presented dental impression tray selection procedure, may be 

leverage in assisting inexperienced dentists and dental laboratory technicians to select the 

most appropriate impression tray for the Malaysian population and will automate the 

workflow in dentistry environment. 
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5.2 Limitation and Future Works  

The proposed novel computer vision based dental impression tray selection model 

shows excellent performance in a limited dataset. However, to have an unbiased view in 

any study, it is necessary to identify the weakness of the proposed methodology so that 

other researchers can strengthen the proposed research study. Since the features extracted 

in this study are very large, it is obvious that large memory space will be occupied. 

Second, in terms of time, the ensemble classification method takes a little bit of 

computational time. However, this study prioritized more on classification performance 

compared to the computational time and space because the experimental study was 

performed on a CPU with 8 GB of RAM. The hardware requirement is cheap, and anyone 

can build this model on a personal computer. The instant result is also obtained from the 

proposed method compared to dental practitioners’ timely manual identification. As 

previously mentioned, deep-learning algorithms (e.g., convolutional neural network) 

show promising results in medical sectors and have a large potential for further 

improvement. Through convolutional neural network algorithm pre-processing step is not 

needed; therefore, this step can be skipped to reduce computational costs. In future work, 

it would be interesting if other researchers extend this study by doing a deeper 

investigation utilizing convolutional neural network on a wide-ranging of data to address 

this study’s efficiency in terms of time and space. 
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