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STRUCTURAL CRACK DETECTION USING DEEP CONVOLUTIONAL 

NEURAL NETWORK 

ABSTRACT 

Convolutional Neural Networks (CNN) have immense potential to solve a broad range 

of computer vision (CV) problems. It has achieved encouraging results in numerous 

applications in engineering, medical, and other research fields. Thanks to the 

advancement in hardware, data collection procedures, and efficient algorithms. These 

innovations have changed the way how specific problems are solved as compared to 

conventional methods. In this work, CNN is implemented for civil structural crack 

detection. Cracks are significant indicators for the evaluation of the structural health and 

monitoring process. However, manual crack detection is a time-consuming and 

challenging task due to large areas, complex structures, and safety risks. Deep learning 

(DL) has emerged as an effective technique to automate the crack detection and 

identification process. For balanced data, existing DL models attempt to segment both 

crack pixels and non-crack pixels equally. However, due to the highly imbalanced ratio 

between crack pixels and non-crack pixels, the pixel-wise loss is dominantly guided by 

the non-crack region and has relatively little influence from the crack region. This leads 

to the low segmentation accuracy for crack pixels. To address the imbalance problem, 

this work proposes a local weighting factor with a difference transform map to remove 

the network biasness and accurately predict the sensitive pixels. Further, a deep fully 

CNN called crack segmentation network (CSN) is implemented for crack pixel 

segmentation. The CSN is an encoder-decoder architecture with four convolutional 

blocks in each section. Each convolutional block has residual connections with a different 

number of filters in each convolutional operation that segments the crack pixels and non-

crack pixels with unbiased probabilities. Furthermore, the crack indicators are assessed 

through the implementation of a pixel connection technique that measures the crack 
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characteristics (length, width, and area) and determines the crack orientation (vertical, 

horizontal, and diagonal). For performance evaluation, a new Multi Structure Crack 

Image (MSCI) dataset is built to train the proposed method which achieved 98.60% crack 

pixel accuracy, 98.35% non-crack pixel accuracy, and 98.48% average accuracy, 

respectively. In addition, the training time for 10 epochs has dramatically decreased and 

the experimental results show that the proposed CSN architecture has better crack pixel 

segmentation accuracy than FCN, U-Net, SegNet, and DeepLabv3+ architectures. 

Similarly, the proposed local weighting factor and difference transform map (LWF-

DTM) has significantly reduced the wrong predictions, minimized the effect of an 

imbalanced pixel ratio, and outperformed the Cross-Entropy, Weighted Cross-Entropy, 

Dice, Tversky, and Focal loss function. 

Keywords: Deep learning, crack detection, Imbalanced dataset, Loss functions, 

Residual blocks, Pixel local weights.       
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PENGESANAN REHAK STRUKTUR MENGGUNAKAN RANGKAIAN 

SARAF SAMBUNGAN DALAM 

ABSTRAK 

Rangkaian Neural Konvolusi (CNN) mempunyai potensi besar untuk menyelesaikan 

pelbagai masalah penglihatan komputer. Ia telah mencapai keputusan yang 

menggalakkan dalam pelbagai aplikasi bidang kejuruteraan, perubatan dan penyelidikan 

lain disebabkan oleh kemajuan dalam perkakasan, prosedur pengumpulan data dan 

algoritma yang cekap. Inovasi ini telah mengubah cara bagaimana masalah khusus 

diselesaikan berbanding kaedah konvensional. Dalam kerja ini, CNN dilaksanakan untuk 

pengesanan retak struktur awam. Retak adalah petunjuk penting untuk penilaian 

kesihatan struktur dan proses pemantauan. Walau bagaimanapun, pengesanan retak 

manual adalah tugas yang memakan masa dan mencabar kerana kawasan yang luas, 

struktur yang kompleks dan risiko keselamatan. Pembelajaran mendalam (DL) telah 

muncul sebagai teknik yang berguna untuk mengautomasikan proses pengesanan dan 

pengecaman retak. Untuk data seimbang, model DL sedia ada cuba membahagikan 

kedua-dua piksel retak dan piksel bukan retak secara sama rata. Walau bagaimanapun, 

disebabkan nisbah yang sangat tidak seimbang antara piksel retak dan piksel bukan retak, 

kehilangan dari segi piksel secara dominan dipandu oleh rantau bukan retak dan 

mempunyai pengaruh yang agak kecil dari rantau retak. Ini membawa kepada ketepatan 

pembahagian yang rendah untuk piksel retak. Untuk menangani masalah 

ketidakseimbangan, kerja ini mencadangkan faktor pemberat setempat dengan peta 

sensitiviti untuk mengalih keluar bias rangkaian dan meramalkan piksel sensitif dengan 

tepat. Selanjutnya, CNN sepenuhnya yang dalam dipanggil rangkaian segmentasi retak 

(CSN) dilaksanakan untuk segmentasi piksel retak. CSN ialah seni bina penyahkod 

pengekod dengan empat blok konvolusi dalam setiap bahagian. Setiap blok konvolusi 

mempunyai sambungan baki dengan bilangan penapis yang berbeza dalam setiap operasi 
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konvolusi yang membahagikan piksel retak dan piksel bukan retak dengan 

kebarangkalian tidak berat sebelah. Tambahan pula, penunjuk retak dinilai melalui 

pelaksanaan teknik sambungan piksel yang mengukur ciri retak (panjang, lebar, dan luas) 

dan menentukan orientasi retak (menegak, mendatar, dan pepenjuru). Untuk penilaian 

prestasi, set data Multi Structure Crack Image (MSCI) baharu dibina untuk melatih 

kaedah yang dicadangkan dimana ia mencapai 98.60% ketepatan piksel retak, 98.35% 

ketepatan piksel bukan retak dan 98.48% ketepatan purata. Di samping itu, masa latihan 

untuk 10 zaman telah berkurangan secara mendadak dan keputusan percubaan 

menunjukkan bahawa seni bina CSN yang dicadangkan mempunyai ketepatan 

pembahagian piksel retak yang lebih baik daripada seni bina U-Net dan SegNet. Begitu 

juga, faktor pemberat tempatan dan peta transformasi perbezaan (LWF-DTM) yang 

dicadangkan telah mengurangkan ramalan yang salah dengan ketara, meminimumkan 

kesan nisbah piksel yang tidak seimbang, dan mengatasi fungsi kehilangan Cross-Entropi, 

Cross-Entropi Berwajaran, Dadu, Tversky dan Focal. 

Kata kunci: Pembelajaran mendalam, pengesanan retak, set data yang tidak 

seimbang, fungsi kehilangan, blok sisa, pemberat tempatan piksel. 
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CHAPTER 1: INTRODUCTION 

1.1 Overview 

Structural Health Monitoring (SHM) refers to a regular check-up mechanism to 

monitor the condition and characteristics of civil structures. SHM system is developed to 

monitor the state of health of a civil structure compared to normal conditions. Its primary 

purpose is to identify the changes in the civil structure, devise a maintenance plan and 

take appropriate action against the abnormality in the structure (Taheri, 2019). However, 

there are many ways (Guo et al., 2017) to monitor structural health through multiple 

structure health indices. On the other hand, damage detection can be interpreted as a 

structural modification that changes physical properties and weakens the structure. A 

crack is generally defined as a defect that may cause serious damage and consequences 

to the structure. For the safety and maintenance of roads, subways, bridges, buildings, 

dams, tunnels, monuments, etc., cracks are one of the factors that determine the structural 

condition. It is considered an initial indication that exhibits the degradation of civil 

structures. Cracks can appear on any of the civil structures and can occur due to various 

reasons such as low material quality, improper maintenance, and atmospheric effect. 

Early detection can help prevent bigger disasters and ensure the safety of the civil 

structure.  

Detection using manual inspection requires skilled (experience and knowledge) labor 

with appropriate tools to regularly inspect and identify the cracks by following the safety 

precautions, which makes this activity very costly and time-consuming. For large and 

high infrastructures, manual detection is a safety risk and a lengthy process. To automate 

the crack segmentation process, various methods such as image processing techniques 

(IPT), machine learning (ML), and deep learning (DL) techniques are deployed. IPTs 

involve image pre-processing, segmentation, extraction of features from the image, and 

crack recognition to detect the cracks. IPTs use edges information (Abdel-Qader et al., 
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2003), morphological operations (Yamaguchi et al., 2008), digital image correlation 

(Gehri et al., 2020), graph-based method (Koch et al., 2014), and pattern matching 

(Adhikari et al., 2014a) for crack detection. Crack detection through image processing 

techniques encounters several environmental challenges such as shadow, dust, stain 

noise, multicolor spots, uneven light illumination, and multiple background scenes. 

Change in the dataset also creates resistance to detecting cracks from the images. The 

problems with IPTs based algorithms are; the image orientation effect, lack of in-depth 

information, the distance between source and camera, noise in the image, regions with 

similar crack features, human involvement, and change in dataset degrades the algorithm 

performance. 

Meanwhile ML uses manual features and targets those areas in the image that 

contains cracks. ML uses different approaches to classify crack features, and the most 

common methods are support vector machine (SVM) (Varadharajan et al., 2014), 

Markov's based method (Delagnes & Barba, 2002), image binarization (Ahmadi et al., 

2018a) and random forest (Shi et al., 2016a). Several machine learning approaches 

performed well, but it usually requires handcrafted features and structured label data in a 

large amount. For SVM-based methods, handcrafted features are utilized to differentiate 

between crack and non-crack images. These handcrafted features in SVM cannot conduct 

hierarchical processing on the input features. The raw data available for processing 

through machine learning approaches cannot generate semantic features of cracks. Other 

than ML techniques, deep convolutional neural networks (DCNN) are also utilized for 

detecting crack through classification  (Mandal et al., 2018), localization (Y. J. Cha et al., 

2017), and segmentation (D. Lee et al., 2019).  

The CNN architecture automatically extracts features from the training examples 

which discriminate CNN from traditional ML techniques. Figure 1.1 shows the images 
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are classified as crack images or non-crack images. The localization determines the 

coordinates of cracks inside the image and builds bounding boxes around the cracks for 

detection, as shown in, Figure 1.2. For pixel-level segmentation, each pixel is classified 

as crack pixels or non-crack pixels as shown in Figure 1.3.  

 

 

Crack classification and bounding-box detection are useful; however, these 

techniques are not helpful to specify the accurate shape, size, orientation, and localization 

information of the crack region in the given image. On the other hand, semantic 

segmentation provides an instinct differentiation between crack pixels and non-crack 

pixels which is helpful to extract contextual crack information.    

Figure 1.1: Crack image classification 

Figure 1.3: Crack pixel segmentation 

Figure 1.2: Crack bounding box 
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1.2 Problem Statement  

Although the performance of semantic segmentation is exceptional, due to various 

reasons such as low-level features of crack pixels and the class imbalance problem in 

deep neural networks, the overall performance and crack pixel segmentation accuracy is 

significantly degraded. Crack pixels possess low-level features that are extracted and used 

for pixel classification. These crack features have a very similar appearance but trifling 

nature with non-crack pixels due to texture, pixel intensities, irregularities, 

inhomogeneous illumination, objects, and obstacles. The two segments are characterized 

by crack pixels (minority class) and non-crack pixels (majority class). The proportion 

between crack and non-crack pixels varies from image to image. Similarly, different 

datasets have different proportions between these two classes. In CrackForest Dataset 

(CFD) (Shi et al., 2016c), 98.4% of pixels are non-crack pixels and 1.6% are crack pixels 

for 118 images, whereas, in the DeepCrack dataset (Y. Liu et al., 2019) 96.5% pixels are 

non-crack pixels and 3.5% are crack pixels for 537 images. The non-crack region has a 

higher number of pixels as compared to the crack region as shown in Figure 1.4. The 

distribution of crack and non-crack pixel in Figure 1.4 are 37.1%/62.9%, 4.1%/95.9%, 

5.6%/94.4% and 0.6%/99.4%, respectively. The pixels corresponding to a majority class 

tend to have a large variation in the number of pixels as compared to minority class pixels. 

The majority pixels have more influence on the training process, the trained network 

becomes biased and tends to classify the pixels as of majority class (Sudre et al., 2017). 

This variation in pixel numbers between two classes leads to the false prediction of a 

crack pixel in the testing process and the cumulative loss overwhelms the final loss. The 

low-level features along with imbalanced data decrease the performance of the trained 

network and make the learning process inefficient to distinguish between semantic 

relationships from the data (Shuai Li et al., 2018). Therefore, it becomes a scheming task 

to differentiate between the crack pixels and non-crack pixels. 
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1.2.1 Problem Due to Class Imbalance Dataset 

The crack image is categorized into two segments, i.e., crack pixels (minority class) 

and non-crack pixels (majority class). The non-crack region has a higher number of pixels 

as compared to the crack region. The pixels corresponding to a majority class tend to have 

more pixels compared to minority class pixels. Therefore, the pixels belonging to the 

majority class influence the training process; the trained network becomes biased and 

tends to classify the pixels as of the majority class (Vluymans, 2019). This variation in 

pixel numbers between two classes leads to the false prediction of a crack pixel in the 

testing process, and the cumulative loss overwhelms the final loss. The low-level features 

and imbalanced data decrease the trained network's performance and make the learning 

process inefficient to distinguish between semantic relationships from the data (Cui et al., 

2019). It becomes a scheming task to differentiate between the crack pixels and non-crack 

pixels. In (M. Wang & Cheng, 2019), the authors used the cross-entropy loss function to 

determine the error between ground truth labels and predicted labels. Furthermore, in (Ji 

et al., 2018) binary cross-entropy loss function is used to measure the difference between 

predicted and ground truth labels. A median frequency class weight with cross-entropy 

loss is implemented (X. Zhang et al., 2019) to balance the class pixel ratio. A hybrid loss 

function is proposed by (Wenjun Liu et al., 2019) by merging binary cross-entropy loss 

with a dice loss function. 

 

Figure 1.4: Crack and non-crack pixels 
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To segment the crack and non-crack pixels accurately, the cross-entropy loss function 

operates on per pixel evaluation. Subsequently, this cost function evaluates each class 

prediction for every individual pixel and calculates the average loss for all pixels. This 

causes the majority class to be more dominant which leads to an increase in false 

predictions. Therefore, the usual approach using only cross-entropy loss is sensitive to 

the imbalanced dataset. Furthermore, the weighted cross-entropy loss function gives extra 

weight to the minority class, but the optimal weight value is hard to determine. The 

median frequency or inverse frequency weights are used as weighting factors for cross-

entropy loss function. These weighting factors are global values that are calculated by the 

ratio of the total number of crack pixels and non-crack pixels in the entire dataset. In any 

given image, the crack region is different in size, width, and orientation which causes the 

difference in ratio between crack pixels and non-crack pixels. The dice function 

determines the overlapping area between two samples but initially, the dice coefficient is 

near 0, which causes instability during the training process (Abraham & Khan, 2019). 

Furthermore, it does not consider the background class for segmentation and ignores the 

smaller segments. Dice coefficient weights equally for both false positive and false 

negative cause low recall value. Therefore, a method to balance the difference between 

crack pixels and non-crack pixels is required.  

1.2.2 Problem Due to Similar Features  

Other than the two main regions (crack and non-crack regions), there are some other 

regions in the crack image such as stains, spots, blurring portions, poor continuity, low 

contrast, and object obstacles (Y. Liu et al., 2019). These regions are considered as noises 

that have some similar features to crack regions. The crack region possesses low-level 

features, edge information, and unique pixel intensity. These features are extracted and 

used for pixel classification. These crack features also appear similar in appearance but 

trifling in nature with non-crack pixels due to texture, irregularities, and inhomogeneous 
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illumination (Song et al., 2020). Therefore, a method is required to exclusively learn the 

low-level features of both regions and generate an output mask with high segmentation 

accuracy. 

1.2.3 Problem Due to Sensitive Pixels 

Boundary pixels in semantic segmentation are considered the hardest pixels to predict 

because there is no specific rule which differentiates the pixels in the transit region 

between two objects. Similarly, the boundary pixels between crack and non-crack regions 

are also difficult to distinguish (Cheng et al., 2018). Other than boundary pixels are 

considered sensitive pixels which are challenging to predict correctly. These pixels are 

difficult to predict because, during the training process, some of these pixels are classified 

as crack pixels when the intensities of these pixels are closer to crack pixels. Moreover, 

if these pixels' intensity is near to non-crack pixels, the network learns these pixels as 

non-crack pixels. Therefore, an efficient method is required to classify sensitive pixels 

accurately.   

1.2.4    Crack Characteristics Measurement Problem 

Crack characteristics such as length, width, and orientation are useful indicators to 

analyze the severity of the crack and the strength of the structure. These indicators help 

to determine the condition of exposure so that the appropriate action can be carried out to 

ensure the safety of the structure. Several image processing-based methods such as 

morphological operations, median axis algorithm, and Euclidean methods have been 

proposed to measure the length, width, and area of the crack in the given image. These 

methods shrink the crack into its skeleton which does not provide the precise 

measurement of crack characteristics. Further, the width of the crack varies at each point 

and cannot be represented with a single value.  
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1.3 Research Objectives 

This study aims to propose a pragmatic and efficient crack pixel segmentation method 

that accurately classifies each pixel in the image as a crack or non-crack pixel. The 

following objectives are proposed for this research to achieve the aim of this study; 

1) To investigate the convolutional neural network-based crack detection methods 

used for crack image segmentation.  

2) To build a crack detection system using a convolutional neural network that 

generates a crack segmentation mask with improved segmentation accuracy 

through proposed network architecture and loss function that minimizes the effect 

of an imbalanced dataset, spots, stains and dark intensity regions.    

3) To evaluate the performance of the proposed crack detection system by comparing 

the results with current models.  

1.4 Research Methodology  

The research methodology adopted to achieve the objectives of this research work is 

highlighted in this section, as shown in Figure 1.5.  

1) A review of previous research on crack detection is carried out to find the effective 

techniques proposed and implemented for crack detection.  

2) The issue associated with crack segmentation using an imbalanced dataset is 

highlighted based on the literature review.   

3) Study different CNN architectures that have been proposed for the crack 

classification and segmentation to develop an optimal network for this research. 

4) Study different loss functions to understand their capabilities and constraints for 

tackling imbalanced datasets and build weighting factors to overcome the stated 

issues. 
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5) Collection of crack image dataset such that the image contains spot, stain, and dark 

intensity regions, is highly imbalanced in terms of crack and non-crack pixels. 

Later, the dataset should be publicly available for other researchers to use the 

dataset for research purposes along with ground truth information. 

6) Implementation of proposed network architecture and loss function for crack and 

non-crack pixel accuracy for imbalanced dataset. 

7) To show the effectiveness of the proposed network and loss function, the results 

are compared with other network architectures and loss functions.  

 

Figure 1.5: Methodology of research process  
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1.5 Scope of Research 

Semantic segmentation is an interesting computer vision problem, which classifies 

each pixel of an image into its respective class or region. It generates a labeled mask as 

an output that specifies the region of a target object and background object separately. 

The labeled regions provide the precise localization information of each object. A DCNN 

is the most recent and successful technique used for pixel classification. Several DL 

architectures have been proposed and deployed to precisely classify the pixel of different 

regions. Crack region segmentation is a binary classification task, which classifies the 

pixels of a crack image into two classes i.e., crack pixels and non-crack pixels. The 

different number of crack and non-crack pixels in any given image introduces a class 

imbalanced data problem which results in low segmentation accuracy. Moreover, the 

boundary pixels and dark intensity regions are hard to predict accurately because they 

possess dual properties of both crack and non-crack regions.    

Therefore, this study focuses on critically analyzing the effect of class imbalance data 

in the training process. It investigates the potential of DL architectures and other methods 

to balance the natural difference between crack and non-crack pixels. A balancing factor 

is generated from the ratio of crack pixels and non-crack pixels. Besides, a sensitive transform 

map is incorporated in the loss function to precisely classify the pixels of boundary and dark 

regions.   

In addition, the second part involves the modification of residual blocks in the encoder-

decoder network. The crack segmentation model is proposed for pixel classification. The 

proposed crack segmentation network (CSN) contains skip connections and residual blocks 

to recognize the crack and non-crack pixels in their respective regions. Finally, multiple 

experiments are conducted to evaluate the performance of the segmentation network and 

validate the overall system robustness.  
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   In summary, the proposed crack segmentation methods have great potential not only in 

the crack detection field, but also in other fields such as object segmentation, medical images 

segmentation, and so on. 

1.6 Thesis Outline 

This thesis consists of five chapters. Chapter 1 presents the overview of the structural 

health monitoring system, problem statement, research objective, and scope of the 

research. 

Chapter 2 presents a concise and comprehensive literature review on machine 

learning, deep learning, convolutional neural network, network architectures, structural 

health monitoring system, and existing research. 

Chapter 3 describes the methodology of the proposed solution, including network 

architecture, loss function, transform map, system configuration, and hardware 

description. 

Chapter 4 evaluates the experimental results obtained from the simulations and the 

performance of the proposed method. The performance of the proposed method is further 

analyzed in comparison to existing research. 

Chapter 5 summarizes the research work, the current limitation of the proposed work, 

and proposes the directions for further improvement in the future. 
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CHAPTER 2: LITERATURE REVIEW 

2.1 Introduction 

Computer vision (CV) makes a machine capable of learning from the features of digital 

images and videos. It provides a better understanding of features and patterns through 

visual information. CV is interdisciplinary research, which involves engineering, 

computer science, mathematics, medicine, astronomy, transportation, agriculture, etc. A 

huge amount of visual data (smartphones and digital cameras) is available for these 

research fields. Image classification and segmentation are the most important problems 

in CV and digital image processing. Image classification differentiates between multiple 

objects from the image by extracting the unique features of that object while segmentation 

involves the partition of an image into several regions that possess different attributes 

(color, intensity, or texture) and objects based on the features of those objects. It aims to 

identify the background and objects in the foreground. Image classification and 

segmentation are applicable through multiple techniques, e.g. object detection, 

localization, or recognition tasks in many applications such as face recognition (Coskun 

et al., 2017) (Kute et al., 2019) (Peng et al., 2018) (Vo et al., 2018), disease diagnoses 

(Albarqouni et al., 2016; Lu et al., 2018; naceur et al., 2018; Vinícius dos Santos Ferreira 

et al., 2018), agriculture (Dias et al., 2018; Lottes et al., 2018; Razavi & Yalcin, 2017; 

Sobayo et al., 2018), the Intelligent Transportation System (ITS) (Gundimeda et al., 2019; 

Nugraha et al., 2018; Soon et al., 2019; Xinchen Wang et al., 2019), wireless 

communication (Dörner et al., 2018; Hadhrami et al., 2018; Mao et al., 2017), and 

cybersecurity (W. H. Lin et al., 2018).  

2.2 Machine Learning 

In 1959, the first research to verify programmable computing concluded that the 

machine could learn to defeat a human being in a checker game (Samuel, 1959). As shown 

in Figure 2.1, ML is a subfield of artificial intelligence (AI) and DL is also known as 
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representation learning, considered one of the most popular ML algorithms. The concept 

of ML has got many definitions based on the thoughts and perceptions of different 

scientists and researchers. The most referenced explanation of ML by Mitchell (Mitchell, 

1997) is “A computer program is said to learn from experience E with respect to some 

class of tasks T and performance measure P, if its performance at tasks in T, as measured 

by P, improves with experience E”. ML is becoming an attractive and mature method that 

help to solve many real-world problems. it is devised that ML can be applied to many 

other real-life problems. It is the science that capable computers to perform well in solving 

problems without being taught each and everything. It is so common and adaptive today 

that without knowing we use it in many ways in daily life. ML is a powerful tool that 

predicts the outcome for a given input with the help of statistical, stochastic methods, AI 

algorithms, and advanced digital computing. It requires a huge amount of data for 

processing, hardware for computational performance (GPU), training techniques 

(activation, normalization, dropout), and advanced networks (CNN). These important 

processes are required to learn and perform the tasks effortlessly, intelligently, and 

efficiently like humans (Goodfellow et al., 2016). Most of the latest DL methods have 

produced promising results over different tasks i.e., classification (object, action, words, 

email, news) (Dyrmann et al., 2016; LeCun, 1989), segmentation (objects, scene) (Y. Xu 

et al., 2019), recognition (face, pattern, speech, object) (Coskun et al., 2017; Fukushima, 

1988; In Jung Kim & Xie, 2014), detection (face, object, fraud, behavior, emotion) 

(Nugraha et al., 2017), identification (writing, gender, age, language) (Bhatt et al., 2017; 

Socher et al., 2011), sentiment analysis (emotions from text or speech) (Hassan & 

Mahmood, 2017), prediction (weather, traffic) (Salaken et al., 2019), social media 

services (suggestion, possible reaction, people you know) (Hayat et al., 2019), medical 

services (detecting disease, identifying infected area) (C. Chen et al., 2021; Fourcade & 

Khonsari, 2019), recommendation (products and services) (S. Zhang et al., 2019), robots 
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(chat-bot, virtual personal assistant) (Nuruzzaman & Hussain, 2018), machine translation 

(Costajussà, 2018), and surveillance (Pan et al., 2018; Sreenu & Saleem Durai, 2019). 

The learning mainly based on a mathematical model, criteria for training the model and 

optimization procedure. The learning process learns the features from the given dataset 

where learning procedure is categorized into supervised, unsupervised, semi-supervised 

learning and reinforcement learning algorithms.  

 

2.2.1 Supervised Learning 

In supervised learning (Courville, Ian Goodfellow, 2016), algorithms are trained over 

a 𝑁 number of paired sample data {(𝑥1, 𝑦1), (𝑥2, 𝑦2), (𝑥3, 𝑦3), ……… (𝑥𝑁 , 𝑦𝑁)} and the 

machine is known to input 𝑋 = {𝑥1, 𝑥2, 𝑥3, … 𝑥𝑁} and its labelled output =

{𝑦1, 𝑦2, 𝑦3, … 𝑦𝑁}. The leaning algorithm develop a function 𝑓(𝑥, 𝑦) from sample data 

which is mostly independent and identically distributed used for prediction, classification, 

and regression-related problems.  

 

Figure 2.1: Venn diagram of AI and its sub-divisions (Goodfellow et al., 2016) 
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2.2.2 Unsupervised Learning 

The unsupervised learning algorithms are different from the supervised one as it does 

not have input-output pair rather they have unlabeled data. The algorithm tries to extract 

hidden features and builds a statistical model from the given data in the form of a group 

or clusters. The other category of the ML algorithm is reinforcement learning which has 

a feedback loop between the learning procedure and the output of trained data based on 

error.  

2.3 Deep Learning  

DL can be defined as an ML algorithm that deals with neural networks. Neural 

networks with a deep structure or with more than two layers are referred to as Deep Neural 

Networks (DNN). Figure 2.1 shows that DL represents representation learning which is 

a sub-type of ML that consists of multiple levels of representation (Heaton, 2018). DL 

over the past several years has been developed as a popular tool that attracts the attention 

of researchers from other fields to overcome the weaknesses of traditional methods and 

solve complex problems in their respective fields to achieve demanding results. The 

popularity of DL is doable due to the availability of a large amount of data, computational 

performance due to graphical processing units (GPU), training techniques such as Adam 

(Kingma & Ba, 2014) and SGDM (Rumelhart et al., 1986), optimized layers such as ReLu 

and SoftMax, and advance networks such as CNN (Krizhevsky & Hinton, 2012) and U-

Net (Ronneberger et al., 2015). With the increase in databases, DL has exponentially 

achieved success both in commercial and academia. Not only did software base 

advancement help DL to achieve success, the latest hardware such as GPU’s improved 

the ability of DL (Courville, Ian Goodfellow, 2016). DL with deeper layers improves the 

system's experience by learning the features from data and making complex structures 

deeper and simple (Patterson & Gibson, 2017). Therefore, it is a novel discovery for 

solving problems in those areas which has high-dimensional data. Inspired by brain 
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function, deep neural networks are built from many hidden layers sandwiched between 

the input and output layers. DL provides significant techniques to solve classification 

problems (X. Glorot et al., 2011; Hu et al., 2015; Y. Jang et al., 2018; I.J. Kim & Xie, 

2015; H. Lee et al., 2009; H. Zeng et al., 2018), object segmentation (Girshick et al., 2014; 

J. Long et al., 2015), object detection (Girshick, 2015; Peng et al., 2018), regression 

(Salaken et al., 2019), and natural language processing (Jung, 2019). DL is not a task-

specific learning approach. It can be successfully applied in several research domains as 

a universal learning method, capable to provide a solution in almost every field.  

DL techniques can be classified into a CNN (Rawat & Wang, 2017), restricted 

Boltzmann machine (RBM) (H. Chen & Murray, 2003), autoencoder based coding, and 

sparse coding methods. These techniques have developed several other ideas such as deep 

belief network (Hinton, G. E. et al., 2006), recurrent neural networks (RNN) including 

long short term memory (LSTM) (Gers et al., 2002), gated recurrent units (GRU) (Chung 

et al., 2014), recursive neural networks (RNN) (Socher et al., 2011) and recent generative 

adversarial network (GAN). The selection of DL type depends on the scope of the 

problem. 

2.3.1 Convolutional Neural Networks Overview 

DL approaches are excellent in solving traditional artificial intelligence-related 

problems. The most established, progressive, and a widely used algorithm is CNN. The 

following section discusses in detail the CNN, its variants, and applications.  

2.3.2 CNN Layers  

The most established, progressive, and widely used DL algorithm is the CNN 

(Krizhevsky & Hinton, 2012), developed in the 1980s (Fukushima, 1988). The idea did 

not attract researchers due to the absence of the computational ability of hardware, high 

processing machines, and large storage devices. However, the concept accelerated as 
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machines' processing increased in terms of computation and database to retrieve and store 

(Russakovsky et al., 2014). Later in (LeCun, 1989), CNN's were successfully applied in 

classification problems and performed brilliantly in CV applications. CNN architecture 

is divided into two divisions: feature extractors and classifiers as shown in Figure 2.2. 

The feature extractor consists of a convolutional layer, pooling layer, and rectifier unit 

which extracts all the lower features from input data. The classifier consists of two parts,  

a fully connected layer and an object classifier for identification. The input image 

convolves with the kernel (learnable filter) which slides over the input image to extract 

the features. The result of convolution is then passed through the pooling layer (mostly 

max pooling) and the output of the pooling layer goes through the nonlinear activation 

function (mostly sigmoid function) which extracts more features. The output is passed on 

and follows the same procedure to extract more and more features.  

The starting layers extract edges and patterns, which are inferior features. The middle 

layers extract features like the shape of the object and the color of the object, whereas the 

higher layers extract features such as complete objects. The low-level features propagate 

towards higher layers where higher-level features are extracted to be used as an input for 

the fully connected layer to generate output. The final output from the features extractor 

layer enters into a fully connected neural network (Arel et al., 2010) for classification, 

bounding box, and pixel classification layer for segmentation. The classification is done 

using a classifier such as the Soft-Max function. The network parameters determine the 

size of output i.e., depth, stride, and padding. CNN is developed as the most widespread 

and successful DL architecture for several types of input data. It belongs to a feed-forward 

DNN class, which has several state-of-the-art architectures. The CNN compresses the 

fully connected network (FCN) by lessening the connections and sharing the weight of 

the edges.  
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Convolution performs 3 main tasks: sparse interaction, parameter sharing, and 

equivariant representation.  

i) Sparse Interaction: In a neural network, every output unit interacts with 

every input having separate parameters. These parameters help to determine 

the relationship or interaction between the input and output unit. The CNN 

uses kernels of different sizes which are smaller than the input data in size. 

This reduces the number of learning parameters, the storage space and 

increases computation efficiency.  

ii) Parameter Sharing: It uses the same parameter for more than one chunk. In 

convolution, each kernel value is used at every point of input other than 

boundary values. It helps CNN to use only one set instead of multiple 

parameters for every location. It reduces the storage requirement further.  

iii) Equivariance: It refers to the shift in the feature map by the same amount as 

input shifts. Convolution does the same but not naturally (Heaton, 2018).  

 

CNN performed far better than other multi-layered perceptrons (MLPs). The CNN 

weights are shared and do not need to learn again for the same object at different 

locations. It recognizes visual patterns, directly from raw image pixels. This decreases 

the number of learnable parameters and has minimized the pre-processing task. The 

backpropagation learning method improved the performance by providing the 

Figure 2.2: CNN architecture 
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solution to deal with non-linearity with the decrease in the computation process due 

to a smaller number of weights.  

2.3.2.1 Input Layer 

The input layer is the first layer of CNN architecture that contains the data in the form 

of images. This layer understands the input data and represents the images as a pixel 

matrix. It gives the contents of input data and has no learnable parameters. The images 

are pre-processed in terms of dimension and size before feeding to this layer.  

2.3.2.2 Convolutional Layer 

The convolutional layer performs convolution operation which is the trademark of 

CNN architecture. This layer holds learnable parameters such as weights and biases. This 

layer contains filters or kernels, used to detect edges, shapes, and patterns of the given 

input image.  Kernels are convolved with each input feature/image pixel to produce 

feature maps as an output. A dot product between each input and filter is performed, 

followed by summing each dot product output, and finally, a bias is added. Bias can be 

configured according to network requirements. The convolutional layer reduces the 

computational cost by minimizing the input size.  

The kernel computes the product of weight and input of kernel size. It also determines 

the desired features based on kernel weights. Equation (2.1) shows the operation of the 

convolutional layer where 𝑍𝑖𝑙 and 𝑍𝑖𝑙−1 are the outputs of current layer and previous layer 

respectively. 𝑊𝑖,𝑗
𝑙  and 𝐵𝑙 represents filters and biases. Each neuron need not be connected 

to all other neurons in the preceding and following layer. The input is convolved with 

filters to produce an output where bias is added for none zero value. The final output goes 

𝑍𝑖
𝑙 = ∑𝑊𝑖,𝑗

𝑙 ∗ 𝑍𝑗
𝑙−1 +

𝐾𝑙−1

𝐽=1

𝐵𝑙 (2.1) 
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through a non-linear activation function which activates the feature maps and forwarded 

the result to the next layer. 

2.3.2.3 Pooling Layer 

The other name of this layer is the subsampling layer. This layer reduces the 

dimensions through a down sampling operation. Average (uses the average value) and 

Max (uses the highest value) pooling are the two most used operations. The following 

Equation (2.2) of the subsampling function represents a pooling operation. 

2.3.2.4 Nonlinearity Layer 

It applies the relevant nonlinear activation function. The most common functions are 

sigmoid, rectified linear unit (ReLU), and SoftMax. 

2.3.2.5 Fully Connected Layer 

This is a flattened layer with each neuron of the previous layer connected to each 

neuron of the current layer. Each neuron has a separate weight for each connection. This 

layer has the highest number of learnable parameters. The input data is linearly processed, 

passed through a non-linearity, and then propagated to the next layer.  

2.3.2.6 Loss Functions  

Loss function plays an important role in convolutional networks. For the optimal 

result, the selection of an appropriate loss function is critical. The loss function minimizes 

the difference and maximizes the similarities between predicted labels and ground truth 

labels. It provides the optimized parameter values by calculating the difference between 

predicted and actual output. The difference is propagated back into the network, which 

helps update the weights of parameters and minimize the difference. It is required from 

𝑍𝑖
𝑙 = 𝑆𝑢𝑏 − 𝑆𝑎𝑚𝑝𝑙𝑖𝑛𝑔 (𝑍𝑗

𝑙−1) (2.2) 

𝑎𝑙 = 𝑓(𝑍𝑙) (2.3) 
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the loss function to generate maximum value for bad prediction and minimum value for 

good prediction.  

Crack images contain highly imbalanced classes that cause serious issues in 

evaluating segmentation results. The distribution of crack and non-crack pixels is not even 

which causes an imbalanced data problem, because in maximum images the number of 

crack pixels is more than non-crack pixels. The imbalanced data causes the learning 

process to get trapped in the local minima of the loss function and makes the network 

biased. In recent years, multiple techniques are used to tackle imbalanced datasets. These 

techniques are divided into two categories (Vluymans, 2019); data level and algorithm 

level. The data level approach tries to balance the class ratio in a given dataset, whereas 

the algorithm level approach adjusts the learning algorithm or classifier to facilitate the 

imbalanced dataset. To handle this problem one of the methods is selecting the optimal 

loss function. Loss functions are distinguished from each other based on distribution, 

region, and boundaries (Ma, 2020). The following loss functions are used for crack image 

classification and crack pixel classification. 

(a) Cross-Entropy Loss Function 

The cross-entropy (CE) loss function is mainly used for cost function in the training 

process of neural networks. It measures the difference between two random variables. CE 

loss is defined as 

where 𝑡 is ground truth labels and 𝑝 is the corresponding predicted labels. CE loss has 

achieved excellent results on various CV tasks such as crack image classification (Silva 

& Lucena, 2018) and damage detection (Y. J. Cha et al., 2017). However, it has not 

succeeded in segmentation applications, especially where the data distribution is 

CE_Loss = −(( 𝑡 𝑙𝑜𝑔(𝑝))  +  (1 − 𝑡)𝑙𝑜𝑔 (1 − 𝑝)) (2.4) 

  

Univ
ers

iti 
Mala

ya



35 

imbalanced. Cross entropy loss evaluates each pixel prediction individually and averages 

them to get over all pixel predictions. Thus, it asserts equal learning to every pixel in the 

image and makes CE loss unsuitable for segmentation with an imbalanced dataset. 

(b) Weighted Cross-Entropy Loss Function 

Weighted cross-entropy (WCE) loss is an extended version of CE. WCE assigns 

weight (𝛽) to one class. In (X. Zhang et al., 2019), DCNN adopted weighted cross-entropy 

loss by applying median frequency class weights to balance pixel classes and is given by 

𝛽 is a weight for each class that penalizes the majority classes.  

Another variant of the CE loss function is the Balanced Cross-Entropy loss (BCE), 

like WCE. The only difference is that BCE assigns weight to both classes. The weighting 

factor 𝛽 for one class type and 1- 𝛽 for the second class. In (Cheng et al., 2018), the author 

adopted U-Net architecture for semantic segmentation and deployed BCE loss with 

chamfer distance to handle the imbalanced dataset issue between crack and non-crack 

pixels.   

Assigning weights through inverse class frequency on real-world applications has not 

reached acceptable accuracy on highly imbalanced datasets. 

WCE_Loss =  −(𝛽( (𝑡 𝑙𝑜𝑔(𝑝))  + (1 − 𝑡)𝑙𝑜𝑔 (1 − 𝑝)) (2.5) 

  

BCE_Loss =  −((𝛽 𝑡 𝑙𝑜𝑔(𝑝))  + (1 − 𝛽)(1 − 𝑡)𝑙𝑜 𝑔(1 − 𝑝)) (2.6) 
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(c) Dice Loss Function 

 Based on the dice coefficient, an optimized loss function is designed to segment the 

medical images (Milletari et al., 2016) which has a highly imbalanced dataset. It makes 

the network favor one class and ignores the other important class. It has two versions; the 

generalized dice loss is used for multi-class segmentation and the weight of each level is 

inversely proportional to class frequencies.  

(d) Tversky Loss Function 

Tversky loss (TI) (Salehi et al., 2017), is based on the Tversky index which is a 

generalization of Dice’s coefficient. It adds weight to FP (false positives) and FN (false 

negatives) to address imbalanced data issues in segmentation tasks through a trade-off 

between precision and recall. 

(e) Focal Loss Function 

Focal Loss (FL) (T. Y. Lin et al., 2020), adapts the standards of CE in which 

probabilities are multiplied by their original loss values, to down-weights the negative 

class so that the positive class gets more attention from the network. FL assists the 

network to focus on poorly well-trained pixels, therefore it performs well on an extremely 

imbalanced dataset. Crack segmentation based on a single stage detector (Carr et al., 

2018), used the focal loss function which focuses on the outliers and misclassified 

samples by assigning higher weights to them.  

Focal_Loss = −((𝛽(1 − 𝑝)𝛾𝑡 𝑙𝑜𝑔(𝑝)) + (1 − 𝛽)(𝑝)𝛾(1 − 𝑡) 𝑙𝑜𝑔(1 − 𝑝)) (2.10) 

Generalized_Dice_Coefficient_Loss = 1 − 
2 𝑡𝑝

𝑡 + 𝑝 
 (2.7) 

Dice_Coefficient_Loss  = 1 − 
2 𝑡𝑝

𝑡2 + 𝑝2 
 (2.8) 

Tversky_Loss =  
𝑡𝑝

𝑡𝑝 + 𝛽(1 − 𝑡 )𝑝 + (1 − 𝛽)𝑡(1 − 𝑝) 
 (2.9) 
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where 𝛾 is the steering factor that decreases the loss with its increase. Factor 1 − 𝑝 lowers 

the CE version using alpha and gamma. 

2.3.3 CNN Architectures 

CNN is developed as the most widespread and successful DL architecture for several 

types of input data. It belongs to the feed-forward DNN class, which has several state-of-

the-art architectures. Each architecture has a domain where they perform outclass as 

compared to traditional methods. These architectures contain several repetitive layers, a 

convolutional layer, a pooling layer, and an activation layer.  

Figure 2.3 contrasted the most common and popular, state-of-the-art CNN 

architectures which include LeNet (Lecun et al., 1998), AlexNet (Krizhevsky & Hinton, 

2012), ZFNet (Zeiler & Fergus, 2013), NiN (M. Lin et al., 2013), GoogLeNet (Szegedy 

et al., 2015), R-CNN (Girshick et al., 2014), VGG Net (Vo et al., 2018), InceptionV3 

(Szegedy et al., 2016), FCN (J. Long et al., 2015), U-Net (Ronneberger et al., 2015), Fast 

R-CNN (Girshick, 2015), ResNet (He et al., 2016b), YOLO (Redmon et al., 2016), Faster 

Figure 2.3: CNN history Univ
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R-CNN (S. Ren et al., 2017), FractalNet (Larsson et al., 2016), SegNet (Badrinarayanan 

et al., 2017), PixelNet (Bansal et al., 2017), DenseNet (Mocsari & Stone, 1978), 

CapsuleNet (Sabour et al., 2017), and Mask R-CNN (He et al., 2017).  

CNN architectures such as AlexNet (Krizhevsky & Hinton, 2012), VGG Net (Vo et 

al., 2018), GoogleNet (Szegedy et al., 2015), R-CNN (Girshick et al., 2014), Mask R-

CNN (He et al., 2017), InceptionV3 (Szegedy et al., 2016), and ResNet (He et al., 2016b) 

are fruitful when trained on a large image dataset, and have achieved the state-of-the-art 

results for general image classification and segmentation. These architectures have shown 

significant achievement in ImageNet Challenge (Deng et al., 2015). This challenge 

provides a platform to launch a benchmark in DL for classification, detection, 

localization, and segmentation tasks. The event allowed several algorithms to participate 

and identify the given image. The classification task has more than 1000 different objects 

and more than one million training images. The yearly performance of CNN-based 

architectures in the ImageNet Classification challenge is shown in Figure 2.4. 

2.4 Structural Health Monitoring System 

Structural Health Monitoring (SHM) refers to a regular check-up mechanism to 

monitor the condition and characteristics of civil structures. SHM system is developed to 

monitor the state of health of a civil structure compared to normal conditions. Its primary 

Figure 2.4: ImageNet challenge 
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purpose is to identify the changes in the civil structure and devise a maintenance plan and 

take appropriate action against the abnormality in the structure (L. Long et al., 2020). 

However, there are many ways (Guo et al., 2017) to monitor structural health through 

multiple structure health indices. On the other hand, damage detection can be interpreted 

as a structural modification that changes physical properties and weakens the structure. 

A crack is generally defined as a defect that may cause serious damage and consequences 

to the structure. For the safety and maintenance of roads, subways, bridges, buildings, 

dams, tunnels, monuments, etc, cracks are one of the factors that determine the structural 

condition.  

2.4.1 Cracks 

In terms of image, cracks are sudden changes in the intensity of pixels. Cracks are thin 

dark lines that appear on the surface of solid material along which it has split without 

breaking apart. Cracks on any concrete surface can arise due to material shrinkage and 

expansion, shifting foundations, premature drying, overloading, hydrostatic pressure, 

unbalanced blend, swollen soil, poor soil bearing, creep damage, settlement, and farming. 

Figure 2.5: Types of crack 
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According to a report (John S. Miller & Bellinger, 2014), cracks are mainly categorized 

into fatigue crack, block crack, edge crack, longitudinal crack, transverse crack, and 

reflection crack, as shown in Figure 2.5.   

Cracks can be visible to the human eye as a simple defect. However, the minor crack 

can turn into a bigger and more threatening fault. Some cracks are difficult to observe due 

to the complex texture pattern in the background. Different types of cracks have different 

sizes, like hairline cracks have 0.1 mm width and can be seen on the clear background 

but are challenging to observe with illumination variation. Fine cracks have a width of up 

to 1mm. Some cracks with a width up to 5mm are not considered as dangerous and can 

be healed. However, those cracks above 5mm in width can cause extensive damage and 

require proper repair works or replacement in some cases (M.-H. Zeng et al., 2020).  

2.4.1.1 Crack Features 

Features are the pieces of information that represent the identity of an object either for 

classification or detection. The system learns these features to understand the structure of 

an object and to differentiate between the objects. Differentiation is an easy task for 

human beings, but a machine may require many features to understand the uniqueness of 

an object. Feature extraction is a technique that transforms the data to a new dimension 

for a better representation of data. It is designed to extract discriminative features from 

the training data. The crack features are generated through feature extractors or kernels. 

These feature extractors have different orientations and sizes. At each level, these feature 

extractors find specific information regarding the length, width, shape, color, intensity, 

position, and location of the crack. Consequently, these extracted features are 

implemented as input in the learning algorithm. Image processing uses morphological 

operations such as erosion and dilation to extract crack pixel features from the image. 

Morphological operations also increase the contrast between crack and non-crack pixels. 
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These features include edge information, the contrast between foreground and 

background, and pixel intensities. ML uses handcrafted features to extract crack 

information from the image. For neural networks, hidden layers automatically extract 

feature information from the images. The features of an image are usually the values of 

the pixels in the image (Goodfellow et al., 2016). The CNN uses kernels to extract low-

level crack features at initial layers and high-level crack features or complicated features 

at higher layers. At each level, these feature provides specific information such as edges, 

texture, corner, intensities, color, position, and location information of each pixel. The 

final layer differentiates between crack pixels and background pixels. These features can 

be classified into strong positive activation, strong negative activation, and neutral, which 

indicates the activation strength of each channel.   

2.4.2 Crack Detection  

Crack detection is a process of localization or detection of cracks located on any civil 

structures, manually by skilled labor or automatically by machines. A comprehensive 

literature study of image-based crack detection via deep CNN is carried out in this review 

article. According to our knowledge, the most recent articles on CNN and crack detection 

are comprehensively covered. The effective analysis of multiple factors such as CNN 

type, learning methods, computation complexity, dataset, image type, error estimation, 

results, loss functions, evaluation metrics, and hardware used has been presented. The 

next portion discusses manual crack detection, image processing techniques used for 

crack detection, and crack detection through machine learning.    

2.4.2.1 Manual Crack Detection 

Manual Crack detection is a combinational effort of several methods that help to 

determine the alarming sign (cracks) on civil structures. Cracks can be appearing on any 

civil structures including roads, subways, bridges, buildings, dams, monuments, etc. 
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Cracks are considered one of the initial indications which tell about the degradation of 

civil structures. For maintenance, crack detection is a crucial task and needs special 

attention. Periodical checking is needed to determine the condition of infrastructure. Early 

detection can help to prevent bigger disasters. It is also useful as it ensures the safety and 

estimates the life duration of the civil structure. 

2.4.2.2 Limitation of Manual Crack Detection 

Cracks can be detected by manual inspection or automatic inspection. Manual 

detection, which uses human resources (manual) requires skilled (experience and 

knowledge) labor with appropriate tools to regularly inspect and identify the cracks by 

following the safety precautions, which makes this activity very costly and time-

consuming. This process also requires a lot of documentation as it does not involve any 

visual record and it is still hard to pass a judgment about the sensitivity of crack. In a large 

infrastructure, manual detection is a lengthy process and needs to cover a vast area.  

2.4.2.3 Crack Detection using Image Processing Techniques 

Techniques that root from image processing for crack detection mainly involve image 

pre-processing, segmentation, extraction of features from the image, and crack 

recognition. Image processing techniques use edge detection (scan the sudden change in 

pixel intensity of pixels) and segmentation (identify the object). It is one of the earliest 

techniques to detect, classify and segment the crack from visual data through captured 

images to solve the crack detection problem. Multiple techniques are used to classify 

cracks through image processing methods. From images, cracks can be detected using the 

edges information (Abdel-Qader et al., 2003), morphological operations (Yamaguchi et 

al., 2008), statistical methods, digital image correlation (Gehri et al., 2020), and pattern 

matching (Adhikari et al., 2014b). The process undergoes from capturing the image, 

processing, extracting crack features, and identifying the crack. Crack pixels are assumed 
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to be darker in intensity as compared to other nearby pixels. The contrast between 

neighboring pixels of an image is compared to classify the crack and non-crack regions 

(B. Xu & Huang, 2005). Based on pixel intensity, a threshold is set to classify between 

crack and non-crack pixels using statistical methods (Tsai et al., 2009). Different 

intensities are used to determine the pixel's probability to classify as a crack or non-crack 

pixel (Zou et al., 2012). A three-stepper procedure based on mathematical morphology 

and curvature evaluation is developed. Morphology enhances the image quality with 

cracks, and then a curvature operation is performed. The last image is passed through a 

linear filter to distinguish the cracks from the analogous background (Iyer & Sinha, 2005). 

A crack quantification method of 2D image (grayscale scanning electron microscope) is 

developed. The black and white image is separated, filtered, and quantified to enhance 

via five morphological operations. Connected components label cracks and determine the 

width, length, area, aspect ratio, and orientation (Arena et al., 2014). The extraction of 

statistical properties from pavement images is also used to segment the crack images 

(Koutsopoulos & Downey, 2006). For the maintenance and reparation of roads, the crack 

detection and classification method are presented (Cubero-Fernandez et al., 2017) which 

first degrade noise from the image and then highlight the cracks. After learning the 

features using a decision tree, the statistical classifier is applied to detect cracks in road 

images. The two-step crack detection method is designed based on statistical filtering. 

First, extracting the crack features and then segmenting the crack (Sinha & Fieguth, 

2006). In (Koch et al., 2014), the graph-based method is used to locate the crack properties 

and later detect the crack, but this method requires the manual insertion of the starting 

and ending point of the crack. This problem was resolved by (Oh et al., 2009) when the 

proposed crack detection and tracing algorithm extracts crack properties for crack 

detection. Classification is also performed by the histogram method using a Support 

Vector Machine (SVM) to classify the crack and non-crack images (Prasanna et al., 
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2012). Classification methods are based on binary tree and backpropagation, which 

divides the image into the crack and non-crack regions, comparing grayscale values. 

Otsu’s method provides a good help in the segmentation of images (L. Li et al., 2014). 

The principle Component Analysis (PCA) algorithm, commonly used for dimensionality 

reduction, is also employed to determine cracks from the image set (Abdel-Qader et al., 

2006). Filters are also used to detect cracks by combining the binary versions of the crack 

image. The original image is convolved with filters of different orientations (Salman et 

al., 2013). Based on a threshold value, background pixels are separated from foreground 

pixels, and Sobel’s filter eliminates noise. Lastly, Otsu’s method is applied to detect major 

cracks (Talab et al., 2016). A crack detection, MATLAB-based toolbox CrackIT (Oliveira 

& Correia, 2014) is proposed to detect and characterize fine cracks with at least 2mm 

width. Cracks in the concrete structure are detected by first converting the image into 

grayscale and then applying Sobel’s filter for detecting the crack. 

2.4.2.4 Limitation of Image Processing Crack Detection Techniques 

For the safety of civil infrastructure, low-cost automatic crack detection is designed 

for maintenance purposes. Crack detecting through image processing techniques is not 

straightforward. Many environmental conditions such as shadow, dust, stain noise, 

multicolor spots, uneven light illumination, multiple background scenes, and change in 

the dataset can create resistance in detecting cracks from the image. While designing an 

algorithm, one must consider the characteristics of both the crack and background (rest 

of the image), including the camera's position, camera resolution, length of the crack, 

width of the crack, and angle of a crack in the captured image. A crack can be one or a 

few pixels wide edge in the image and a line with some width, which is generally darker 

than the background pixels. Different crack detection methods are divided into two 

classes based on features: low-level features and high-level features. These features have 

two portions: edge detection and image segmentation. Crack with good continuity and 
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has high contrast are easy to detect with high accuracy, but the problem in crack detection 

is noise in the background (poor continuity due to noise and low contrast due to shadow 

and direction of exposure) which leads to the degradation of methods, those are based on 

low-level features. Crack detection through image processing techniques is challenging 

because crack possesses poor continuity and low contrast among neighboring pixels. The 

problems with intensity and contrast-based algorithms include. 

a) The change in orientation of the image affects the output.  

b) 2-dimensional images do not possess in-depth information.  

c) They lack a proper methodology that identifies the universal threshold.  

d) The result fluctuates by varying the distance between source and camera.  

e) For noisy images, these algorithms do not perform remarkably as compared to 

less noisy images.  

f) Dark pixels in the image that are not part of crack lines can also be detected as 

a crack portion.  

g) Some image-based algorithms of crack detection for final judgment require 

human inspection. 

h) An algorithm can perform well for a particular dataset, yet its performance may 

still degrade for other datasets due to different conditions.  

i) Few methods also require manual insertion of starting and ending point of 

crack, which requires extra effort in terms of processing and time.  

j) The hand-crafted features are not robust and involve intensive computation. 

Therefore, these features are not enough to differentiate the crack and complex 

background, especially in the low-level image. 
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2.4.2.5 Crack Detection using Machine Learning Methods 

Machine learning is a powerful tool that is widely implemented in almost every 

research field. The primary task of these methods is feature extraction and pointing out 

those areas in the image that contains cracks. The graph-cut segmentation method divides 

the image into the crack and background pixels to classify the image according to 

extracted features (Moussa & Hussain, 2011). For classification, an SVM can classify 

cracks of different orientations and compute geometric values of cracks. Another machine 

learning-based crack segmentation is used to remove background elements first and then 

features are computed based on color and texture. These features help to classify the crack 

images by training the SVM (Varadharajan et al., 2014). Other crack detection techniques 

based on ML methods involved Deep Belief Network (DBN) (Xuejun Wang & Zhang, 

2017) for crack detection, simple classifier based road crack detection and 

characterization (Oliveira & Correia, 2013), Markov-based method (Delagnes & Barba, 

2002), image binarization (Ahmadi et al., 2018b), random forest (Shi et al., 2016b), 

recurrent neural network-based crack detection in 3D asphalt surface (A. Zhang et al., 

2019) and AdaBoost through texture pattern recognition (Cord & Chambon, 2012). These 

methods performed well on those images which have clear and visible cracks. The 

processing is based on feature extraction, so it becomes difficult and ineffective to extract 

crack features from unclear images. However, DL methods have shown good results as 

compared to traditional image processing-based methods and other machine learning-

based methods.  

2.4.2.6 Limitation of Machine Learning Crack Detection Techniques 

Many ML methods performed well but have several limitations such as poor 

reusability of modules and requiring a large amount of structured, tagged, and hand-

crafted data for the training process with no convincing results as compared to neural 

networks. In the previous section, most of the ML methods require many structured 
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labels. For complex nonlinear regression, it is challenging to formulate distinctive 

decisions at crack image boundaries. For SVM-based methods, handcrafted features are 

utilized to differentiate between crack and non-crack images. These handcrafted features 

in SVM cannot conduct hierarchical processing on the input features. Therefore, the raw 

data available for processing through ML approaches cannot generate semantic features 

of cracks.   

2.4.2.7 Crack Detection using Deep Convolutional Neural Networks 

 DL can detect cracks through classification, localization, or segmentation. Images 

are labelled as crack or non-crack for classification. For pixel-level segmentation, pixels 

are classified as crack or non-crack pixels whereas localization determines the coordinates 

of cracks inside the image and builds a bounding box around the cracks for detection. 

Figure 2.6 shows the output form of classification, segmentation, and bounding box, 

respectively.   

2.5 Related Works 

From the literature on crack detection using CNN, it is concluded that crack detection 

is divided into two groups. The first way of crack detection through CNN architecture is 

a sliding window technique and the second method is pixel-level crack detection. We 

investigated both parts separately and discussed the findings. DCNN can capture the non-

linear and dynamic relationship between input and output. Hence, they can classify and 

segment the data by learning from the environment. The crack detection process identifies 

cracks either at the image level (classification) or at the pixel level (segmentation).   

Figure 2.6: Output representation 
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2.5.1 Crack Classification Techniques 

CNN learns the detailed features and patterns of cracks from the images to perform 

the classification tasks. If the input image has a high resolution, then it requires a large 

storage capacity and processing power. Therefore, a large number of images are not 

recommended to insert at once into the network. The sliding window technique convolved 

the input image with kernels, which intends to present the image in a computable form or 

small group of pixels that then feeds to the network. The kernel is shifted one pixel right 

and selects the next patch of pixels to be inserted into the network. Thus, the process saves 

computational cost and processing. In the last few years, several crack classifications 

methods are proposed that use a sliding window technique. The classification-based 

methods for crack detection are discussed categorically in the following section.  

2.5.1.1 Classification using DCNN 

For safe driving, an automated road crack detection method is developed to detect 

the road cracks (Lei Zhang et al., 2016a), which learns the discriminative features from 

the image patches and classifies each input image patch as a crack or non-crack image. 

The network is trained over 500 images of 3,264 x 2,448 size using Stochastic Gradient 

Descent (SGD) algorithm. These images are collected at Temple University and 

augmented into 1,000,000 images. The network consists of four convolution layers, two 

fully connected layers, and four max pooling layers. The ReLU function is adopted for 

activation and the sigmoid function is used for classification. The designed model has 

achieved 86.96% precision, 92.51% recall, and 89.65% F1-Score, respectively. The 

model showed better performance as compared with the SVM and boosting technique in 

classifying the crack patches. This method used CNN as a classifier to predict a label 

from the local path, which is based on the local context of a crack pixel. The average 

probability is generated randomly around the center pixel 𝑐 by, 
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where 𝑃𝑖(𝑐) is the classification probability of 𝑖th patch. The ConvNet overestimates the 

crack probability which makes it difficult to mark crack pixels for segmentation. 

Therefore, this method does not provide a standard criterion that differentiates between 

positive and negative crack samples.  

Crack detection techniques encounter several real-world challenges that can be 

minimized through DL methods. The effectiveness of a deeper network for pavement 

crack detection (Pauly et al., 2017) has been demonstrated by varying the network layers 

and measuring its effect on accuracy. The optimized proposed network classifies the input 

images as a crack or non-crack images. The dataset consists of 500 original images, 

divided into two subsets of 3,264 x 2,448 image size, collected at Temple University. The 

network consists of convolutional layers followed by activation layers, four pooling 

layers, a dropout layer between two fully connected layers, and a SoftMax classification 

layer. Two different networks are designed to analyze the performance, four 

convolutional layers are used in one network and five convolutional layers are used in the 

other network. Both networks are trained and tested with the same dataset, and later these 

trained networks are tested on different datasets. The results show that the increase in the 

convolutional layer produced better results and achieved 91.3% accuracy, 90.7% 

precision, and 92% recall, respectively. The second conclusion states that using different 

datasets for training and testing leads to degradation of performance.   

The effect of varying illumination on the source image makes crack detection a 

challenging task. Vision-based concrete crack detection is developed to classify input 

images as crack or non-crack images (Y. J. Cha et al., 2017). This model extracts the 

cracks through CNN at different atmospheric conditions without measuring the defect 

𝑝(𝑐|{𝑃1(𝑐),… , 𝑃𝑁(𝑐)}) =  
1

𝑁
∑𝑃𝑖(𝑐)

𝑁

𝑖=1

 (2.11) 
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features. The dataset consists of 277 raw images of high resolution (4,928 x 3,264), 

augmented into 40,000 images of size 256 x 256. These images are inserted into the 

proposed CNN model for training. The architecture has four convolutional layers, two 

pooling layers, a batch normalization, a ReLU activation function, a dropout layer, and a 

SoftMax layer for prediction. For learning and training, stochastic gradient descent using 

backpropagation is applied. The CNN-based method is compared with other traditional 

methods (Canny and Sobel edge detectors). The results showed that DL-based algorithms 

performed by achieving 98.22% accuracy as compared to conventional algorithms. This 

method performed well but still cannot be considered reasonable and reliable for corner 

or edge cracks due to mainly two reasons. First, due to the shrinkage of the image as it 

goes from the first layer to the last layer, this method discarded those images that have 

cracks at corners or edges. Second, this method is unattainable to determine the crack 

geometry features such as length, width, shape, and exact location due to block-level 

implementation.  

Another CNN-based crack detector is proposed (Yokoyama & Matsumoto, 2017). 

This proposed model utilized 2,000 images, categorized into five different classes. The 

CNN architecture consists of six convolutional layers, three pooling layers, a Leaky 

ReLU (LReLU) activation, a dropout layer, two fully connected layers, and a SoftMax 

function for the classification. The evaluation results are not mentioned.  

Detection of damage over steel structures using CNN is proposed in (Gulgec et al., 

2017). A CNN-based classifier is designed to classify healthy and damaged structures. 

For the experiment, different sequences of layers and hyperparameters are used to 

construct 50 networks. The best CNN architecture consists of two convolutional layers, a 

max pooling, and two fully connected layers. In addition, 𝑡𝑎𝑛ℎ is used as a nonlinear 

activation function and SoftMax as a classifier. The evaluation parameters are not shared. 
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CNN also plays a critical role in pavement crack detection. For the classification of 

crack images, a PCA-based method is conceived (Xianglong Wang & Hu, 2017). For this 

research work, iPhone6 is used to capture 60,000 RGB images of 3,264 x 2,448 size. 

These images are divided into two different sizes, 32 x 32 and 64 x 64, and the transfer 

learning technique is used for both datasets to detect a crack in this proposed method. The 

architecture is composed of two convolutional layers, two pooling layers, and two fully 

connected layers. The 𝑡𝑎𝑛ℎ function in Equation (2.12) is applied for non-linearity 

operation.  

The image is first divided into grids and applied CNN for the detection of cracks. Then, 

the crack grid skeleton is stored, while PCA is applied for crack classification among 

longitudinal, transverse, and alligator cracks. Precision, recall, and F-measure scores are 

used for the evaluation. The proposed method achieved 97.2% accuracy for longitudinal 

crack, 97.6% accuracy for transverse crack, and 90.01% accuracy for alligator crack 

classification. In addition, the method has achieved a 94.7% F1-Score. However, this 

method showed a low precision value with the high complexity of the network model. 

Crack identification from video frames is time-consuming and need human to inspect. 

A vision-based crack detection method is developed (F. C. Chen & Jahanshahi, 2018) to 

detect cracks on the metallic surface. Cracks detection is challenging as they are very thin, 

tiny, and difficult to detect on the noisy pattern from the metallic surface. The approach 

used the CNN framework with the naïve Bayes data fusion scheme to analyze video 

frames. The proposed framework consists of CNN architecture with four convolutional 

layers followed by batch normalization layer, ELU layer, and max pooling. The last group 

of layers includes two fully connected layers, an ELU layer, a dropout layer, and a 

SoftMax classifier. Initially, 5,326 images are collected, which were further converted 

into 1,47,344 crack patches and 1,49,460 non-crack patches of 120x120 size after rotating 

tanh(z) =
𝑒𝑍 − 𝑒−𝑍

𝑒𝑍 + 𝑒−𝑍
 (2.12) 
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and flipping. The CNN patch detector determines crack patches in each frame. The 

motion estimator finds the changes in successive frames. Data fusion consists of 

Spatiotemporal, which registers the crack patches to be determined by Naïve Bayes 

decision, whether it is a crack or not. 

where 𝑓(𝑠𝑖𝑐|𝐶𝑐𝑟𝑘) and 𝑓(𝑠𝑖𝑐|𝐶𝑛𝑐𝑟𝑘) are likelihood functions, 𝐻𝑁𝐵(𝑠𝑖𝑐) converts detection 

score to logarithmic likelihood ratio, 𝑠𝑖𝑐 is the score obtained from the CNN for the 𝑖th 

patch, and 𝜃𝑡 is sensitivity controller. The tubeless part generates the bounding box 

around the cracks. The proposed method achieved 98.3% accuracy, which is higher than 

other approaches. However, this method also results in a low precision value with the 

increased complexity of the network model. 

Sensors are one of the alternate physical ways to detect structural cracks. But due to 

complex requirements such as integrating sensors data, installing sensors, temperature 

variation, and the environmental effect, it is challenging to identify actual cracks. These 

factors affect the sensing device which leads to generating false output. The problem is 

overcome by a vision-based crack detecting method proposed by (Y. Cha & Choi, 2017), 

which uses CNN to process images. The CNN architecture consists of four convolutional 

layers, two pooling layers, a nonlinear ReLU function, and a SoftMax classification layer, 

which extracts crack features, and classifies the cracks. The data set consists of 40,000 

images, 32,000 are used for training, and 8,000 images are used for validation purposes. 

The proposed vision-based method achieved 98% accuracy for both training and 

validation data.  

On the other hand, a large dataset with properly labeled images is a surplus for 

automatic crack detection performance. A data retrieval and annotation method is 

∑(log𝑓(𝑠𝑖
𝑐|𝐶𝑐𝑟𝑘)− log 𝑓(𝑠𝑖

𝑐|𝐶𝑛𝑐𝑟𝑘))

𝑛

𝑖=1

= ∑𝐻𝑁𝐵(𝑠𝑖
𝑐)  > 𝜃𝑡

𝑛

𝑖=1

 (2.13) 
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proposed by (P. C. Liu & El-Gohary, 2019), which labels crack images collected from 

the web. These labeled images are further processed for crack classification. A weak CNN 

classifier is trained on pseudo training data and consists of three convolutional layers, 

three pooling layers, a flattened layer, two fully connected layers, and an output layer 

classifier. The classifier's performance was evaluated on recall and precision parameters. 

Crack detection from tunnel surfaces has several challenges: poor vision, low texture, 

large noise, and small datasets for training. These reasons with limited hardware resources 

can cause difficulty to achieve high accuracy in less operational time. Therefore, a CNN-

based method is proposed (Protopapadakis et al., 2019), which only utilizes effective 

features to produce a better result with less execution time. A CNN classifier annotates 

the image, eliminates noise through the heuristics mechanism, and finds the image's crack 

position. Three convolutional layers without a pooling operation are used in the proposed 

architecture. Accuracy, recall, precision, and F1-Score are calculated to analyze the 

performance of the model.  

2.5.1.2 Classification using CNN Architectures 

A robot-based crack inspection and concrete spalling method are proposed in (L. 

Yang et al., 2017) to avoid human error and cost. The work presented in this research is 

based on web-based collected images and labeled as actual crack, true spall, or no defect. 

These images are 278 spalls and 954 cracks images divided into 70% for training, 10% 

for validation, and 20% for testing. VGG-16 CNN architecture is used to conduct this 

research. The network is fine-tuned, and the method achieved 93.36% accuracy on the 

SCCS database and 70% accuracy on the field test for the classification of images.  

Furthermore, a comparison among the conventional algorithms (Roberts, Prewitt, 

Sobel, Laplacian of Gaussian, Butterworth, and Gaussian) and DL-based algorithm 

(AlexNet DCNN architecture (Krizhevsky & Hinton, 2012)) for crack detection on a 
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single database is conducted in (Dorafshan et al., 2018a). The dataset contains 1000 

images of 2,592 x 4,068 size, divided into 180 sub-images of 256 x 256 which are further 

split into two categories, 1,574 with cracks and 16,426 without cracks. AlexNet 

(Krizhevsky & Hinton, 2012) is used as a DL architecture to implement this research. The 

network is trained in three different modes: fully train, classifier mode, and transfer mode. 

The transfer learning model shows the significance of DCNN (86% accuracy) compared 

to conventional edge detectors (53%-79% accuracy) algorithms. However, IPTs and 

DCNN cannot be comparable as DCNN used sub-images and conventional algorithms 

used pixels. Furthermore, the IPTs are only designed for a specific dataset, that is why 

the change in database degrades their performance, and they also need human interaction 

for a final decision. The DL method, AlexNet is trained for the classification of 1,000 

objects which need huge computational time for training.  

 An end-to-end trainable, automatic crack detection method called DeepCrack is 

presented in (Zou et al., 2018). The proposed method has encoder-decoder architecture 

and contains the capability to learn high-level crack features. The model learned the 

features from four crack datasets, one for training and three for testing. Crack features are 

learned from hierarchical convolutional operations, where results are fused to capture the 

line structure. The total loss function is formulated in Equation (2.14). 

where 𝑙 is the number of pixels in an image, 𝐹𝑖
(𝑘) is the feature map generated by skip-

layer fusion, and 𝐹𝑖
𝑓𝑢𝑠𝑒 multiscale fusion map. The training set has 3,500 images of 512 

x 512 size. The method was compared with seven other DL-based methods and one low-

level features-based method. The results of DeepCrack show that the proposed method 

𝐿(𝑊) =∑(∑𝑙(𝐹𝑖
(𝑘)
;𝑊) + 𝑙(𝐹𝑖

𝑓𝑢𝑠𝑒
;𝑊)

𝐾

𝑘=1

)

𝐼

𝑖=1
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has better performance in terms of extracting unique high-level features as compared to 

other methods.  

Regarding several crack detection techniques, their performance is structure specific. 

Furthermore, due to unexpected situations in the real-world scenario, these techniques 

perform low in the on-site environment. In (B. Kim & Cho, 2018), an automatic vision-

based crack detection method using CNN is developed to classify cracks among other 

crack-like objects such as non-crack, the entire surface, plants, single line, and multiple 

line joints and edges. Most of the images are collected from the internet and divided into 

five different classes. The model (AlexNet (Krizhevsky & Hinton, 2012)) is trained 

through transfer learning over 42,000 images of 227 x 227 resolution to classify crack 

and non-crack images. The proposed method achieved 96.64% accuracy.   

In tunnels, crack detection is a challenging task due to visual issues and lack of 

continuity. Furthermore, only nighttime is suitable for inspection due to the low traffic. It 

also requires a skilled person with appropriate precautions. Therefore, a combined 

approach that uses both DL and traditional image processing tools is proposed to detect, 

locate and measure the defect (Panella et al., 2018). The dataset consists of 188 crack 

images. First, image acquisition with three parameters was set up to have a metric for 

crack detection. The second step includes a low-level algorithm for image processing 

tasks and elements are segmented. For Image classification, two DL architectures 

(AlexNet & GoogleNet) were used with transfer learning to compare the accuracy, 

precision, training, and testing time. The results show that AlexNet performed well on the 

given dataset as compared to GoogLeNet.  

Crack detection on concrete surfaces is challenging due to the lightning effect, 

surface conditions, and humidity. A DL-based, CNN model for crack detection is 

developed (Silva & Lucena, 2018) to resolve such issues in an image. A total of 3,500 
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images are used to perform this experiment. The input image is divided into a patch of 

256 x 256 pixels with both cracked and non-cracked images. The training utilized 80% 

of the image data, while the remaining 20% for testing. VGG-16 architecture parameters 

are used through transfer learning which achieved 92.27% accuracy for the proposed 

model.  

An image-based road crack detection system is proposed by (Mandal et al., 2018). 

The method used YOLO v2 (Redmon & Farhadi, 2017) CNN architecture to detect 

cracks. YOLO v2 looks at the image only once and detects the object using a bounding 

box with appropriate height and width. The dataset consists of 9,053 images divided into 

a training set (7,240 images) and a testing set (1,813 images). These images are divided 

into eight types of cracks. Through transfer learning, weights are tuned from ResNet-

101(He et al., 2016a). The YOLO v2 was evaluated on three different metrics; precision, 

recall, and F1-Score. In addition, the method was compared with a Single-shot Multibox 

Detector (SSD) (Wei Liu et al., 2016) and a Region-based Convolutional Network (S. 

Ren et al., 2017). It is also observed that YOLO v2 performed 5% better and faster than 

SSD and region convolutional neural network (RCNN).  

Sewage concrete pipes have been utilized for a long time as their change required 

both time and money. These pipes can cause leakage, water roots, line breakage, and 

many other serious threats. Hence, their maintenance must be conducted to avoid serious 

issues. A crack detection method from sewer pipes using video is proposed (M. Wang & 

Cheng, 2018). The proposed method utilized a faster region-based CNN (S. Ren et al., 

2017). A total of 3,000 CCTV images are captured, 85% images for training and 15% of 

the images are used for testing. The model achieved 83% of the mean average precision. 

The result concluded that it is challenging to detect cracks from noisy images.  
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A GoogLeNet (Szegedy et al., 2015) architecture-based crack detection method is 

proposed (Zhao & Li, 2018). The architecture was implemented with few modifications 

in network configurations that operate on 224 x 224 RGB images. A total of 1,250 real-

world images were captured using a smartphone. These images are converted into smaller 

patches of around 60,000. The trained CNN achieved 99.39% accuracy for crack 

detection. 

A dual DL model consisting of CNN and FCN for crack detection is proposed (Liang 

et al., 2019). The model identifies the crack area and excludes interfering factors in the 

non-crack area. The FCN model extracts the geometrical crack features such as length 

and width in the image. The first ten layers of the CNN model consist of convolutional 

operation, max pooling, batch normalization, and dropout layer, while the subsequent six 

layers consist of a fully connected layer each with dropout operation. The last SoftMax 

classification layer classifies the image as crack or non-crack. The convolutional and 

deconvolutional layers used in the FCN model produce the output of the same input size. 

This model segments the crack in the classified crack image. The accuracy of the 

implemented models in this research is 98.60% (CNN) and 99.46% (FCN), respectively.  

In (Shengyuan Li & Zhao, 2019), a modified AlexNet (Krizhevsky & Hinton, 2012) 

CNN architecture is proposed for crack classification. The proposed method integrates 

with an exhaustive search (sliding window technique) to extract crack and non-crack 

features. The proposed method overcomes the challenges raised by conventional crack 

detection methods. The deviation between predicted and actual crack class is calculated 

through Equation (2.15). 

𝐿(𝑊) =
1

𝑁
∑𝑓𝑤(𝑥

(𝑖) + 𝜆𝑟(𝑊)) 

𝑁

𝑖=1

 (2.15) 
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where 𝑊is weight, 𝑓𝑤(𝑥(𝑖)) is the loss, and 𝑟(𝑊) is regularization with weight 𝜆. The 

dataset has 60,000 images, trained on the proposed network model, and achieved 99.06% 

validation accuracy and testing accuracy up to 99.09% with a 0.01 training rate. 

In (Ahmed et al., 2019), the authors proposed a DL-based road crack detection and 

damage detection for safe driving. A VGG-16 network is used to detect the crack and a 

combination of CNN(VGG-16) and RNN(LSTM) is used to classify the crack as a severe 

or slight crack. The dataset is collected from different sources such as the Concrete Crack 

image Dataset (Lei Zhang et al., 2016b), SDNET2018 (Dorafshan et al., 2018b), and 

CrackForest (Shi et al., 2016b). The VGG-16 network has achieved 99.67% crack 

classification and 97.66% crack type classification.  

A hybrid method based on DL and the Bayesian probabilistic approach is proposed 

by (Fang et al., 2020) for crack detection. The technique uses Faster R-CNN to detect 

crack patches of suitable scale, further used to train the DCNN regression model for crack 

orientation recognition. The Bayesian algorithm adopts the location, scaling, and 

orientation information, which connects local associated detection and suppresses false 

detection. Faster R-CNN collectively uses two loss functions, i.e., classification and patch 

box regression losses shown in Equation (2.16). 

where 𝑖 is the index of the anchor box, �̂�𝑖 is the predicted probability of the anchor being 

cracked, 𝑦𝑖 is the ground-truth label of 𝑖th anchor, �̂�𝑖 are the predicted coordinates and 𝑡𝑖 

is the ground truth coordinates of the crack patch box. ℒ𝑐𝑙𝑠 is log loss function between 

crack and non-crack patch, and ℒ𝑟𝑒𝑔 is smooth 𝐿1 loss. The DCNN has employed a mean 

square error loss function for training. This method is evaluated on a new build dataset 

with 1,675 images with crack and complex backgrounds. The images in this dataset are 

ℒ({�̂�𝑖}, {�̂�𝑖}) =
1

𝑁𝑐𝑙𝑠
∑ℒ𝑐𝑙𝑠
𝑖

(�̂�𝑖, 𝑦𝑖) +
1

𝑁𝑟𝑒𝑔
∑ℒ𝑟𝑒𝑔
𝑖

(�̂�𝑖, 𝑡𝑖) (2.16) Univ
ers

iti 
Mala

ya



59 

collected from various sources such as Google Images, Bing Images, Baidu Images, 

Crack Forest dataset, and 380 images are captured in a real-world environment. The 

proposed method is integrated with VGG-16 and ResNet-101 as backbone networks. 

Similarly, YOLO-v3 and SSD are implemented for comparison, and the proposed method 

with VGG-16 has achieved the highest precision of 96.8% and F1-Score 92.6%. 

A two-step-based crack detection and crack severity classification is proposed (Tran 

et al., 2020). The authors have used Mask R-CNN for crack detection and identification 

of severity levels. The severity of the crack is determined through the image processing 

technique. Cracks are identified based on fatigue, longitudinal and transverse type. 

Whereas, the severity is divided into three different levels i.e., high, medium, and low. 

Three other loss functions are used to calculate the multitask loss (classification loss, 

bounding box loss, and average binary cross-entropy loss). For crack identification, a 5-

pixel connectivity image processing technique is selected to retain the crack information. 

This image is further processed through dilation, erosion, and Gaussian filter to get the 

final crack. The trained model achieved 92.86% fatigue crack accuracy, 95.15% 

transverse crack accuracy, and 93.13% longitudinal crack accuracy. However, the image 

processing technique has gained 87.5% accuracy.   

Crack detection in complex pavement conditions is a challenging task due to its 

complicated structure, nonuniformity, and noise in the crack image. Therefore, a faster 

R-CNN-based crack detection method (Ibragimov et al., 2020) is proposed, classifying 

different types of cracks in an image. The faster R-CNN consists of three modules, i.e., 

Region Proposal Network for proposal generation, CNN for feature extraction, and SVM 

for object classification. The loss function adopted by Faster R-CNN is shown in Equation 

(2.17).  

𝐿(𝑃, 𝑢, 𝑇𝑢, 𝑣) = 𝐿𝑐𝑙𝑠(𝑃, 𝑢) + [𝑢 ≥ 1] ∑ 𝐿𝑟𝑒𝑔
𝑖∈{𝑥,𝑦,𝑤,ℎ}

(𝑇𝑖
𝑢, 𝑣𝑖) (2.17) 
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where 𝐿𝑐𝑙𝑠 is classification loss, 𝐿𝑟𝑒𝑔 is regression loss, 𝑣, and 𝑢 represent coordinate 

information and labels. Overall, 2,600 images are used for training and achieved 31.86%, 

78.88%, and 87.21% average precision for linear crack, area crack, and patching, 

respectively. 

2.5.1.3 Classification using CNN Architectures with Modules  

An automatic image-based crack detection system using CNN is proposed 

(Chaiyasarn, 2018). A model is proposed to overcome the costly, laborious, and time-

consuming crack inspection and detection activity on the historic structure. The proposed 

model extracts the features from RGB images (a total of 2,934 images of 28 x 28 patches). 

The implemented CNN architecture consists of two convolutional layers with 32 filters, 

a non-linear activation function ReLU, a max pooling, a fully connected layer, and a 

SoftMax layer. Three classifiers (SoftMax by CNN, SVM, and Forest tree) are used with 

CNN architecture for comparison. The combination of CNN with SVM achieved 74.9% 

accuracy higher than other classifiers. However, the dataset utilized in this research is not 

verified, which is one of the most important aspects of DL algorithms that affect the result. 

Manual crack detection on a civil structure is inefficient due to cost, the time required 

to complete the inspection, and skillful assessment. Therefore, a crack identification 

method based on AlexNet architecture is proposed by (H. Kim et al., 2019), classifying 

the images as a crack or non-crack. First, the main idea of the crack candidate region 

(CCR) is imposed in the proposed method that selects the crack candidate from the 

surface image and represents both crack and non-crack objects. Secondly, the feature 

obtained from CCR is passed through SURF-based and CNN-based classification. CCR 

used Sauvola’s binarization; for noisy and high-contrast images, shown in Equation 

(2.18). 

𝑇 = 𝑚 {1 − 𝑘 . (1 −
𝑠

𝑅
)} (2.18) 
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where 𝑅 is a normalizing factor, 𝑘 is sensitivity, 𝑚 is mean, and 𝑠 is the standard deviation 

of pixel intensities. The SURF-based classification method consists of feature extraction 

(interest point detection using Hessian matrix and interest point description using Haar 

wavelet), visual vocabulary construction (k-means clustering), and classification (SVM). 

The CNN-based classification consists of five convolutional layers (max pooling and 

ReLU), three fully connected layers, and SoftMax for classification. The result was 

evaluated through five performance metrics: precision, recall, F1-Score, accuracy, and 

computational time. The CNN-based method showed more accurate and efficient results 

than the SURF-based method for crack identification.  

An end-to-end, CNN-based automatic bridge crack detection model is proposed (H. 

Xu et al., 2019). The network consists of sixteen convolutional layers, three max pooling 

layers, an atrous spatial pyramid pooling (ASPP) module, and a SoftMax classification. 

ASPP module contains three Atrous convolutions, used in parallel to obtain larger 

respective fields without reducing image resolution. The output features from Atrous 

convolutions are passed to depth-wise separable convolution, which reduces the 

computational complexity. These multi-scale features contain image context information 

and are concatenated to increase the network prediction accuracy. The dataset consists of 

6,069 images (4,058 crack images and 2,011 background images). The network is trained 

from scratch using 4,856 images, while 1,213 images are used for testing. The proposed 

method is evaluated and achieved 96.37% accuracy, 78.11% precision, 100% sensitivity, 

95.83% specificity, and 87.71% F1-Score, respectively.  

2.5.1.4 Classification using other Networks   

CNN is one of the most popular and efficient DL techniques which are gradually 

getting acceptance in industrial applications. A genetic algorithm (GA), on the other hand, 

optimizes the parameters accordingly. In this paper (Gibb et al., 2018), a genetic 
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algorithm is adopted to find the best values of parameters (number of convolutional 

layers, kernel size, and number of kernels in each layer) to have the optimal structure of 

CNN for crack detection. The network depth, hyperparameters, and size of layers are 

evolved by GA in this paper by optimizing these parameters and determining the detailed 

representation of the image to improve accuracy. The dataset has 3,000 images for 

training and 600 for testing. A fitness function based on correctly classified images over 

total classified images measures the accuracy. The genetic algorithm uses (µ, λ) 

population size and random generation of children. Therefore, the individual with higher 

fitness has a higher probability of carrying the next generation. The optimized parameters 

obtained after applying GA are eleven convolutional layers with twenty kernels of 15 x 

15 size. 

A one-stage crack detector, CF-Net is proposed by (Xia et al., 2020) to detect real-time 

cracks on railway sleepers. The proposed network used a CF module along with a 

modified loss function. The proposed network is based on RetinaNet, which uses ResNet-

50 and Feature Pyramid Network for feature extraction. The two networks are used to 

predict the crack region and coordinates of the crack region. The classification network 

adopted focal loss, whereas the regression network adopted the smooth-flat loss function 

shown in Equation (2.19), 

where 𝑥 is the coordinate deviation between ground truth and predicted box. The network 

used 54,095 self-collected images from railway maintenance work to train the proposed 

network and achieved 98.1% accuracy, 92.10% precision, 79.4% recall, and 85.20% F1-

Score, respectively. 

𝑠𝑚𝑜𝑜𝑡ℎ𝑓𝑙𝑎𝑡(𝑥) = {
0.25𝑥4                     𝑖𝑓 |𝑥| < 1 
|𝑥| − 0.75,              𝑜𝑡ℎ𝑒𝑟𝑠𝑖𝑠𝑒.
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2.5.1.5 Interpretation of Crack Detection Through Classification  

The crack classification methods can only classify a patch or whole image as a crack 

region or a non-crack region. The classification methods used the sliding window 

technique, which scans the border pixels of the image only once and scans multiple times 

other pixels. If the crack locates at the corner/edge of an image, the information will not 

be properly manipulated because the pooling layer on CNN downsized the original data 

and lost the precious information. The other drawback that degrades the performance of 

the sliding window method is that thousands of image patches are processed patch by 

patch. The sliding window needs to apply CNN on multiple image patches and at 

numerous locations with different filters, which involves a lot of computation. However, 

only a few computations are enough to extract valuable crack features as these shared 

features are not used between overlapping small patches. This method is computationally 

inefficient as it causes an increase in the computation expense. Furthermore, the sliding 

window does not provide the exact location of the crack in the image because localization 

depends on the sliding window size. Therefore, crack detection through a sliding window 

technique for crack feature extraction is somehow incapable of crack localization and 

could not achieve pixel-level accuracies. 

The summary of the related work discussed in this section is illustrated in Table 2.1. 

Table 2.1: Related work summary for crack classification  

References Architecture Dataset Loss function 
(Lei Zhang et al., 

2016a) DCNN Self-Collected 
Images CE 

(Pauly et al., 2017) DCNN Self-Collected 
Images CE 

(Y. J. Cha et al., 
2017) DCNN Self-Collected 

Images CE 

(Yokoyama & 
Matsumoto, 2017) DCNN Self-Collected 

Images CE 

(Gulgec et al., 
2017) DCNN Self-Collected 

Images 
Negative Log-

likelihood 
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References Architecture Dataset Loss function 
(Xianglong Wang 
& Hu, 2017) DCNN Self-Collected 

Images CE 

(F. C. Chen & 
Jahanshahi, 2018) DCNN Self-Collected 

Images CE 

(Y. Cha & Choi, 
2017) DCNN Self-Collected 

Images SoftMax 

(P. C. Liu & El-
Gohary, 2019) DCNN Collected from 

the Internet CE 

(Protopapadakis et 
al., 2019) DCNN Self-Collected 

Images CE 

(L. Yang et al., 
2017) CNN (VGG16) 

Concrete 
Structure 

Spalling and 
Crack 

CE 

(Dorafshan et al., 
2018a) CNN (AlexNet) Self-Collected 

Images CE 

(Zou et al., 2018) CNN (VGG16) 

CrackTree260 
CrackLS315 

Stone331 
CRKWH100 

WCE 

(B. Kim & Cho, 
2018) CNN (AlexNet) Collected from 

the Internet CE 

(Panella et al., 
2018) 

CNN (AlexNet 
and GoogLeNet) 

Self-Collected 
Images CE 

(Silva & Lucena, 
2018) CNN (VGG16) Self-Collected 

Images CE 

(Mandal et al., 
2018) YOLO-v2 

Microsoft 
COCO + Self-

Collected 
Images 

Sum-Squared Error 
Loss Function 

(M. Wang & 
Cheng, 2018) Faster R-CNN Self-Collected 

Images Log Loss Function 

(Zhao & Li, 2018) CNN 
(GoogLeNet) 

Self-Collected 
Images CE 

(Liang et al., 2019) CNN & FCN Self-Collected 
Images CE 

(Shengyuan Li & 
Zhao, 2019) CNN (AlexNet) Self-Collected 

Images CE 

(Ahmed et al., 
2019) CNN (VGG-16) 

SDNET2018  
CrackForest  
CCDataset 

CE 

(Fang et al., 2020) Faster R-CNN Self-Collected 
Images 

Log Loss, 
Regression Loss, 
and MSE Loss 

(Tran et al., 2020) Mask R-CNN Self-Collected 
Images 

Classification Loss, 
Bounding Box 

Loss, and CE Loss 
(Ibragimov et al., 

2020) Faster R-CNN Self-Collected 
Images 

Regression Loss 
and CE 
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References Architecture Dataset Loss function 

(Chaiyasarn, 2018) CNN + SVM Self-Collected 
Images 

Hinge Loss 
Function 

(H. Kim et al., 
2019) CNN + SURF Self-Collected 

Images CE 

(H. Xu et al., 2019) CNN (ASPP 
module) 

Self-Collected 
Images CE 

(Gibb et al., 2018) CNN (Genetic 
Algorithm) 

Self-Collected 
Images CE 

(Xia et al., 2020) CF-Net Self-Collected 
Images 

Focal Loss and 
Smooth-Flat 

2.5.2 Crack Segmentation Techniques 

Segmentation is an alternative method for crack detection. It is a pixel-level-based 

technique used for CV tasks. It generates label masks as an output to segment crack and 

non-crack pixels. It determines the crack geometry and locates the cracks by producing 

the segmented crack image. In recent years, CNN has achieved great success in the 

research area of crack pixel segmentation. 

2.5.2.1 Segmentation using DCNN 

The complex pavement conditions make crack detection a challenging task in a real-

time scenario. A DL-based method (Fan et al., 2018a) for a multi-label classification 

problem is proposed to find cracks under complex pavement conditions. The proposed 

architecture learns the crack structure from raw images of two different datasets for the 

experiment, (i) CFD with 118 (72 for training and 46 for testing) RGB images of size 324 

x 480 and (ii) AigleRN with 38 (24 for training and 14 for testing) grayscale images. The 

input images are converted into small patches of 27 x 27 x 3 for RGB and 27 x 27 x 1 for 

grayscale images. To balance the ratio between crack pixels and non-crack pixels in a 

crack image, a ratio of 1:3 is set as non-crack pixels have more representation than crack 

pixels in the crack image. These patches pass through the CNN architecture for training. 

Cracks are manually labeled, and the model is trained over them to predict the 

neighboring crack pixels. CNN architecture consists of four convolutional layers, two 

max pooling layers, and three fully connected layers. The method is tested on two public 
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datasets and compared the results with four other existing methods. The proposed method 

is evaluated on precision, recall, and F1-Score with CFD and AigleRN datasets and 

outperforms other methods.    

A deep FCN method for semantic segmentation on concrete crack images is proposed 

for crack detection and density evaluation (Vu & Duc, 2019). In this research, pixel 

classification is done to monitor and inspect the civil infrastructure. Three different pre-

trained network architectures VGG Net (Vo et al., 2018), ResNet (He et al., 2016a), and 

InceptionV3 (Szegedy et al., 2016) on the concrete crack dataset, are evaluated for the 

implementation of the proposed method. FCN (J. Long et al., 2015) and VGG16 (Vo et 

al., 2018) performed better than the other two architectures. The encoder-decoder FCN 

architecture is trained over 40,000 images and achieved 90% accuracy for end-to-end 

pixel-based classification and segmentation.  

An improved deep fully CNN named CrackSegNet is proposed by (Y. Ren et al., 

2020) for pixel-wise crack segmentation in tunnels. The proposed network consists of an 

encoder, decoder, dilated convolutions, spatial pyramid max pooling, and skip 

connections. The backbone network of the encoder path is a modified version of VGG-

16 architecture. A dataset of 409 crack images that has 4032 x 3016-pixel resolution is 

captured. These images are cropped into 512 x 512 resolution, and 736 cropped images 

are used for training and 183 for the test. The focal loss function is used to address the 

imbalanced class problem. The proposed network is evaluated with different layers and 

methods and achieved 99% accuracy in almost every case. 

2.5.2.2 Segmentation using U-Net  

A U-Net-based pixel-level crack classification method is proposed by (David Jenkins 

et al., 2018). An automatic crack detection method is designed to segment the crack from 

noise, illumination, and textural surface in this research. U-Net architecture is 
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implemented through a patch-based training methodology for image segmentation. The 

limited dataset and a significant reduction in resolution by down-sampling are not 

required for pixel-level classification. Thus, the method is developed to overcome the 

problem of losing fine details of the image during the down-sampling (encoder) process 

faced by SegNet (Badrinarayanan et al., 2017). The U-Net architecture consists of an 

encoder for down-sampling and a decoder for up-sampling. The output of each encoder 

layer is concatenated with the decoder layer to save the fine details. The encoder consists 

of two convolutional layers, two ReLU, and a max pooling layer. The decoder consists of 

two convolutional layers, two ReLU, and an up-sampling layer followed by a SoftMax 

layer for classification. The dataset has 118 grayscale crack images (80 for training, 20 

for validation, and 18 for testing). Test image patches 48 x 48 size is processed using the 

sliding window method. CrackForest dataset is used on precision, F1-Score, and recall 

metrics for the evaluation. The result outperformed the state-of-the-art methods on two 

out of three evaluation metrics.  

Another U-Net-based end-to-end semantic segmentation network is proposed for 

pixel-level crack classification (Ji et al., 2018). In this research, the localization issue of 

sliding window-based methods is addressed by using pixel-level detection. U-Net 

architecture with some modifications (input image size, zero paddings in convolutional 

layers against shrinking, Adam optimizer for faster convergence, and drop-out layers to 

avoid overfitting) is used. The dataset contains 30 raw images and an annotated mask 

(JSON file) where 1 is labeled as a crack and 0 as a non-crack pixel. These raw images 

are further divided into 512 x 512 sizes (200 images): 70% of the images are used for 

training, 15% for validation, and 15% for testing purposes. The binary cross-entropy loss 

function is used for the pixel-level classification. The evaluation metrics over which this 

method is evaluated are precision, recall, and F1-Score. These methods are compared to 
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the Canny edge detector and Sobel edge detection method. The proposed method 

achieved high accuracy and had a robust performance for crack detection.  

A U-Net-based automatic pixel-level crack segmentation method is proposed (Cheng 

et al., 2018). The proposed method resolved the imbalanced data problem as a crack 

image contains many non-crack pixels compared to crack pixels. The encoder-decoder 

CNN architecture detects and segments the cracks. This method processes the entire 

image and generates segments directly without dividing the image into small patches. In 

addition, a new lost function that finds weight according to minimal distance is introduced 

to achieve better accuracy.  

where 𝛽𝑖 is the class sample ratio, 𝑑𝑖𝐼is inner and 𝑑𝑖𝑂is outer Euclidean distance transform 

map. The architecture takes a grayscale image as an input and produces a segmented 

output image of the same size by classifying between a crack and a non-crack pixel. The 

input images do not require pre-processing like creating image patches. Furthermore, to 

resolve the imbalanced data problem number, a balanced cross-entropy loss function 

based on chamfer distance is used to predict the probability of each pixel. 

A U-Net-based concrete crack detection method is used (Z. Liu et al., 2019), which 

utilized the focal loss function for updating weights through the Adam optimization 

method. The training process utilized 57 images while 27 images are used for testing. k-

fold cross-validation is used to evaluate the ML model with k=3. The proposed method 

achieved 90% precision, 91% recall, and 90% F1-Score, respectively.   

𝐿(𝑥) = −∑(𝑑𝑖
𝐼(𝑥)𝛽𝑖𝑦𝑖(𝑥) log ŷ𝑖(𝑥) + 𝑑𝑖

𝑂(𝑥)(1 − 𝛽𝑖)(1

𝐾

𝑖=1

− 𝑦𝑖(𝑥)) log(1 − ŷ𝑖(𝑥))) 

(2.20) 
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Manual crack image annotation is a challenging and lengthy task that requires a 

trained expert to label the cracks. A U-Net-based, fully CNN is proposed (Konig et al., 

2019), which uses a small dataset to train the network. The U-Net architecture is modified 

by adding residual blocks and attention gates to crack image segmentation. The encoder 

block consists of a 1 x 1 linear transformation filter followed by four convolutional blocks 

and a ReLU activation function. The output of the 1 x 1 linear transformation filter is 

added to the output of the last activation function. On the other hand, the attention gate is 

used to retain the spatial relevant features and generates a scaling coefficient 𝑎𝑖𝑙, which is 

added in decoder block through skip connections.  

𝑎𝑖
𝑙 = 𝜎2(𝑞𝑎𝑡𝑡

𝑙 (𝑥𝑖
𝑙 , 𝑢𝑖

𝑙)) (2.21) 

𝑞𝑎𝑡𝑡
𝑙 (𝑥𝑖

𝑙 , 𝑢𝑖
𝑙) =  𝑊𝑣(𝜎1(𝑊𝑥𝑥𝑖

𝑙 +𝑊𝑢𝑢𝑖
𝑙 + 𝑏𝑢) + 𝑏𝑣) (2.22) 

where 𝑊𝑣, 𝑊𝑢, and 𝑊𝑥 are 1 x 1 linear transformation filters with biases 𝑏𝑢 and 𝑏𝑣. ReLU 

activation function is presented as 𝜎1 and Sigmoid as 𝜎2. The term 𝑥𝑖𝑙 are the feature of 

𝑙𝑡ℎ U-Net architecture level and 𝑖𝑡ℎ pixel of feature map 𝑥 and 𝑢𝑖𝑙 is the previous up-

sampling operation. The network uses two loss functions, i.e., cross-entropy loss and dice 

loss function, to minimize the difference between ground truth and predicted mask. The 

encoder-decoder U-Net architecture is trained on the CFD and AigleRN datasets and 

achieved 94.94% and 89.86% F1-Score, respectively.  

In (Lau et al., 2020), a U-Net-based CNN architecture is designed to segment the 

crack images with an irregular pattern, lighting conditions, and noisy images. The encoder 

part of U-Net is replaced with ResNet-34. The modified network is integrated with spatial 

and channel squeeze excitation (SCSE) modules that improve the result by a small margin 

in precision and F1-Score. The dice coefficient loss function is used to measure the 

difference between predicted and ground-truth masks. The network is evaluated on two 
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datasets and achieved a 96% F1-Score for the Crack500 dataset and a 73% F1-Score on 

the CFD dataset.  

A pixel-level crack detection model is proposed by (Lingxin Zhang et al., 2020), with 

U-Net architecture as a base network. In this research, the effect of the dataset and 

network depth on training time, accuracy, and speed are analyzed. The original U-Net is 

modified, and four new CrackU-Net architectures are proposed based on different 

convolutional layers. CrackU-Net7, CrackU-Net11, CrackU-Net15, and CrackU-Net19 

have seven, eleven, fifteen, and nineteen convolutional layers. Furthermore, these 

networks have different network levels in the symmetric structure. The generalized dice 

loss function is adopted to resolve the imbalanced class issue. The dataset has 1,200 

augmented images collected from the Internet, Lab, and other different literature. The 

first experiment is performed to analyze the effect through four different datasets (100, 

200, 400, and 800). The CrackU-Net19 performed best in these datasets, other than the 

overfitting problem in smaller sets. The second experiment is performed to analyze the 

effect of network depth, where CrackU-Net7 achieved 97.75%, CrackU-Net11 achieved 

99.31%, CrackU-Net15 achieved 99.44, and CrackU-Net19 achieved 99.36% accuracy. 

The training time of the proposed CrackU-Net (7, 11, 15, and 19) model was 1.1, 1.4, 1.7, 

and 1.9 hours, respectively.     

The dataset of crack images is usually captured by a smartphone that does not possess 

standard quality resolution. To accurately extract the crack information from these 

images, a DCNN based U-Net architecture is proposed by (Huyan et al., 2020) for pixel-

wise crack detection. The proposed CrackU-Net architecture is modified such that mean 

pooling operation and fixed convolutional size are used. In addition, the cross-entropy 

loss function is used as a loss function. The dataset has 3,000 crack images captured from 

a high-speed action camera and smartphone, 2,400 images are used for training, and 600 
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are used for testing. The proposed network reached 99.01% accuracy, 98.56% precision, 

97.98% recall, and 98.42% F1-Score. Thus, CrackU-Net significantly outperforms the 

FCN and U-Net architecture.   

Labeling crack pixels for training is a manual and time-consuming task. Therefore, a 

patch-based weakly supervised semantic segmentation network (Dong et al., 2020) for 

crack detection is proposed which uses image level annotation through crack topology. 

Furthermore, a localization method is developed to extract locational information from 

the crack. The technique initially crops the image into two classes, i.e., true; if it contains 

any part of the crack and false; if it does not contain any crack portion. The cropped 

images are further passed through the localization method to extract the activation crack 

mapping. The DenseCRF in the next step generates labels used with initially cropped 

images to train the network. The predicted output joint with a fusion strategy to obtain 

the final output.  U-Net with a ResNet architecture is used as a backbone network along 

with balanced weighted cross-entropy loss. A position attention module is used in ResNet 

to involve the contextual information of the feature map effectively. Two crack datasets 

called DeepCrack (300 images), and Cls-dataset (20,000 images) are used for training 

and 237 images are used for testing.  

A two-step pavement crack detection and segmentation method (J. Liu et al., 2020) 

is proposed to improve crack detection and segmentation accuracy. The initial step used 

modified YOLOv3 to detect cracks in images and the last step uses modified U-Net to 

segment the detected cracks. First, the encoder part of U-Net is replaced with ResNet-34. 

Then, a spatial channel squeeze and excitation module are integrated with the up-

sampling layer, detecting and segmenting the crack. Self-captured crack images along 

with the CFD dataset are used to train the network. Out of 27,966 images, 16,780 images 

are used for training, and 11186 are used for testing. Dice coefficient loss is used for error 
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calculation. The proposed method performed better than other methods by achieving 

97.24% precision, 94.31% recall, and 95.75% F1-Score, respectively.     

2.5.2.3 Segmentation using VGG 

Evaluation of building cracks is time-consuming and required skilled laborers to 

perform crack identification tasks. Cracks are classified into various categories such as 

orientation, width, length, and type. Therefore, its description, detection, and storage are 

costly and challenging to implement. A computer vision-based, FCN technique for crack 

detection is proposed to detect cracks automatically at the pixel level (X. Yang et al., 

2018). FCN is an end-to-end convolutional network with a down-sampling part 

(convolutional, pooling, and dropout layer) that uses VGG-19 and an up-sampling part 

(deconvolutional layer) for dense prediction. The information from up and down 

sampling is concatenated to determine the type and location of the crack. The architecture 

consists of a convolutional layer, ReLU, max pooling, deconvolutional layer, and 

SoftMax function. The model adopted the exponential staircase decay function defined 

by Equation (2.23) to reduce the initial learning rate.  

𝑙𝑟𝑡 = 𝑙𝑟0. 𝑟𝑑 ⌊
𝑡

𝑡𝑚𝑎𝑥
⌋ (2.23) 

where 𝑙𝑟 is learning rate, 𝑟𝑑 is the decay rate, and 𝑡 is the iteration step. 800 images (80% 

for training and 20% for testing) are collected for the experiment and are resized to 224 

x 224. Cross entropy is used as a loss function and evaluated on precision, recall, and F1-

Score. The FCN’s feature maps produce low prediction and poor resolution due to 

information lost during down-sampling.   

 CrackNet-V based on a deep neural network is proposed (Fei et al., 2019) for pixel-

level crack detection. The method determines a specific pixel in a particular region on a 

3D asphalt pavement image and classifies that pixel as a crack or non-crack. The 

CrackNet-V is faster than CrackNet (A. Zhang et al., 2017) due to fewer parameters 
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(63,113 parameters) and preserves the information of corner pixels because it excludes 

the pooling layer. CrackNet-V is based on VGG architecture with ten layers. The network 

has a pre-processing layer (for rectification of unevenness due to the cross slope, rutting, 

and deformation), eight convolutional layers followed by Leaky Rectified Tanh shown in 

Equation (2.24) (which provides high accuracy in detecting narrow and fine cracks) and 

a Sigmoid-like function in the final layer.  

For error minimization, a cross-entropy loss function is used that differentiates between 

the predicted and actual pixel.  

C =
3

4
[(𝑡 − 1.7159)𝑙𝑛(1.7159 − 𝑎) − (𝑡 − 1.7159)𝑙𝑛(1.7159 + 𝑎)]

+ 𝑐𝑜𝑛𝑠𝑡 + 𝐿2 𝐼𝑡𝑒𝑚 
(2.25) 

where 𝑡 is the targeted pixel, a is the predicted pixel, const (3.174) is used to avoid 

negative error, and 𝐿2 Item is a weighted decay parameter. The database consists of 3D 

pavement images and ground truth images. Average pooling operation is applied to 

reduce the original image size from 4096 x 2048 to 512 x 256. The network was trained 

with 2,568 images, 15 for validation and 500 for testing. The architecture is evaluated on 

Precision, Recall, and F1 score and has a high value of Recall and F1-Score but slightly 

low precision. The CrackNet-V was also compared with CrackForest (SVM) (Shi et al., 

2016b) and achieved higher Precision and F1-Score. The CrackNet-V is also evaluated 

on two different activation functions Leaky Rectifier Tanh and Leaky ReLU. The results 

show that with Leaky Rectifier Tanh, CrackNet-V can detect more fine and shallow 

cracks. 

An end-to-end pixel-wise crack segmentation method is proposed by (Y. Liu et al., 

2019), which used deep hierarchal CNN. The architecture adopted a VGG-16 network 

with N output classes in the SoftMax layer, which labels the predicted values to each 

𝜎(𝑥) = max (1.7159 𝑡𝑎𝑛ℎ  (
2

3
𝑥),0) + min(0.1𝑥, 0) (2.24) 
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pixel. The architecture excludes a fully connected layer because of computation, 

time/memory consumption, and shrinks output which is not useful to generate the result. 

After each convolutional layer, a side-output layer with deep supervision is inserted that 

has different scales. These side layers contain multi-scale and multi-level features which 

are concatenated to form the final output. Each side layer contributes to generating the 

output loss. The overall output loss is calculated using Equation (2.26). 

L = 𝐿𝑠𝑖𝑑𝑒(𝐼, 𝐺,𝑊,𝑤) + 𝐿𝑓𝑢𝑠𝑒(𝐼, 𝐺,𝑊) (2.26) 

where 𝐿𝑠𝑖𝑑𝑒 is an image-level loss for side output, 𝐿𝑓𝑢𝑠𝑒 is concatenated final fused loss, 

𝐼 is an input image, 𝐺 is the total number of pixels, 𝑊 is all network parameters, and 𝑤 

is class weights. The output from the fused result is passed to Deeply Supervised Nets 

(DSN) which provides direct supervision for features. Furthermore, FCN learns and 

aggregates multi-scale and multi-level features with DSN. Guided filtering and 

conditional random fields are used to refine the prediction. The results demonstrate that 

the method has achieved comparable results with state-of-the-art methods. It is also 

concluded that lower CNN layers have better information on the crack region but are 

unhelpful due to local noise, while deeper layers have anti-noise ability but have poor 

performance in boundary segmentation. The results obtained from end-to-end pixel-wise 

crack segmentation are better than predicting bounding boxes.  

Traditional crack detection methods possess low accuracy and generalization. A 

novel context-aware pixel-wise deep semantic segmentation network is proposed by (X. 

Zhang et al., 2019) to effectively detect and segment cracks from an image. The 

framework can support any arbitrary size image (both RGB and grayscale) as input. The 

detection system has three main parts and five major components; the first part is the 

localization of image patches (using global non-overlapping (a) sliding windows which 

includes possible crack areas and (b) Sobel-edge detector (NMIPS) for extracting textual 

information), the second part is pixel wise crack prediction ( (c) SegNet is used to assign 
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predictions to crack pixels, the encoder has a convolutional layer, BN, ReLU, and non-

overlapping max pooling while decoder has convolutional layers, BN, ReLU and 

memorized max pooling) and the third part is crosspatch contextual information contains 

cross-state potential function shown in Equation (2.27) and the cross-space potential 

function shown in Equation (2.28) ((d) CAOPF is used to fuse the prediction patches (e) 

MSMP to reduce computation and processing time while maintaining the performance).  

𝑥(𝑆𝑖,𝑗
𝑘 , 𝑆𝑖,𝑗

𝑙 ) =  

{
 

 1

√2𝜋𝜎𝑠2
𝑒
−
(|𝑆𝑖,𝑗

𝑘 − 𝑆𝑖,𝑗
𝑙
|−µ𝑠)

2

2𝜎𝑠
2 ,   ||𝐶𝑘 − 𝐶𝑙 ||  ≤ 𝛼

1,                                                   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (2.27) 

where 𝑥(𝑆𝑖,𝑗𝑘 , 𝑆𝑖,𝑗𝑙 ) is the cross-state potential function, 𝑆𝑖,𝑗𝑘  is the binary pixel states of 

overlapping image patch 𝑘 at position 𝑖, 𝑗, 𝑆𝑖,𝑗𝑙  is the binary pixel states of overlapping 

image patch 𝑙 at position 𝑖, 𝑗, µ𝑠and 𝜎𝑠2 is mean and variance of Gaussian distribution 

between 𝑆𝑖,𝑗𝑘  and 𝑆𝑖,𝑗𝑙 , 𝐶𝑘 and 𝐶𝑙is the Euclidean distance between the central pixel 

coordinate of image patch 𝑘 and 𝑙.  

𝜑(𝐶𝑘 , 𝐶𝑙) =  

{
 

 1

√2𝜋𝜎𝑐2
𝑒
−
(
1
𝜌
||𝐶𝑘 − 𝐶𝑙 ||−µ𝑐)

2

2𝜎𝑐
2 ,   ||𝐶𝑘 − 𝐶𝑙 ||  ≤ 𝛼

1,                                                   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (2.28) 

where 𝜑(𝐶𝑘, 𝐶𝑙) is the cross-space potential function between 𝐶𝑘 and 𝐶𝑙, 𝜌 is the 

normalization factor, µ𝑐 is mean and 𝜎𝑐2 is a variance of Gaussian distribution between 

𝐶𝑘 and 𝐶𝑙. The network is evaluated on F1-Score, Precision, and Recall metrics on three 

different datasets CrackForest Dataset (CFD) and Tomorrows Road Infrastructure 

Monitoring, Management Dataset (TRIMMD), and a Customized Field Test Dataset 

(CFTD). 

A unified neural network-based VGG-19 network and CRF, called DilaSeg-CRF is 

proposed (M. Wang & Cheng, 2019). The network segments the cracks from the sewer 

pipes. The simple DilaSeg model uses the RNN layer instead of dense CRF and addresses 
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spatial information loss. It uses dilated convolution, enlarging the respective field, and 

includes more contextual information. In addition, the dense conditional random field is 

used to improve segmentation. The other network components are parallel multiscale 

layers to maintain the aspect ratio of certain objects, bilinear interpolation to up samples 

the integrated pixels of parallel dilated convolution, and the SoftMax layer is replaced 

with RNN layers. The proposed model achieved Pixel Accuracy 98.69%, mean Pixel 

Accuracy 91.57%, mean Intersection over Union (IoU) 84.85%, and frequency weighted 

IoU 97.47% to evaluate segmentation accuracy. To train the network, 1,880 CCTV 

images of 512 x 256 resolution are used. This study also considered the computational 

cost. 

A DL-based crack detection method is proposed by (J. S. Lee et al., 2020), which 

measures the maximum crack width. The CSN is based on VGG-16. The architecture 

includes a shape-sensitive kernel called CK, a moving kernel within an image that 

overlaps with a crack and creates a greater chance of crack pixel detection. Three CK 

models are proposed in this paper that differ by the activation function, the number of 

convolutional layers, and the orientation of kernels. A total of 2750 images, which 

subsequently divided into a ratio of 7:1:2 for training, validation, and testing. The 

proposed network with CK module 2 achieved 97% crack accuracy and 99% non-crack 

accuracy, respectively. 

Based on SegNet architecture, a fully CNN called pavement and bridge crack 

segmentation network (PCSN) is proposed by (T. Chen et al., 2020) for crack pixel 

segmentation. The encoder portion of architecture consists of VGG-16. The proposed 

PCSN architecture has eleven blocks with five convolutional blocks at the encoder side, 

where each block has 2 or 3 convolutional layers along with max pooling. The decoder 

part consists of five blocks, each with an up-sampling layer and 2 or 3 convolutional 
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layers. The last SoftMax layer transforms the feature maps into class probabilities of each 

pixel. The network is pre-trained with VGG-16 weighting parameters for initialization. 

The training process accepts RGB images of size 512 x 512. The dataset contains 10,000 

images captured from a high-resolution camera; randomly, 5,000 images are selected for 

training and 2,500 for validation and testing. The proposed network adopted a cross-

entropy loss function for error calculation and Adadelta as a network optimizer. As a 

result, the PCSN achieved 83% mean pixel accuracy.    

A ResNeXt based framework is proposed (G. Li et al., 2020) to detect cracks on 

bridge concrete structures. The proposed network is a modified version of the original 

ResNeXt, combining the VGG architecture and Inception network. The dataset is built by 

capturing 25,358 crack images using a DSLR camera along with a distance meter, flash, 

telephoto lens, and various sensors. These captured crack images are divided into five 

different types of images based on shape and orientation (complex cracks, wide cracks, 

oblique cracks, intersecting cracks, and reticulated cracks). Furthermore, the rotation 

augmentation method is used to increase the dataset size up to 45,358 images. The dataset 

is divided into 36,286 training, 4,536 validation, and 4,536 test images, respectively. The 

proposed method achieved 95.73% accuracy, 91.7% precision, 93.1% recall, and 92.5% 

F1-Score, respectively. The framework is concatenated with a post-processing method 

and includes the binarization of adaptive crack width that determines crack pixels in the 

images.  

A weakly-supervised crack detection method is proposed (L. Xu et al., 2020), which 

uses fewer training images and labels to identify the surface crack. The network model 

consists of shared layers (VGG architecture) that extract feature information from the 

input image. LNet is used, which has four convolutional layers to generate heat maps to 

predict defect location. The DNet uses the residual spatial attention module (RSAM) to 
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produce the defect probability through the Sigmoid activation function. The images are 

classified as defected or non-defected images using the binary cross-entropy loss 

function. If the image is classified as defective, the pixels are divided into two categories. 

The KolektorSDD dataset is used to train the network with a novel sampling process to 

resolve the imbalanced dataset issue achieved 99.5% recognition accuracy.  

2.5.2.4 Segmentation using CNN Architectures 

In (Dorafshan et al., 2018b), an image dataset of 56,000 cracks and no crack images 

are built. These images are used to fully train AlexNet DCNN. The author used a 16-MP 

Nikon camera with a 4,068 x 3,456 image resolution. Each image is then segmented into 

256 x 256 sub-images.  

A CNN-based architecture called CrackNet is proposed by (A. Zhang et al., 2017) to 

automatically detect the cracks at the pixel level. CrackNet is used for pavement crack 

detection on 3D asphalt surfaces with pixel-perfect accuracy. It has a slightly different 

architecture as compared to general CNN. It excludes the pooling layer which decreases 

the number of features. It consists of two convolutional layers (the feature detector size 

of a second convolutional layer is 1 x 1), two fully connected layers, a nonlinear ReLU 

function, a dropout layer to avoid overfitting, and a Sigmoid layer. The feature maps are 

extracted before the information is passed in architecture using 360-line filters which are 

obtained through multiple orientational filters. A total of 2,000 3D pavement images of 

size 512 x 1042 (1,800 for training and 200 for testing) are used. The learning process of 

CrackNet includes mini-batch gradient descent, cross-entropy, dropout, momentum, and 

normalized initialization. The results are evaluated and compared with traditional ML and 

imaging algorithms on Precision, Recall, and F1-Score. Although CrackNet performed 

better than other methods, it requires substantial processing time. The hairline cracks are 

difficult to detect through this because it lacks appropriate data for training. CrackNet 
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utilized the feature generator which has no learnable parameters resulting in weak 

learning capability. The use of down-sampling may also cause some information to lose 

which leads to the wrong prediction. The method that extracted the features before 

applying them to the network cannot extract lines of small width. 

Furthermore, CrackNet-II (A. Zhang et al., 2018) is proposed, an improved version 

of CrackNet (A. Zhang et al., 2017). It is a DL-based pavement crack detection method 

for faster performance. The detection is performed at the pixel level which does not affect 

the width and height of the image by varying layer size. A multichannel 1 x 1 

convolutional layer is used to learn the difference between the background pixel and crack 

pixel. Local-level pixel comparison is performed at the convolutional layer. The two 

major modifications in CrackeNet-II are the improvement in learning capability by 

eliminating feature generators and deeper architecture with more hidden layers but fewer 

parameters. The CrackNet-II has 10 convolutional layers (general-purpose and 1 x 1 

convolutional layers). The training includes normalized initialization, batch 

normalization, dropout, mini-batch gradient descent, cross-entropy, and momentum. The 

dataset consists of 3,000 3D pavement images of 1024 x 512 in size with manual 

preparation of ground truth images of crack. The database is divided into 2500 training 

images, 300 validation images and 200 testing images, respectively. The performance of 

CrackNet II over CrackNet is five times faster and has achieved 90.20% in precision, 

89.06% in recall and 89.62% F1-Score. The major achievement of CrackNet II is 

detecting hairline cracks by avoiding noises. CrackNet-II does not acquire a global 

context, which is used to differentiate between noise patterns and pavement cracks. It also 

misclassifies shoulder drop-off patterns and pavement edge as a longitudinal crack. On 

concrete surfaces, pavement joints and grooves are identified as false-positive errors. 

Individual crack is detected as an unconnected part and not positive every time about the 

continuity of each detected crack. 
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A dense-dilation fully- CNN is proposed in (Kaige Zhang et al., 2018) for high-

resolution images. The method detects cracks from any input image size by inserting the 

full image only once. The image classification network is trained on patch images (crack, 

sealed crack, and background) of 227 x 227 size for the implementation. This way, cracks 

can be localized with better accuracy. A dense dilation network transfers the low-level 

and middle-level features to classification networks. AlexNet (Krizhevsky & Hinton, 

2012) is implemented as a source network with a few alterations in the original network 

for training. The result was evaluated using precision, recall, and HD-score. These results 

are compared with CrackIT (Oliveira & Correia, 2014), CrackForest (Shi et al., 2016b), 

and (Dorafshan et al., 2018a). The result of the proposed method showed good accuracy 

in locating cracks and can differentiate cracks with sealed cracks and background 

efficiently.  

Cracks are an alarming sign for civil structures. For the inspection of cracks regularly, 

many image processing and machine learning-based crack detection algorithms have been 

developed. A pixel-level crack delineation network (CDN) is proposed (Ni et al., 2019) 

for quick and accurate detection and segmentation of cracks at the pixel level. The 

framework consists of GoogLeNet architecture and CDN. GoogLeNet classifies the 

cracks at pixel level by extracting features using three network components (i) 

convolution pooling layer (reduces data dimensions, expands pattern linkage, and 

achieves transformation), (ii) inception (increases the depth and width of NN and 

decreases parameters), and (iii) dropout (regularization technique to prevent overfitting). 

The CDN has two network components, convolutional feature-map fusion, and 

consecutive convolutional layers. For updating weight, an SGD optimizer is used along 

with a cross-entropy as a cost function to update large errors fast and small errors slow. 

The dataset has 800 (640 training and 160 testing images) raw images of size 4,000 x 

6,000, further divided into 224 x 224 patches. These patches are discriminated into the 
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classification and delineation groups. The evaluation is done from Net-1 to Net-5 (lower 

to higher) and Net-6 to Net-9 (higher to lower). Thirteen networks are used for different 

feature map fusion by extracting and integrating the previous order with current order 

features. Precision, recall, and F‐measure is used to record performance. Different orders 

are also noted for different types of cracks such as simple cracks, hairline cracks, cracks 

with complex texture in the background, and cracks with artificial marks. All networks 

performed well except Net-6 because it uses higher-order feature maps.   

Crack localization contains useful information for crack detection methods for 

locating the crack correctly in the image. Image-based crack detection methods can 

identify the location and severity of the crack. However, images that contain objects other 

than cracks are difficult to process. In (Bang et al., 2019), a pixel-level crack detection 

method is proposed using the CNN encoder for feature extraction and decoder for 

localizing the cracks. The model detects and classifies the pixels as crack or non-crack 

pixels. The dataset consists of 527 black-box images of size 1,920 x 1,080 x 3 (427 for 

training and 100 for testing). Black-box images have relative quality and complex 

background as it includes every visible object in the image such as traffic signals, trees, 

house, building, etc. The proposed network uses Resnet-152 for encoding and 

deconvolution for decoding (SegNet, FCN, and ZFNet). Cross-entropy is used as a cost 

function with the Adam optimizer. A comparative result of the proposed method with 

some other architectures VGG-16, ResNet-50, ResNet-101, ResNet-200, and ResNet-152 

without transfer learning while the rest of the networks adopt transfer learning. The 

network is evaluated on parameters such as recall, precision, F1-Score, and IoU. The 

ResNet-152 achieved the best results as compared to other networks. Although the 

proposed method performed well using ResNet-152, it could not help to detect fine cracks 

because of a small dataset, which does not train the network well.  
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A pixel-wise crack detection network is proposed (D. Lee et al., 2019). The proposed 

method is based on end-to-end DL for image segmentation called the Crack Segmentation 

Network. The network is specially designed for complex crack patterns. The CSN 

architecture scans the whole image, it has five convolutional blocks and one recovery 

block. Each convolutional block has a convolutional layer, pooling layers, ReLU/ELU, 

and batch normalization. The recovery block is called the transpose layer which performs 

pixel-wise crack prediction and SoftMax performs pixel-wise classification. A Brownian 

motion process is used to imitate crack shape, presented in Equation (2.29) 

𝛽𝑘 =∑ 𝑣𝑖
𝑘

𝑖=1
 

(2.29) 

where 𝛽𝑘 is Brownian motion and 𝑣𝑖 independent random Gaussian increment. The CSN 

is trained over the MS-COCO database with RGB images of size 720 x 1280 and 

evaluated the architecture through accuracy, precision, and recall. 

2.5.2.5 Segmentation using R-CNN and its Variants 

The accuracy of crack detection methods is influenced due to many factors that exist 

in the crack images such as traces of tie-rod holes, and formworks. A crack detection 

method based on DL semantic segmentation (Yamane & Chun, 2020) is used to overcome 

the shadow and dirt conditions on crack images. Mask R-CNN is used to train the 45 self-

captured images which are subdivided into 24,336 training images and 6,048 testing 

images through the K-fold validation technique. The method also used traces of tie-rod 

holes and formworks to exclude the false detected area and increase the crack detection 

accuracy. The proposed method achieved 99.15% accuracy, 48.62% F1-Score, recall 

78.81%, and 39.24% precision before excluding the false detection and 99.21 % accuracy, 

49.94% F1-Score, recall 78.47, and 40.44% precision after excluding the false detection. 

Cracks with complex backgrounds are difficult to detect because they contain crack-

like features. A crack detection, localization, and quantification method are proposed in 
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(Kang et al., 2020), which combined Faster R-CNN based on ResNet-50 for crack 

detection, a modified TuFF that uses CLAHE for crack pixel segmentation, and DTM 

measures the crack orientation. The dataset has 1,200 training images and 100 validation 

images selected from the publicly available dataset. The 100 images, selected for testing 

the trained network, contain thin, medium, and wide cracks, captured near the University 

of Manitoba, the Bridgewater Forest area in Winnipeg, along with other images collected 

from the Internet. The Faster R-CNN had 95% average precision, modified TuFF scored 

83% IoU, and DTM achieves 93% accuracy. 

Automatic crack detection is a challenging task, especially in the complex background 

and complicated shapes. An instance segmentation network is proposed by (Y. Zhang et 

al., 2020) for pavement crack detection, called APLCNet. Frist, Mask R-CNN is applied 

to extract bottom-level crack information, which is further used in the adaptive feature 

fusion module (AFFM) to highlight crack attribute and location information. The Mask 

R-CNN, which is added as a branch in semantic segmentation, extracts crack features and 

merged these features with high-level features. The hybrid task cascade instance 

segmentation is also added to semantic segmentation for location information. The AFFM 

combines the spatial-weighted attention (SAW) mechanism with the channel-weighted 

attention (CWA) mechanism. The SAW sets the weights of fused features according to 

their characteristics and CAW creates optimized features by using the weights of SAW 

features. The CFD dataset and GDPH dataset is first augmented and then used to train the 

network. The weighted binary cross-entropy loss function was used during the training 

process. The APLCNet has achieved a 93.53% F1-Score on the CFD dataset. 

A computer vision-based inspection method is proposed by (B. Kim & Cho, 2020), 

which automatically detects multiple damages. The proposed method creates a 

segmentation mask of damage and cracks using Mask R-CNN with RestNet-101 as a 
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backbone network to extract major features and Feature Pyramid Network to restore 

spatial information to detect objects. Region Proposal Network adopts this feature 

information to indicate damage or crack and detect its location. Another FCN is used to 

generate a bounding box around the damage and crack in the segmented image. 

Furthermore, RoIAlign is designed to classify the detected damage. In the final step, the 

Mask branch estimates the shape of detected damage inside the bounding box. The Mask 

R-CNN has used the log loss function, L1 loss function, and cross-entropy loss function 

for classification between damage and background, estimation of the bounding box, and 

classifying the damage in the bounding box. The Mask R-CNN is pre-trained on the 

COCO dataset with ResNet-101 and fully trained on 765 concrete images. It achieved 

90.41% precision and 90.81% recall for localization and 87.24% precision, and 87.58% 

recall for segmentation.  

2.5.2.6 Segmentation using other Networks  

An end-to-end encoder-decoder-based, DL architecture is proposed for pixel-level 

pavement crack detection (Wenjun Liu et al., 2019). The network consists of Multi-

Dilation (MD) module and a Squeeze and Excitation up-sampling module called FPCNet. 

The FPCNet consists of two 3 x 3 convolutional layers, a ReLU, and a max pooling layer. 

In addition, binary cross-entropy loss is integrated with a Dice coefficient as a collective 

loss function, presented in Equation (2.30). The MD module extracts the crack features 

using four convolutional groups, each group has two 3 x 3 convolutional layers. The crack 

details obtained by the MD layer are blurry which is further refined through the SE up-

sampling module which uses transposed convolution to restore the MD features.  

𝐿(𝑌∗ , 𝑌) =  
1

𝑁
 ∑(𝑌𝑃

∗

𝑃∊𝑁

. lg 𝑌𝑃 + (1 − 𝑌𝑃
∗). lg (1 − 𝑌𝑃)) + 1

− 
2 x 𝑇𝑃

2 x 𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
 

(2.30) 
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where 𝑌∗ is ground truth pixel, and 𝑌 is the predicted pixel. For training and testing 

purposes, FPCNet is implemented on two different crack datasets CFD and G45. The 

result achieved on CFD is 97.48% precision, 96.39% recall, and 96.93% F1-Score, while 

the result achieved in G45 is 95.01% precision, 93.94% recall, and 94.47% F1-Score.  

An SDDNet architecture for real-time crack segmentation is developed (Choi & Cha, 

2020). The method is proposed to negate background and crack-like features by 

segmenting the crack in real-time. The network model consists of standard convolutions, 

a DenSep module (consists of pointwise and depth-wise convolutions), an ASPP module 

(to gather the surrounding information for better classification), and a decoder module (to 

produce a fine-grained segmented image). The dataset consists of 200 images (Crack200) 

collected from different sources and resized to 513 x 513. The dataset is parted into train 

and test images, 160 and 40 accordingly, respectively. Ground truth images are manually 

generated by labeling 1 as crack pixel and 0 otherwise. The mIoU is calculated, and a 

cyclical learning rate policy is adopted for training iterations using Equation (2.31). 

𝑙𝑟2 + (𝑙𝑟1 − 𝑙𝑟2) xmax(0,1 − 𝑋) x 𝛾
𝑖𝑡𝑒𝑟 (2.31) 

where 𝑙𝑟i is hyperparameter, 𝑖𝑡𝑒𝑟 is training iteration, and 𝛾 is a constant value (0.999). 

The model was pre-trained on the Cityscape dataset and trained from scratch on the 

Crack200 dataset. The architecture is compared with the DeepCrack model and evaluated 

on the DeepCrack and Crack200 datasets. The achieved results are Precision 21.3-80.5, 

Recall 56.1-83.4, F1-Score 30.9-81.9, and mIoU 58.7-84.6. The proposed model has 

0.160 million parameters and is eight times faster (processing time) than the DeepCrack 

model, which has 14 million parameters. It also requires less than 3MB of hardware 

storage.  
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Pixel-level multiple damage detection using FCN is proposed (Shengyuan Li et al., 

2019). The proposed FCN architecture is fine-tuned with DenseNet-121 for feature 

extraction. The widely used DenseNet for large-scale images contains a dense block that 

combines all the features and passes to the next layer. The concatenation alleviates the 

vanishing gradient problem, strengthens feature propagation, encourages feature reuse, 

and substantially reduces parameters. A total of 1,375 images are captured with thin 

cracks and tiny holes. The augmentation method is used to increase the dataset size, and 

2,750 images are divided into 80% for the training (includes validation) and 20% for 

testing. The proposed FCN architecture achieved 98.61% mean pixel accuracy, 84.53% 

mIoU, and 98.61% PA. 

Crack images contain multifaceted information regarding spatial feature extraction, 

such as complex background, poor texture, and linearity of interference, which causes 

difficulties in the learning process for crack detection. Therefore, an end-to-end crack 

segmentation network is proposed, called CrackSeg (Song et al., 2020) to detect road 

cracks at a pixel level. The network is based on ResNet architecture that consists of 

multiscale dilated convolution and an up-sampling module. To build the dataset, 8,188 

crack images are captured from 14 cities in Liaoning province, China.  The dataset is 

divided into 4,736 training images, 1,036 validation images, and 2,416 testing images, 

along with AigleRN and CFD datasets. In addition, these images are divided into smaller 

blocks of size 256 x 256. As a result, the network performed more efficiently than other 

networks by scoring 98.00% precision, 97.85% recall, 97.92% F-measure and 98.79% 

mean accuracy.  

A ring robot system based on multiple vision cameras controlled by a computer is 

developed to evaluate bridge pier cracks (K. Jang et al., 2020). The ring robot captures 

raw images for feature extraction, and control-based image stitching enhanced the image 
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contrast for better feature extraction, matches extracted features, and removes 

mismatched features. The semantic segmentation contains modified SegNet with 10 

convolutional layers, four max pooling, and four up-sampling layers. A total of 1021 

training images are used to train the network. First, the Euclidean distance transformation 

technique quantifies the detected cracks. Then, the images are converted into grayscale 

from RGB through the median filter. Next, the resultant is subtracted from the grayscale 

images to remove the background noise. Afterward, Otsu’s method is applied to convert 

the resultant image into a binary image. Finally, the Skeletonization process is used to 

extract shape for computing crack length and width. The proposed technique successfully 

evaluates crack with 90.92% precision and 97.47% recall. 

Pixel-level crack detection on dam surface (CDDS) method is proposed (Feng et al., 

2020) to inspect hydropower stations safely. The detection process is carried out using an 

unmanned aerial vehicle that captured 1,000 raw images from the dam surface and for 

further process, 504 crack images were selected. The detection architecture consists of an 

encoder-decoder, connected with a skip connection. The CDDS is based on SegNet 

architecture to extract sparse and dense features. The network used 404 images for 

training, 50 for validation, and 50 for testing. As a result, the CDDS achieved 80.31% 

precision, 80.45 % recall, and 79.16% F1-Score.   

In (Shengyuan Li & Zhao, 2020), a convolutional encoder-decoder network (CedNet) 

is designed to segment the crack pixels, eliminate the detected crack distortion, and use a 

post-processing technique to measure the crack width and orientation. The proposed 

encoder-decoder network is based on DenseNet-121 which contains an Eltwise layer in a 

dense block along with a convolutional layer, a pooling layer, a normalization, and a 

ReLU activation in the encoder part. The decoder part contains an up-sampling layer, 

convolutional layers, interpolation, and SoftMax activation. The dataset has 372 images 
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of size 4032 x 3024 captured from the iPhone 7. These images are cropped into 1800 

smaller images of size 761 x 569. To train the network, 1500 images are selected from 

the dataset, randomly while the remaining 300 images are used for testing. The CedNet 

achieved 98.90% accuracy, 93.58% precision, 94.73% recall, and 93.18% F1-Score. Once 

the crack pixels are detected, the relations of ratio and field of view are used along with 

image resolution for measurement. The widths and orientations of cracks are measured 

using the Euclidean distance transformation and least square fitting algorithm. 

A rotation invariant fully convolutional network, called ARF-Crack is proposed (F. 

C. Chen & Jahanshahi, 2020). The ARF-Crack adopted the DeepCrack network for crack 

segmentation and active rotating filters are used to encode rotation invariant properties 

into the network. The ARFs extract the feature from four different orientations (0, 90, 

180, 270) in each layer and each rotation has four filters. The generated output fused with 

a convolutional output of the previous layer at a certain orientation. The network used a 

summation of regularization loss and prediction loss (cross-entropy loss). The proposed 

network is trained and evaluated on four different datasets i.e., DeepCrack dataset (Y. Liu 

et al., 2019), CFD (Shi et al., 2016b), CRACK 500 (Lei Zhang et al., 2016b), and 

GAPS384 (Eisenbach et al., 2017). The ARF-Crack has achieved a 91.8% average 

precision score on the DeepCrack dataset.  

2.5.2.7 Interpretation of Crack Detection Through Segmentation  

Crack image segmentation has outperformed the classification and bounding box 

methods which only classify or create a rectangular box around the crack in the given 

image. Crack segmentation produces a label for each crack and non-crack pixel. Several 

CNN-based network architecture has been proposed for crack segmentation in the last 

few years. Among these architectures, U-Net, VGG network, and their variants are most 
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widely adopted for crack segmentation. Although the performance of crack segmentation 

networks is outclassed, still several challenges are open to researchers. 

Table 2.2 illustrates the summary of the main findings of the related work as discussed 

in this section. 

Table 2.2: Related work summary for crack segmentation  

References Architecture Dataset Loss function 
(Dorafshan et al., 

2018b) CNN (AlexNet) SDNET2018 Dataset CE 

(Fan et al., 2018a) DCNN AigleRN Dataset 
CrackForest Dataset 

CE - Weighted 
decay 

(Vu & Duc, 2019) DCNN Self-Collected 
Images CE 

(Y. Ren et al., 2020) DCNN Self-Collected 
Images Focal loss 

(David Jenkins et al., 
2018) U-Net CrackForest Dataset CE 

(Ji et al., 2018) U-Net Self-Collected 
Images CE 

(Cheng et al., 2018) U-Net AigleRN Dataset 
CrackForest Dataset 

CE - Weighted 
decay 

(Z. Liu et al., 2019) U-Net Self-Collected 
Images Focal loss 

(Konig et al., 2019) CNN (VGG-16) CrackForest Dataset CE and Dice 
Loss 

(Lau et al., 2020) U-Net (ResNet-
32) 

CrackForest Dataset 
Crack500 dataset Dice 

(Lingxin Zhang et al., 
2020) U-Net 

Self-Collected 
Images 

Collected from the 
Internet 

Dice 

(Huyan et al., 2020) U-Net Self-Collected 
Images CE 

(Dong et al., 2020) U-Net-ResNet 
with PAM 

DeepCrack Cls-
dataset WCE 

(J. Liu et al., 2020) YOLOv3+ U-
Net (ResNet-32) 

Self-Collected 
Images 

CrackForest Dataset 
Dice 

(X. Yang et al., 2018) CNN (VGG-19) 

Self-Collected 
Images 

Collected from the 
Internet 

CE 

(Fei et al., 2019) CNN (VGG16) 3D pavement Images 
CrackForest Dataset BCE 

(A. Zhang et al., 
2017) 

CNN 
(CrackNet) 3D pavement Images CE 
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References Architecture Dataset Loss function 

(Y. Liu et al., 2019) FCN + VGG16 Self-Collected 
Images CE 

(X. Zhang et al., 
2019) CNN (VGG16) 

CrackForest Dataset 
SDNET2018 Dataset 

Tomorrows Road 
Infrastructure 
Monitoring, 

Management Dataset 

WCE 

(M. Wang & Cheng, 
2019) CNN (VGG-19) Self-Collected 

Images CE 

(J. S. Lee et al., 2020) CNN (VGG16) Collected from the 
Internet WCE 

(T. Chen et al., 2020) CNN (VGG16) Self-Collected 
Images CE 

(G. Li et al., 2020) VGG + 
Inception 

Self-Collected 
Images CE 

(L. Xu et al., 2020) 
VGG + CNN 

(LNet and 
DNet) 

KolektorSDD 
Dataset BCE 

(A. Zhang et al., 
2018) 

CNN 
(CrackNet-II) 3D pavement Images CE 

(Kaige Zhang et al., 
2018) CNN (AlexNet) Self-Collected 

Images CE 

(Ni et al., 2019) GoogleNet + 
CDN 

Self-Collected 
Images BCE 

(Bang et al., 2019) ResNet-152 Self-Collected 
Images CE 

(D. Lee et al., 2019) CSN + CNN Microsoft COCO 
Dataset CE 

(Yamane & Chun, 
2020) Mask R-CNN Self-Collected 

Images CE 

(Kang et al., 2020) Faster R-CNN + 
ResNet-50 

Self-Collected 
Images CE 

(Y. Zhang et al., 
2020) 

ALPCNet 
(Mask R-CNN 

and AFFM) 
GDPH Dataset WCE 

(B. Kim & Cho, 2020) Mask R-CNN Self-Collected 
Images 

Log Loss, 
Regularization 
Loss, and CE 

Loss 
(Wenjun Liu et al., 

2019) FPCNet CrackForest Dataset 
G45 Crack Dataset 

CE 
Dice 

(Choi & Cha, 2020) SDDNet Cityscape dataset 
Crack200 dataset mIoU 

(Shengyuan Li et al., 
2019) 

FCN + 
DenseNet-121 

Self-Collected 
Images CE 

(Song et al., 2020) CrackSeg 
(ResNet) 

Self-Collected 
Images CE 

(K. Jang et al., 2020) SegNet Self-Collected 
Images CE 
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References Architecture Dataset Loss function 

(Feng et al., 2020) SegNet Self-Collected 
Images Dice 

(Shengyuan Li & 
Zhao, 2020) 

CedNet 
(DenseNet-121) 

Self-Collected 
Images CE 

(F. C. Chen & 
Jahanshahi, 2020) ARF-Crack GAPS384 

Regularization 
Loss and CE 

Loss 

2.6 Summary 

The use of DL innovations is driving exciting breakthroughs in the field of medical, 

engineering, finance, mathematics, information technology, and many more. It has been 

introduced to many applications which are becoming part of our daily life such as disease 

diagnoses, stock market, self-driving cars, and information retrieval. One of the 

applications of DL in civil engineering is crack detection from images. Cracks are 

detected in these images by classification, segmentation, or bounding box method. 

Numerous DL-based crack detection methods are discussed in the literature section that 

resolves the limitations of IPT and other ML techniques.   

Crack detection using image classification only detects the presence of a crack in the 

image. It does not provide specific crack information. Furthermore, the bounding box 

technique was also adopted by a few researchers but the issue of obtaining the crack 

information remained unsolved because the bounding box only creates a rectangular box 

around the crack in the image. Moreover, to identify the crack pixels in the image, several 

semantic segmentation techniques are proposed which generate the segmented mask of 

crack and non-crack pixels. To attain crack segmentation accuracy, different CNN 

networks are implemented. These networks become biased due to class imbalance 

between crack and non-crack pixels. Therefore, the networks tend to segment non-crack 

pixels more than crack pixels. This limits the network performance, and the network fails 

to achieve high accuracy for both classes.  
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A proper balancing method is required with a crack segmentation network that 

generates segmented masks with high accuracy for both classes. The method must 

incorporate the class imbalance issue, and accurately detection of boundary pixels and 

pixels belonging to spot, stain, and dark intensities, as they are hard to predict under 

normal circumstances.  
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CHAPTER 3: RESEARCH METHODOLOGY  

3.1 Introduction  

In chapter two, a detailed literature review of crack detection methods is presented and 

discussed. The DL-based techniques utilize the advantage of CNN architectures to 

classify the crack image or generate the segmentation masks based on crack and non-

crack pixels. They are the most efficient and accurate in terms of determining the cracks 

over other ML techniques and image processing methods. They have prominent results 

as compared to other ML techniques. However, these methods have some common issues 

and limitations for crack segmentation applications. These recent studies have adopted 

patch-level learning and produced an aggregate result. The variation in the number of 

crack and non-crack pixels introduced the class imbalance problem, which acquaints 

biasness in the training process. Furthermore, dark intensity regions other than the crack 

region, black spots, and stains in the training images are the cause of less segmentation 

accuracy of crack regions. Most of the methods discussed in Section 2 have simply used 

the cross-entropy loss function or its variants which evaluates the class predictions for 

each pixel individually. Similarly, the weighted cross-entropy loss function provides extra 

help to the minority class, but the global weight is not an optimal value to be used. The 

dice coefficient causes instability and only considers the foreground, which is non-crack 

pixels. The distance transformation (DT) map assigns weights to both over and under-

segmented pixels causing an increase in false occurrence in both cases. To address all the 

above-mentioned problems, a pixel-level crack segmentation method is proposed along 

with a local weighting factor and difference transform map into the loss function. The 

proposed method increases the crack pixels segmentation accuracy, whereas the local 

weighting factor balances the difference between crack pixels and non-crack pixels. 

Meanwhile, the difference transform map helps to upgrade or degrade the corresponding 

pixels accordingly and increases the chance of occurrence of both classes as a true pixel. 

Univ
ers

iti 
Mala

ya



94 

It is an automated end-to-end DL process where the input of the network is in the form of 

grayscale images and the output is a predicted mask. In this chapter, the employed 

methodology is discussed concerning the objectives of this thesis.  

3.2 Proposed Crack Segmentation Framework 

The proposed crack segmentation framework is shown in Figure 3.1. The framework 

is divided into four different processes. The first part consists of the collection of images, 

pre-processing, and partition of these crack image datasets into three subsets for training, 

validation, and testing. The second part consists of the training process, i.e., the training 

images and validation images are used to train the convolutional neural networks along 

with various loss functions. This trained network is evaluated using test images by 

evaluation metrics in the third part. The fourth and last part uses the generated mask of 

test images to measure the crack characteristics.  

3.3 Dataset 

Dataset is one of the major factors determining the performance of CNN. The 

performance of CNN models varies with the number of images present in the dataset and 

the environment under which these images are captured. Many images are required for 

the network to perform satisfactorily, therefore, augmentation techniques are used to 

enhance the images in the dataset. A small dataset results in overfitting for the deeper 

Figure 3.1: Overview of the proposed crack pixel segmentation framework 
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networks, whereas a large dataset avoids the overfitting issue (Hesamian et al., 2019). 

Dataset needs to be balanced (an equal number of crack and non-crack images/pixels in 

an image) because an imbalanced dataset can cause degradation in the accuracy of the 

network. It is important to note that due to the lack of publicly available crack datasets, 

one could not quantitatively perform fair comparisons between existing methods. The 

crack image dataset can steer the network performance because there is no standard crack 

image dataset that can be used for architecture comparison. The publicly available 

datasets have variations due to several factors such as type of structure, condition of the 

structure, time of capturing an image, a device used to capture the images, and many 

more. It has been observed from Section 2, that most of the authors used a self-collected 

dataset for both classification and segmentation and the most used publicly available 

dataset is CFD. The frequent use of self-collected images is due to the lack of a standard 

dataset for crack detection. There are several datasets but not publicly available and were 

created by the authors themselves.  

Therefore, to train and evaluate the performances of networks and loss functions, a 

crack images database is created by capturing a total of 453 crack images at the University 

of Malaya, Malaysia. The dataset which has diverse orientations in terms of crack width 

and position is called the Multi Structure Crack Image (MSCI) dataset. The capturing task 

is conducted by using Canon EOS 1300D camera model. For better results and focused 

images, camera resolution was set at 5184 x 3456. Only those images of cracks are 

captured which lay at a distance of 1 to 3 feet between the source (crack) and the camera. 

Meanwhile, the vertical distance was 7 to 8 feet high from the ground. This crack dataset 

is a typical example of an unbalanced class problem; the images contain a 

disproportionate number of crack and non-crack pixels.  
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3.3.1 Dataset Preparation  

To use the captured images with the proposed framework, the original images are 

divided into multiple RGB images of 512 x 512 size. These images are sorted and only 

those images which contain cracks are selected for further processing, the images which 

do not contain cracks are eliminated and not considered for the experiment. The selected 

images are further processed by eliminating every second pixel to lower the resolution to 

256 pixels per row/column as shown in Figure 3.2. Reducing image size helps fast 

processing and meets the capability level of available hardware, i.e., GPU.  

Therefore, a total of 2500 crack images are selected for the experiment. The selected 

images are manually labeled and cross-checked by experts to generate ground truth masks 

using the MATLAB image labeler application as shown in Figure 3.3. The labelled mask 

is further cross-checked and verified by experts from civil engineering and image 

processing fields.  

Figure 3.2: Image resizes 

Figure 3.3: Examples of color images (first row) and labels (second row) 
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3.3.2 Image Pre-processing 

The feature extraction process of DL algorithms depends on the refinement of data. 

The neural network learns from the image dataset. To build an efficient trained network, 

appropriate and effective image processing techniques need to be applied to the image 

dataset. The image contains useful information which can be exposed through IPTs. The 

IPTs can produce output in the form of another image, attributes, or sympathetic results. 

The output mainly depends on the level of processing applied to the image. Crack images 

contain several other objects such as stains, spots, and dark intensity regions in terms of 

noise. These noisy objects can be removed either through image processing-based 

denoising techniques (Makinen et al., 2020) or DL denoising techniques (Kai Zhang et 

al., 2018). Therefore, in this research, two strategic image processing techniques are 

adopted to enhance the characteristic of both crack and non-crack pixels for effective 

learning.  

 The first image processing operation is to adopt the single-channel image network by 

converting the three-channel RGB images into single-channel grayscale images. The 

RGB color image is split into three color channels, i.e., red, green, and blue channels. The 

contrast difference between crack and non-crack pixels for single-channel grayscale 

images is better than in RGB images (Fan et al., 2018b; K. Jang et al., 2020). Therefore, 

the original RGB images are converted into a grayscale image by using Equation (3.1) 

(Sapkal et al., 2008). 

𝐼𝑔𝑟𝑎𝑦 = (0.299 × 𝑅) + (0.587 × 𝐺) + (0.114 × 𝐵) (3.1) 

where 𝑅, 𝐺, 𝐵 are the red, green, and blue channels with the corresponding contribution 

in percentage, respectively. The output grayscale images are shown in Figure 3.4 (second 

row). 
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 The second image processing technique applied to the image dataset is to increase the 

contrast between the crack and non-crack regions. The grayscale images are used, and 

their contrast is increased by mapping the values of the input intensity image to new 

values such that, 1% of the data is saturated at low and high intensities of the input data. 

The output of contrast enhancement images is shown in Figure 3.4 (third row). The 

implementation of the grayscale and contrast enhancement function is performed using 

MATLAB (MathWorks, 2020). 

3.3.3 Labelling 

In supervised learning, the network requires two types of inputs for training, original 

images, and their corresponding labelled mask. Collecting and editing data (crack images) 

is one of the important aspects of DL because only correct labeled data will help in the 

learning process, leading to superior performance. Annotation or labeling is one of the 

hardstand times taking part in crack pixel segmentation. A ground-truth mask along with 

the original image is needed to feed the network for learning. The mostly used labeling 

tools are LabelMe (Ji et al., 2018), (M. Wang & Cheng, 2019), (G. Li et al., 2020), Linear 

image annotation tool (Bang et al., 2019), Photoshop (Shengyuan Li et al., 2019), 

Figure 3.4: Examples of RGB images (first row), grayscale images (second row) 
and contrast enhancement images (third row)  
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(Shengyuan Li & Zhao, 2020) and the Affinity photo tool (Choi & Cha, 2020). Similarly, 

a heat map is another way of labeling crack pixels to visualize through the different color 

ranges from warm to cool. The color range is shown through the color spectrum, the crack 

region as the targeted region, and the other regions of images can be shown with low-

intensity colors.  

In this research, the MATLAB-Image Labeler toolbox is used to label the crack and 

non-crack pixels. The toolbox contains several user-friendly drawing tools such as 

polygon, smart polygon, assisted freehand, brush, erase, and flood fill to create and mark 

the region of interest of any arbitrary shape (rectangular, polyline, pixel, and polygon). 

To mark the crack image dataset, two labels are created: namely CrackPixels and Non-

CrackPixels. The CrackPixels label contains the information of all those pixels which are 

marked as crack pixels and the NonCrackPixels label contains the information of all those 

pixels which are marked as non-crack pixels. These labels determine the location of the 

original image, coordination of pixels that belong to their respective class, color 

information that represents each class, and pixel-ID. The crack and non-crack pixels are 

presented with two different and unique colors for differentiation as shown in Figure 3.5. 

The crack and non-crack pixels are labeled using assisted freehand and flood fill tools. 

Figure 3.5: Image labeler toolbox 
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The transition region between crack and non-crack is the hardest area to label as it is 

very confusing and required zooming to be marked properly, while the other regions are 

easy to mark. These regions are time-consuming as well. After labelling, the ground truth 

mask of each image is generated in the form of a binary image, as shown in Figure 3.6.  

3.4 Crack Segmentation Network Architectures 

Semantic segmentation classifies crack pixels and non-crack pixels in the image 

according to their respective class. For crack segmentation applications, several DCNNs 

with different structures are proposed for crack pixel classification tasks. Recent research 

on crack segmentation utilizes encoder-decoder networks which have symmetric 

structures. The encoder part extracts the contextual features information from the inserted 

input images or feature maps from previous layers and the decoder part restores the 

dimensional features information from the latent space. To illustrate the performance of 

the proposed crack segmentation network architecture and loss function (local weighting 

factor and difference transform matrix) on imbalanced datasets, several well-known, 

widely adopted and state-of-the-art network architectures such as FCN (J. Long et al., 

Figure 3.6: Labeled and ground truth mask 
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2015), U-Net (Ronneberger et al., 2015), SegNet (Badrinarayanan et al., 2017), and 

DeepLabv3+ (L.-C. Chen et al., 2018), are trained in an end-to-end, pixel-to-pixel manner 

for crack image segmentation. The above-mentioned segmentation network architectures 

are discussed below. 

3.4.1 FCN Architecture 

An end-to-end, pixels-to-pixels, state-of-the-art semantic segmentation network 

architecture, is proposed (J. Long et al., 2015). The key insight is to build an efficient 

inference and learning network that is fully convolutional. The network performed pixel-

by-pixel prediction and generates an output segmented mask with the corresponding input 

size. 

Figure 3.7 shows the FCN network that employs convolutional, pooling, and up-

sampling layers by replacing fully connected dense layers. The FCN network also utilizes 

the advantage of skip connections which improves the performance by using the feature 

maps from previous layers. The network has three different versions FCN-32s, FCN-16s, 

and FCN-8s, based on the up-sampling layer that generates the output mask. The FCN-

32s up-samples at stride 32, do not use skip connections and use a single step for pixel 

prediction. The FCN-16s contain finer details than FCN-32s. It has deeper information as 

it combines the prediction from the pool4 layer and the final layer. The FCN-8s have the 

Figure 3.7: FCN architecture (J. Long et al., 2015) 
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deepest spatial information because the prediction is based on pool3 at stride 8 shown in 

Figure 3.8 which provides precise boundary predictions.  

3.4.2 U-Net Architecture 

An end-to-end, U-shaped CNN architecture is shown in Figure 3.9, proposed in 

(Ronneberger et al., 2015). The U-Net architecture is developed for medical image 

segmentation and due to its similar structure to vain/retinal blood vessels, this architecture 

also performed well on crack image segmentation. The architecture has 23 convolutional 

layers distributed among contracting and expanding paths. They are used to extract the 

context and precise localization information from the feature maps. The contracting path 

has convolutional layers along with ReLU activation function and max pooling operation 

whereas, the expanding path consists of up-sampling operation along with convolutional 

Figure 3.9: U-Net architecture (Ronneberger et al., 2015) 

Figure 3.8: Fusing for FCN-16s and FCN-8s (J. Long et al., 2015) 
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layers and ReLU activation function. The network with the proper augmentation 

technique is capable to perform well with a small dataset. 

3.4.3 SegNet Architectures 

A fully CNN was proposed for pixel-wise image segmentation called SegNet 

(Badrinarayanan et al., 2017). It is an encoder-decoder-based CNN with pixel-wise 

classification as an output layer shown in Figure 3.10. The encoder network consists of 

13 convolutional layers and each layer corresponds to decoder layers. The convolutional 

layers in each encoder block applied batch normalization, ReLU activation function, and 

Max-polling operation. The decoder block uses an up-sampling layer, convolutional 

layer, batch normalization, and ReLU activation function. The output from the last 

decoder block is inserted into the SoftMax classifier which helps to determine the 

probability of each pixel to associate the pixel to their maximum likelihood class. The 

SegNet architecture only stores max pooling indices therefore it requires less memory. 

The decoder has 64 feature maps, which slow down the training process but provide more 

flexibility to achieve higher training accuracy. 

3.4.4 DeepLabv3+ Architectures 

DeepLabv3+ is an encoder-decoder architecture proposed in (L.-C. Chen et al., 2018), 

as shown in Figure 3.11. It is an extended version of DeepLabv3 by adopts an effective 

decoder module to refine the segmentation output. The encoder extracts the essential 

Figure 3.10: SegNet architecture (Badrinarayanan et al., 2017) 
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information such as the presence of objects and their location, whereas Atrous-

convolution controls the feature resolution and adjusts the filter’s field-of-view to capture 

multiscale information. The decoder part uses the extracted information to generate an 

output with the size of the original input. 

3.4.5 Proposed Crack Segmentation Network Architecture     

A deep fully CNN for crack segmentation is proposed, shown in Figure 3.12. The 

proposed network consists of an input layer, encoder block, base layer, decoder block, 

reshape layer, and output layer. The input layer contains the training and validation 

Figure 3.12: Crack segmentation network architecture 

Figure 3.11: DeepLabv3+ architecture (L.-C. Chen et al., 2018) 
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images use to feed the network. The network is designed to be trained on grayscale images 

(256 x 256 x 1) that reduces the network complexity by using the single-channel image. 

This layer understands the input data and has no learnable parameters. The network has 

1,691,322 learnable parameters collectively from all convolution operations in the 

network. Each input image passes through the encoder block, base layer, decoder block, 

reshape layer, and SoftMax function in the last layer to generate a segmentation mask. 

The encoder block consists of three encoder elements, where each encoder element 

contains a convolutional block and a residual block. The convolutional block is further 

consisting of convolution operation, activation function, and batch normalization as 

shown in Figure 3.13. Each encoder element is also connected to either the input layer or 

previous encoder elements and its respective decoder element through skip connections.  

Figure 3.13: Encoder element 

Figure 3.14: Decoder element 

Univ
ers

iti 
Mala

ya



106 

A base layer consists of Additive Attention Gate (AAG) module that connects the 

encoder block with the decoder block by up-sampling the feature maps. The AAG 

consists of four convolutional blocks, attached parallel to each other. The output of these 

four convolutional blocks is concatenated and inserted into the SoftMax function 

followed by a convolution operation to adjust the number of filters for feature maps to be 

inserted in the decoder block. The decoder block also consists of three decoder elements, 

where each decoder element contains a residual block followed by a transpose 

convolutional block. The transpose convolutional block is further consisting of transpose 

convolution operation, activation function, and batch normalization as shown in Figure 

3.14. The reshape convolutional layer consists of a single convolutional operation with 

two filters of 1x1 filter size. This layer reshapes the feature maps extracted from the last 

decoder element to 256 x 256 x 2, where 256 is the height and weight of the original 

image, and 2 represents the number of output classes to be segmented. The proposed 

network has 2𝑥  (where 𝑥 = 3,4,5,6,7,8,9,10) number of filters in each convolutional 

operation except reshape convolutional operation. Every convolution operation is 

followed by batch normalization and activation function. The details of the proposed 

architecture are tabulated in Table 3.1. 

Table 3.1: Crack segmentation network architecture 

Layer Name Filter Size No. of filter Stride Padding Activation Operational layers 

Input Image - - - - 256 x 256 x 1 - 

Encoder_1_Conv 3 x 3 16 1,1 Same 256 x 256 x 16 ReLU, Batch 
Normalization 

Encoder_1_RB 
3 x 3 16 1,1 Same 256 x 256 x 16 ReLU, Batch 

Normalization 

3 x 3 32 1,1 Same 256 x 256 x 32 ReLU, Batch 
Normalization 

Connecting Layer_1 - - - - 256 x 256 x 48 Depth Concatenation 

Encoder_2_Conv 3 x 3 32 2,2 Same 128 x 128 x 32 ReLU, Batch 
Normalization 

Encoder_2_RB 
3 x 3 32 1,1 Same 128 x 128 x 32 ReLU, Batch 

Normalization 

3 x 3 64 1,1 Same 128 x 128 x 64 ReLU, Batch 
Normalization 
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Connecting Layer_2 - - - - 128 x 128 x 96 Depth Concatenation 

Encoder_3_Conv 3 x 3 64 2,2 Same 64 x 64 x 64 ReLU, Batch 
Normalization 

Encoder_3_RB 
3 x 3 64 1,1 Same 64 x 64 x 64 ReLU, Batch 

Normalization 

3 x 3 128 1,1 Same 64 x 64 x 128 ReLU, Batch 
Normalization 

Connecting Layer_3 - - - - 64 x 64 x 192 Depth Concatenation 

Attention_Gate 

3 x 3 2 1,1 Same 64 x 64 x 2 ReLU, Batch 
Normalization 

3 x 3 2 1,1 Same 64 x 64 x 2 ReLU, Batch 
Normalization 

3 x 3 2 1,1 Same 64 x 64 x 2 ReLU, Batch 
Normalization 

3 x 3 2 1,1 Same 64 x 64 x 2 ReLU, Batch 
Normalization 

- - - - 64 x 64 x 8 Depth Concatenation 

- - - - 64 x 64 x 8 SoftMax 

3 x 3 192 1,1 Same 64 x 64 x 192 ReLU, Batch 
Normalization 

- - - - 64 x 64 x 192 Addition 

Connecting Layer_4 - - - - 64 x 64 x 384 Depth Concatenation 

Decoder_1_RB 
3 x 3 128 1,1 Same 64 x 64 x 128 ReLU, Batch 

Normalization 

3 x 3 64 1,1 Same 64 x 64 x 64 ReLU, Batch 
Normalization 

Connecting Layer_5 - - - - 64 x 64 x 256 Depth Concatenation 

Decoder_1_Trans_C
onv 3 x 3 64 2,2 Same 128 x 128 x 64 ReLU, Batch 

Normalization 

Connecting Layer_6 - - - - 64 x 64 x 160 Depth Concatenation 

Decoder_2_RB 
3 x 3 64 1,1 Same 128 x 128 x 64 ReLU, Batch 

Normalization 

3 x 3 32 1,1 Same 128 x 128 x 64 ReLU, Batch 
Normalization 

Connecting Layer_7 - - - - 128 x 128 x 
192 Depth Concatenation 

Decoder_2_Trans_C
onv 3 x 3 32 2,2 Same 256 x 256 x 32 ReLU, Batch 

Normalization 

Connecting Layer_8 - - - - 256 x 256 x 80 Depth Concatenation 

Decoder_3_RB 
3 x 3 32 1,1 Same 256 x 256 x 32 ReLU, Batch 

Normalization 

3 x 3 16 1,1 Same 256 x 256 x 16 ReLU, Batch 
Normalization 

Connecting Layer_9 - - - - 256 x 256 x 96 Depth Concatenation 

Decoder_3_Trans_C
onv 3 x 3 16 2,2 Same 256 x 256 x 16 ReLU, Batch 

Normalization 

Convo_Reshape 1 x 1 2 1,1 Same 256 x 256 x 2 SoftMax 

Pixel classification 
layer - - - - 256 x 256 x 2 Loss Function 
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3.4.5.1 Convolutional Layers  

The convolutional layer is the main block of CNN architecture which convolves the 

input image or feature map from the previous layer with filters to generate new feature 

maps. This layer has learnable parameters such as weights and biases. This layer also 

contains different filters to extract information from the feature maps or input images. 

These filters detect edges, shapes, and patterns from the input image. A dot product 

between each input image and filter is performed, followed by summing each dot product 

output, and finally, a bias is added. Bias can be configured according to network 

requirements. The convolutional layer reduces the computational cost by reducing the 

input size. 

Equation (3.2) shows the operation of the convolutional layer where 𝑍𝑖𝑙 and 𝑍𝑖𝑙−1 are 

the outputs of the current layer and previous layer respectively. 𝑊𝑖,𝑗
𝑙  and 𝐵𝑙 represents 

weights and biases.  

Convolutional layers are a set of 𝑁 learnable convolutional filters which accept 𝑀 

input crack training square images, 𝐼𝑖=1𝑀 . The first layer has one convolutional layer with 

16 filters of 3 x 3 size, 𝐹3x316 . The second and third layer has the same layer configuration 

with 𝐹3x332  and 𝐹3x364  filters respectively.  The “padding” is set to “same” and “stride” of “1 

x 1”. This setting preserves the image information for generating the output image of the 

required size. The size of the filters does not affect the training process, but the number 

of filters influences the learning process. Therefore, we use a different number of 

convolutional filters in every layer to extract the unique features in every convolutional 

layer. The last convolutional layer has 2 filters 𝐹1x12  to reduce the features map size and 

get the output mask of the same size as of input image. The only class of interest are crack 

𝑍𝑖
𝑙 = ∑𝑊𝑖,𝑗

𝑙 ∗ 𝑍𝑗
𝑙−1 +

𝐾𝑙−1

𝐽=1

𝐵𝑙 (3.2) 
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pixels and non-crack pixels; therefore, the output of the last convolutional layer generates 

a segmented mask of 256 x 256 for 2 classes 𝑂256x2562 .     

3.4.5.2 Residual Block  

The concept of the residual block for image recognition is introduced in (He et al., 

2016a). An increase in the number of deep neural network layers will start decreasing the 

accuracy of the network and this phenomenon is called degradation. This degradation 

may conclude that the shallower networks have better learning and network performance 

than deeper networks. Therefore, to solve this degradation problem, a skip connection is 

introduced which learns the difference between input and true output and the layer is 

learning residual. The residual block shown in Figure 3.15, solved the degradation 

problem of deep networks.  

In our proposed crack segmentation network, we use residual blocks with every 

convolutional and transpose convolutional layer to extract features at two different levels. 

Each residual block has two convolutional operations with a different number of filters 

which significantly extract two different levels of feature in the residual block and also 

speed up the training process. The number of filters in the residual convolutional 

operation is linked with precursor or successor convolutional operations. In the encoder 

residual block, the first convolutional operation has X filters and 2X filters in the second 

convolutional operation shown in Figure 3.15(a). Similarly, the residual block on the 

Figure 3.15: Residual blocks 
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decoder side, has X filters in the first convolutional operation and X/2 filters in the second 

convolutional operation as shown in Figure 3.15(b). The convolutional stack in the 

residual block optimizes the original unreferenced features and identifies the optimal 

features by a stack of nonlinear layers. The shortcut connection in the residual block 

performs the identity mapping and their outputs are concatenated to the outputs of stacked 

layers i.e., 𝐹(𝑥)⊕ 𝑥. 

3.4.5.3 Additive Attention Gate Module 

A soft-attention module called AAG is shown in Figure 3.16, is implemented as a base 

block in the proposed crack segmentation network which has important features, i.e. (i) 

to enhance the network ability that automatically learns to extract multi-level refine crack 

details, (ii) to focus on relevant crack regions to eliminate the use of localization module 

and (iii) to connect the encoder with the decoder. The last encoder element inputs the 

feature map to the AAG module, which consists of four parallel convolution layers with 

filter sizes 3, 5, 7, and 9. The output feature from these convolutional layers is 

concatenated and passed through a SoftMax activation which exponentially normalized 

the attentive feature maps and produces relevant coefficient features. The output from the 

activation function is inserted into a 1 x 1 cascaded convolutional layer to set the 

dimensions of the attentive map. The resultant is added elementwise in the input feature 

map as a spirit of residual connections to reduce the learning complexity of the attentive 

map. 

where 𝑥𝑏′  is the attentive feature map, 𝑥𝑏 is the input feature map at base block 𝑏, σ 

represents the SoftMax function used to normalize the attentive score, ; represents 

convolution operation, and ⊕ represents the concatenation operation. The 𝜃3,5,7,94  

represents the four parallel convolutional layers (the value of superscripts determines the 

𝑥𝑏
′ = ((𝑥𝑏; 𝜃3,5,7,9

4 ) ⊕ σ; 𝜃1
1) + 𝑥𝑏 (3.3) 
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number of convolutional operations) with different filters size (the value of subscripts 

determines the filter size of each convolutional operation).   

3.4.5.4 Activation Function 

The activation function is a node between input and output that acts as a non-linear 

transformation function, removes the non-linearities from the input feature maps, and 

generates new feature maps to be inserted into the next layer. These non-linear functions 

have derivatives that update the weights in backpropagation with optimal value for each 

neuron in deep neural networks. In our proposed crack segmentation network, we used 

ReLU (Rectified Linear Unit) activation function which is applied after every 

convolutional operation in this architecture, as shown in Figure 3.17.  

ReLU is the most common and widely used activation function in DL image 

segmentation tasks. It has piecewise in nature and deactivates all the negative neurons by 

converting these values into zero and only activating those neurons which have positive 

values. Hence, only active neurons are processed which makes the learning process 

Figure 3.17: ReLU activation Function 

Figure 3.16: Additive attention gate 
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computationally efficient and provides a much faster computing rate. The ReLU 

activation function is defined as  

and the derivative of the ReLU function is defined as  

3.4.5.5 Batch Normalization 

A deep neural network has a complex structure for processing the image data due to a 

large number of layers and every layer updates the weights through backpropagation from 

output to input. This makes the training of neural networks a complicated process as each 

layer changes its input with updated weights during training. Therefore, the input of each 

layer is required to normalize (internal covariate shift) for each mini-batch training. 

Therefore, batch normalization is used to coordinate the updated weights of the respective 

layer in the network which increases the training process and less number of epochs are 

needed for convergence (G. Chen et al., 2019).   

In this work, the Batch-Normalization layer (Ioffe & Szegedy, 2015) is deployed after 

every convolutional layer in the crack segmentation network. It normalizes the feature 

maps from the previous layer (convolutional layer) and each channel of the feature map 

is normalized by subtracting the mean value and then the result is divided by the standard 

deviation using Equation (3.6).   

where 𝑥𝑖 is input features, 𝜇𝑚𝑏is the mean of mini-batch, 𝜎𝑚𝑏2 is the variance of the mini-

batch, and 𝜖 is a numerical factor for stability. The batch normalization layer also shifts 

𝑅𝑒𝐿𝑈 = 𝑓(𝑥𝑖) =  {
0, 𝑥𝑖  < 0
𝑥𝑖, 𝑥𝑖  ≥ 0

 (3.4) 

  

𝑅𝑒𝐿𝑈′ = 𝑓′(𝑥𝑖) =  {
0, 𝑥𝑖  < 0
1, 𝑥𝑖  ≥ 0

 (3.5) 

𝐵𝑁 =
𝑥𝑖 − 𝜇𝑚𝑏 

√𝜎𝑚𝑏
2 +  𝜖

 (3.6) 
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and scales the output value through Equation (3.7) from 𝐵𝑁 to 𝐵𝑁𝑠𝑠, allow for the 

possibility that inputs with zero mean and unit variance are not optimal for the next layer. 

where  𝛾 is the scaling factor and 𝛽 is the shifting factor, which is learned along with 

original model parameters and stored in the trained network information.  

3.5 Proposed Local Weighting Factor 

The crack dataset is a typical example of an unbalanced class problem; the images 

contain a disproportionate number of non-crack pixels and crack pixels. The difference 

between the number of training samples of two classes i.e., crack and non-crack affects 

the training process. The class which has the majority of training elements has more 

influence on the training process than the class which has fewer training elements. The 

trained network becomes biased and tends to classify the pixels as of the majority class. 

This variation in pixel numbers between two classes leads to the false prediction of a 

crack pixel in the testing process and the cumulative loss overwhelms the final loss. In 

(X. Zhang et al., 2019), the weighted cross-entropy loss function is used which applied 

median frequency class weights in the loss function. These weights either have a constant 

value or are calculated from the overall dataset which is not the best fit because every 

image has a different proportion of crack and non-crack pixels. 

 For our experiment, a Multi Structure Crack image (MSCI) dataset is used which has 

a large variation (88.6% non-crack pixels and 11.4% crack pixels) between crack pixels 

and non-crack pixels. To resolve the imbalanced data issue, a local weighting factor is 

designed which generates and assigns weights through inverse frequency, according to 

the ratio between crack and non-crack pixels from each image. The cross-entropy loss 

function 𝐿(𝑥) in Equation (3.8), is used as an objective function to update the network 

weights. The local weighting factor is integrated with the loss function to minimize the 

𝐵𝑁𝑠𝑠 =  𝛾𝐵𝑁 + 𝛽 (3.7) 
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class imbalanced issue. The local weighting factor is generated by calculating the number 

of pixels in each class. The number of pixels determines the class frequency of that image 

using Equation (3.9).   

where 𝑥 is the input image, 𝑘 is the total number of pixels in the image (𝑘 = 𝑥1 + 𝑥2), 𝑥1 

is the number of crack pixels, 𝑥2 is the number of non-crack pixels, ℒ(𝑥) is a local 

weighting factor which is the ratio of the total number of pixels (𝑥1 + 𝑥2) to the number 

of pixels in each class in that image. The ℒ(𝑥) factor produces the higher weights for 

crack pixels because they are in minority and lower weights for non-crack pixels which 

are higher in number. The inverse frequency of crack pixels is used as the weights with 

crack pixels to balance the class difference and the inverse frequency of non-crack pixels 

is used as the weight with non-crack pixels to balance the class difference. The higher 

weights of crack pixels increase the chance of crack pixel detection, and the lower weights 

of non-crack pixels balance the chance of non-crack pixels detection. The ℒ(𝑥) balances 

both classes in that image through an appropriate local weighting factor.  

3.6 Proposed Difference Transform Map 

In semantic segmentation, the probability estimation of each pixel determines the class 

of object it belongs. The boundary pixels are considered the hardest pixels to predict 

because they possess both crack and non-crack features. The pixel intensity at the 

boundary becomes darker if it is a non-crack pixel which tends towards the intensity of 

crack pixels and the intensity becomes lighter if it is a crack pixel which tends towards 

the intensity of non-crack pixels. In crack pixels segmentation, there is no specific factor 

that differentiates or marks the boundary between crack pixels and non-crack pixels. 

Therefore, it is hard to determine the boundary pixels as crack and non-crack. The 

𝐿(𝑥) = −ℒ(𝑥)∑(𝑡𝑖(𝑥) log(𝑝𝑖(𝑥)))

𝑘

𝑖=1

 (3.8) 

ℒ(𝑥)  =  [(
𝑥1 + 𝑥2
𝑥1

) , (
𝑥1 + 𝑥2
𝑥2

)] (3.9) 
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labeling of crack images requires special attention to label crack pixels and non-crack 

pixels on the boundary as shown in Figure 3.18. The left image is the original crack image 

and the upper right image is the boundary image, where pixels from the crack region also 

have pixels with light intensities, and pixels from the non-crack region also have pixels 

with dark intensities.  

On the other hand, the boundary pixels are not the only pixels that are hard to predict 

in crack pixel classification. Pixels belonging to spot, stain, or any other region with dark 

intensities are also sensitive and hard to predict correctly. The pixel from these regions 

has similar features to crack regions. In this work, a sensitivity weighted difference 

transformed map 𝔇𝑑(𝑥) is proposed to incorporate with the loss function in Equation 

(3.10). The 𝔇𝑑(𝑥) not only emphasized on boundary pixels but other than boundary 

pixels are also considered. 

𝐿(𝑥) = −∑𝔇𝑑(𝑥) ((
𝑥1 + 𝑥2
𝑥1

) ∗ (𝑡𝑖(𝑥) log(𝑝𝑖(𝑥))) + (
𝑥1 + 𝑥2
𝑥2

)

𝑘

𝑖=1

∗ ((1 − 𝑡𝑖(𝑥)) log(1 − 𝑝𝑖(𝑥)))) 

(3.10) 

𝔇𝑑(𝑥) =  𝔇(𝑥) x ℒ(𝑥) (3.11) 

Figure 3.18: Boundary pixels and dark intensity pixels 
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𝔇(𝑥)  = {

𝐷 (𝑡𝑖(𝑥), 𝑝𝑖(𝑥)) =    1

𝐷 (𝑡𝑖(𝑥), 𝑝𝑖(𝑥)) = −1

𝐷 (𝑡𝑖(𝑥), 𝑝𝑖(𝑥)) =    0

 (3.12) 

𝐷 (𝑡𝑖(𝑥), 𝑝𝑖(𝑥)) =  (𝑡𝑖(𝑥) − 𝑝𝑖(𝑥)) (3.13) 

where 𝔇𝑑(𝑥) is a difference transform map. 𝔇(𝑥) determines the misclassified pixel from 

the targeted label 𝑡𝑖(𝑥) and predicted label �̂�𝑖(𝑥). The 𝔇(𝑥) produces three different 

determinant outputs. The first output is based on 𝐷 (𝑡𝑖(𝑥), �̂�𝑖(𝑥)) > 0, where the 

difference between the targeted label 𝑡𝑖(𝑥) and predicted label �̂�𝑖(𝑥) is greater than zero 

i.e. 1, which determines that the network was required to predict the pixel as a crack but 

the network predicted the pixel as a non-crack pixel which is the wrong prediction. The 

second output is based on 𝐷 (𝑡𝑖(𝑥), �̂�𝑖(𝑥)) < 0, where the difference between the 

targeted label 𝑡𝑖(𝑥) and predicted label �̂�𝑖(𝑥) is less than zero i.e. -1, which determines 

that the network predicted the pixel as a crack pixel but it is a non-crack pixel which is 

the wrong prediction again. The third output is based on 𝐷 (𝑡𝑖(𝑥), �̂�𝑖(𝑥)) = 0 where the 

difference between the targeted label 𝑡𝑖(𝑥) and predicted label �̂�𝑖(𝑥) is zero, which 

determines that the network predicted the pixels correctly whether it is a crack pixel or a 

non-crack pixel. The output of the first and second cases needs attention for accurate 

prediction. These pixels are weighted or penalized with ℒ(𝑥) by exploring the co-

occurrence of two different classes of pixels in each image.   

The higher weights generated by ℒ(𝑥) factor is used to weight all those pixels which 

come under the 𝐷 (𝑡𝑖(𝑥), �̂�𝑖(𝑥)) > 0 output. This increases the chance of the occurrence 

of crack pixels. Similarly, the lower weights generated by ℒ(𝑥) factor are used to weight 

all those pixels which come under the 𝐷 (𝑡𝑖(𝑥), �̂�𝑖(𝑥)) < 0 output. This decreases the 

chance of occurrence of non-crack pixels.  
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3.7 Proposed Crack Measurement  

Crack characteristics such as length, width, and orientation are useful indicators to 

analyze the severity of the crack and the strength of the structure. These indicators help 

to determine the condition of exposure so that appropriate action can be carried out to 

ensure safety. Several image processing-based methods such as morphological 

operations, median axis algorithm, and Euclidean methods have been proposed to 

measure the length, width, and area of the crack in the given image. These methods shrink 

the crack into its skeleton which does not provide the precise measurement of crack 

characteristics.  

The crack characteristic measurement proposed in this work is based on the 

combination of several image processing techniques. The output segmented mask 

generated by the trained network is first passed through crack connected pixels algorithm 

that removes the group of less than 50 connected pixels from the mask. This cleans the 

image and removes all noisy and irrelevant regions from the mask. The mask contains 

only two types of pixels i.e., crack and non-crack pixels, all the crack pixels are summed 

up to determine the area of the crack. The crack orientation is determined by scanning the 

mask pixel by pixel both row-wise and column-wise. This provides the number of pixels 

in each row and column that provides the width, length, and orientation of the crack in a 

given segmented mask. Figure 3.19 shows the procedure of crack characteristics 

measurement in terms of area, length, width, and orientation.  

Figure 3.19: Crack characteristics measurement  
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3.7.1 Noise Removal  

The output segmented mask generated by the trained network does not have 100% 

accuracy in determining the crack pixels. Few non-crack pixels are segmented as crack 

pixels which may cause an error in crack characteristics measurement. Therefore, before 

measuring the characteristics, the segmented mask is fast filtered to remove the regions 

which have less than 50 connected pixels (crack pixels). The value is optimized to 50 by 

analyzing the true cracks in the given test images. To remove the irrelevant crack pixels 

a connected crack pixel algorithm is designed to determine and remove these pixels.      

3.7.1.1 Connected Crack Pixels 

The segmented mask consists of two types of pixels, i.e., crack and non-crack pixels. 

These pixels are represented with black (crack pixel) and white (non-crack pixel) colors. 

Therefore, they have a unique identity that is used to determine and differentiate between 

crack and non-crack pixels. The connected components are a set of pixels that are 

connected and possess the same identity. The connected crack pixels algorithm starts from 

the top left corner, find and stores the pixel identity and compare it with all its neighboring 

pixel. If the unique identifier is the same, the value is updated in that direction and the 

process continues until the last pixel or change in the unique pixel identity. Then the 

process began in the next neighboring pixel and continue the same process in all possible 

directions. In this way, each cluster value is compared with a pre-defined constant value 

and if the value is less than or equal to 50, the pixels change their identity else the pixels 

keep their unique identity. The process is repeated up to the last pixel of the segmented 

mask.  
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3.7.2 Crack Orientation  

After removing the irrelevant cluster of crack pixels, pixel-by-pixel scanning is 

performed both row-wise and column-wise. The scanning process keeps the record of the 

highest number of crack pixels in each row and column. The highest value in either 

direction will determine the orientation of the crack in that image. Equation (3.14) is used 

to compare and determine the orientation of the crack.  

where 𝐶𝑂 represents crack orientation, 𝑃(𝐶)𝑥−𝑚𝑎𝑥 is the maximum number of crack 

pixels in a column and 𝑃(𝐶)𝑦−𝑚𝑎𝑥 is a maximum number of crack pixels in a row. If the 

number of crack pixels in a column is higher than the number of crack pixels in a row 

then the orientation of the crack is vertical and if the number of crack pixels in a row is 

higher than the number of crack pixels in a column, than the orientation of crack is 

horizontal. 

Algorithm 1: Orientation Algorithm 

 1 Started Scanning the Segmented Mask: P(x, y) 

2 x  1 

3 while x = 256 do 

4       Count crack pixels in each row 𝑃(𝐶)𝑥 

5       Store number of crack pixels 

6 end 

7 y  1 

8 while y = 256 do 

9       Count crack pixels in each column 𝑃(𝐶)𝑦 

10       Store number of crack pixels 

11 end 

12 Compare the number of pixels in each row and column: 𝑃(𝐶)𝑥  == 𝑃(𝐶)𝑦 

13 Crack Orientation: The highest number of crack pixels in any row or column 

defines the orientation 

𝐶𝑂 = {
𝑃(𝐶)𝑥−𝑚𝑎𝑥 > 𝑃(𝐶)𝑦−𝑚𝑎𝑥          𝑉𝑒𝑟𝑡𝑖𝑐𝑎𝑙 𝐶𝑟𝑎𝑐𝑘

𝑃(𝐶)𝑦−𝑚𝑎𝑥 > 𝑃(𝐶)𝑥−𝑚𝑎𝑥     𝐻𝑜𝑟𝑖𝑧𝑜𝑛𝑡𝑎𝑙 𝐶𝑟𝑎𝑐𝑘
 (3.14) 
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14 if  

15     𝑃(𝐶)𝑥−𝑚𝑎𝑥 > 𝑃(𝐶)𝑦−𝑚𝑎𝑥 

16     Vertical Crack 

17 else  

18      𝑃(𝐶)𝑦−𝑚𝑎𝑥 > 𝑃(𝐶)𝑥−𝑚𝑎𝑥    

19      Horizontal Crack 

20 end 

 

3.7.3 Crack Length  

The length of the crack is determined by scanning the segmented mask in the direction 

of the orientation of the crack. It is the highest number of crack pixels in any row/column. 

If the crack is determined as a vertical crack, then the highest number of crack pixels in a 

column is crack length. If the crack is determined as a horizontal crack, then the highest 

number of crack pixels in a row is crack length. 

Algorithm 2: Length Measurement Algorithm 

 1 Thinning the Crack: P(C) 

2 if  

3    C is even  

4    Take the first-pixel value  

5    Keep track of this value 

6 else 

7    C is odd 

8    Take the central value  

9    Keep track of this central value 

10 end 

11 Length: Trace all these pixels and count to get the length 
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3.7.4 Crack Width  

The crack width is determined by scanning the segmented mask in the opposite 

direction of the orientation of the crack. It is the highest number of crack pixels in any 

row/column. If the crack is determined as a vertical crack, then the highest number of 

crack pixels in a row is the maximum crack width. If the crack is determined as a 

horizontal crack, then the highest number of crack pixels in a column is the maximum 

crack width. The width of the crack is not constant throughout the crack and keeps 

changing. Therefore, in this work, three different values for crack width i.e., maximum 

width, minimum width, and average width are measured to provide the closest value for 

further consideration. 

3.7.5 Crack Area  

The segmented mask contains either crack or non-crack pixels. Therefore, after 

removing the irrelevant and noisy pixels from the segmented mask, all the crack pixels 

are summed up using Equation (3.15) to determine the area occupied by crack pixels in 

the given mask. The crack area (CA) is, 

where 𝐶𝐴 represents the crack area and 𝑃(𝐶) is all the crack pixels in the mask.  

𝐶𝐴 =∑𝑃(𝐶) (3.15) 

Univ
ers

iti 
Mala

ya



122 

CHAPTER 4: RESULTS  

4.1 Introduction  

In this section, the experimental results of crack pixels segmentation of the proposed 

crack segmentation network architecture, local weighting factor, sensitivity transform 

map, and crack characteristics measurement are presented. The dataset used in this 

experiment has two imbalanced classes, i.e. crack and non-crack. To evaluate the 

segmentation network, the dataset is portioned into 80% (400 images) for training, 10% 

(50 images) for validation, and 10% (50 images) for testing, respectively. These images 

are trained over five different neural networks including FCN (J. Long et al., 2015), U-

Net (Ronneberger et al., 2015), SegNet (Badrinarayanan et al., 2017), DeepLabv3+ (L.-

C. Chen et al., 2018), and the proposed Crack Segmentation Network (CSN). Each 

network is trained with six different loss functions, i.e. Cross-Entropy loss, Weighted 

Cross-Entropy loss, Dice loss, Tversky loss, Focal loss, and the novel local weighted loss 

function. To evaluate the performance of networks and loss functions, the most common 

evaluation measures for semantic segmentation or pixel classification are mean accuracy 

along with crack pixels and non-crack pixels accuracy, Precision, Recall, F1-score, and 

Jaccard distance (Taha & Hanbury, 2015), which are collectively explained with 

advantages and disadvantages in (Csurka et al., 2013).   

4.2 Network Training Configurations 

Crack segmentation neural network for generating segmentation mask of crack and 

non-crack pixels is trained using a desktop with Intel® Core (TM) i5-6400 CPU @ 2.7 

GHz Processor, 16GB RAM, and NVIDIA GeForce GTX 730 with 2GB RAM GPU. The 

network is initialized using Glorot Initializer (Xavier Glorot & Bengio, 2010) which 

brings significantly faster convergence. The weights are randomly initialized from a 

uniform distribution with zero mean and variance. The Stochastic Gradient Descent 
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(SGD) is implemented to update each weight parameter in every iteration. To avoid the 

local minima trapped during the training process and increase the convergence rate 

(Bottou & Bousquet, 2009), the momentum approach is adopted. During the training 

process, stochastic gradient descent (SGD) (Rumelhart et al., 1986) with 0.9 momentum 

is chosen as an optimizer. The initial learning rate, weight decay, and 𝐿2 regularization is 

set to 10−3, 10−4, and 10−4, respectively. Due to memory constraints, the batch size is 

set to 2 with 10 shuffled epochs for training. The image dataset is portioned into 80% for 

training, 10% for validation, and 10% for testing, respectively. The training progress is 

analyzed with a different set of hyperparameters, and the best-validated model 

configuration is selected. The implementation of the FCN, U-Net, SegNet, DeepLabv3+, 

and proposed crack segmentation network architectures are based on Neural Network 

Toolbox in MATLAB R2020a. 

4.3 Metrics  

To analyze the proposed crack segmentation network with a local weighting factor and 

difference map, the proposed network is implemented using six different loss functions 

i.e., Cross-Entropy loss, Weighted Cross-Entropy loss, Dice loss, Tversky loss, Focal 

loss, and the novel local weighted loss function. The FCN, U-Net, SegNet, and 

DeepLabv3+ architectures are also implemented using these six different loss functions. 

In (Csurka et al., 2013), the most common evaluation measures for semantic segmentation 

or pixel classification are collectively explained with advantages and disadvantages. To 

evaluate the performance of the proposed crack segmentation network, loss function and 

difference map on the new dataset, mean accuracy along with crack pixels and non-crack 

pixels accuracy, precision, recall, boundary-F1 (BF), Dice similarity coefficient, Jaccard 

distance, and Hausdorff distance are used. These metrics are used to measure the accuracy 

of crack classification and segmentation. 
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All the metrics are derived from four basic elements, as shown in Figure 4.1. The 

elements are true positive (TP), true negative (TN), false positive (FP), and false-negative 

(FN). Here true positive (TP) is the input is a crack pixel and output is also classified as 

a crack pixel. True negative (TN) is the input is a non-crack pixel and the output is also 

classified as a non-crack pixel. False-positive (FP) is the input as a non-crack pixel and 

the output is misclassified as a crack pixel. False-negative (FN) is the input as crack pixel 

false and predicted as a non-crack pixel.  

4.3.1 Accuracy 

The metric accuracy determines the percentage of correctly identified pixels in each 

class. The accuracy of the individual class is determined by the ratio of correctly identified 

pixels in that class to the total number of pixels in that class.   

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 (4.1) 

There are two other terms related to accuracy; global accuracy which is the 

percentage of correctly predicted pixels and average accuracy which is the prediction of 

correct pixels in overall classes.  

In our work, we mainly focus on the accuracy of crack and non-crack pixels. Due to 

the class imbalance issue, the majority class accuracy is more dominant than minority 

Figure 4.1: Metric elements 
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class accuracy. Hence, the proposed method has balanced the class difference and 

achieved a high percentage of accuracy in both classes.   

4.3.2 Intersection over Union 

Intersection over Union (IoU) is also one of the parameters used to evaluate semantic 

segmentation models. It is the ratio between the intersection of actual crack pixels and 

predicted crack pixels to the union of actual crack pixels and predicted crack pixels as 

shown in Figure 4.1. IoU is defined in Equation (4.2). 

Intersection over Union =  
𝑂𝑣𝑒𝑟𝑙𝑎𝑝𝑝𝑖𝑛𝑔 𝑎𝑟𝑒𝑎

𝐶𝑜𝑚𝑏𝑖𝑛𝑒𝑑 𝑎𝑟𝑒𝑎
=  

𝑇𝑃

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
 (4.2) 

This metric is also known as the Jaccard similarity coefficient. It is also used to 

measure the statistical accuracy, which penalizes FP.  

4.3.3 Dice similarity coefficient 

The Dice coefficient-based metric is one of the most used metrics for the evaluation of 

semantic segmentation. Its measurement is based on the overlapping comparison between 

the ground truth and the predicted segment.  

DICE =  
2𝑇𝑃

2𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
 (4.3) 

4.3.4 Hausdorff distance 

The Hausdorff distance (HD) between ground truth (GT) and predicted (P) segment is 

defined by  

HD(GT, P) =  max (ℎ(𝐺𝑇, 𝑃), ℎ(𝑃, 𝐺𝑇)) (4.4) 

where ℎ(𝐺𝑇, 𝑃) is direct Huasdraoff distance presented by 

h(GT, P) =  max
𝑔 ∈ 𝐺𝑇

min
𝑝 ∈𝑃

 ‖𝑔 − 𝑝‖ 
(4.5) 
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4.3.5 Precision 

Precision is the ratio of true positive (TP) pixels and all the predicted positive pixels. 

Precision =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
= 
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝐴𝑐𝑡𝑢𝑎𝑙 𝑅𝑒𝑠𝑢𝑙𝑡
  (4.6) 

4.3.6 Recall  

A recall is the measure of correctly identified true positive pixels. It is the ratio of 

positive pixels in the ground truth to positive pixels identified in the segmented image. 

Recall =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
=  

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑅𝑒𝑠𝑢𝑙𝑡
  (4.7) 

4.3.7 F1-Measure 

F1-Score or F1-measure is a model evaluation metric that summarizes the model 

performance. It combines both precision and recall. F1-measure is a weighted harmonic 

mean, calculated through recall and precision value. 

F1 − Score =  
2 ∗ 𝑇𝑃

2 ∗ 𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
=
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (4.8) 

4.4 Results 

The performance of the proposed network is evaluated in terms of pixel-level 

accuracy. Both numerical and visual results are used to evaluate the crack segmentation 

network.  

4.4.1 Numerical Results 

The performance of the proposed CSN network is evaluated in terms of pixel-level 

accuracy. Different loss functions are integrated with the proposed network and pixel-

level accuracy is calculated. The predicted results of test images demonstrated that the 

local weighting factor and difference transform map performed well on all CNN’s and 

our proposed network also performed well with other loss functions than other networks. 
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Table 4.1 summarizes the results of the FCN network architecture with the integration 

of all the loss functions used in this research work. The network does not detect the crack 

pixels accurately. From the results of CE, Dice, Tversky, and focal loss function it can be 

observed that the network does not tackle the imbalanced issue and the accuracy of non-

crack pixels are higher than the accuracy of crack pixels. The WCE has obtained better 

accuracy for both classes while the LWF-DTM has achieved the highest crack pixel 

accuracy than non-crack pixels. The LWF-DTM achieved 96.79% crack pixel accuracy, 

which is the highest crack pixel accuracy among all the loss functions. Dice loss achieved 

96.80% non-crack pixel accuracy which is the highest non-crack pixel accuracy among 

all the loss functions. The highest mean accuracy is 93.82% obtained by the LWF-DTM 

loss function.  

 

Table 4.2 summarizes the results of the U-Net architecture with the integration of all 

the loss functions used in this research work. The network is capable to detect both crack 

and non-crack pixels with more than 90% accuracy. From the results of CE, Dice, and 

focal loss function it can be observed that the network does not tackle the imbalanced 

issue and the accuracy of non-crack pixels are higher than the accuracy of crack pixels. 

Table 4.1:  Results of FCN architecture  

Loss Functions Crack Pixels 
Accuracy 

Non-Crack 
Pixels Accuracy Accuracy 

CE 0.7848 0.9677 0.8762 

WCE 0.9650 0.8848 0.9249 

Dice 0.7060 0.9680 0.8370 

Tversky 0.6574 0.8583 0.7579 

FL 0.7533 0.8644 0.8089 

LWF-DTM 0.9679 0.9086 0.9382 Univ
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The WCE, Tversky, and LWF-DTM have obtained higher crack pixel accuracy than non-

crack pixels.  The LWF-DTM achieved 98.08% crack pixel accuracy, which is the highest 

crack pixel accuracy among all the loss functions. CE loss achieved 99.24% non-crack 

pixel accuracy which is the highest non-crack pixel accuracy among all the loss functions, 

but the crack pixel accuracy is 90.41% which is the lowest among all the loss functions. 

The highest mean accuracy is 96.96% obtained by the LWF-DTM loss function.  

 

Table 4.3 summarizes the results of the SegNet architecture with the integration of all 

the loss functions used in this research work. The SegNet does not perform well to 

identify the crack pixels accurately whereas the accuracy of non-crack pixels is more than 

90%. From the results of CE, Dice, WCE, Tversky, and focal loss function it can be 

observed that the network does not tackle the imbalanced issue and the accuracy of non-

crack pixels is higher than the accuracy of crack pixels. The LWF-DTM has obtained 

higher crack pixel accuracy than non-crack pixels. The LWF-DTM achieved 96.64% 

crack pixel accuracy, which is the highest crack pixel accuracy among all the loss 

functions. CE loss achieved 98.38% non-crack pixel accuracy which is the highest non-

crack pixel accuracy among all the loss functions, but the crack pixel accuracy is 44.01% 

Table 4.2:  Results of U-Net architecture  

Loss Functions Crack Pixels 
Accuracy 

Non-Crack 
Pixels Accuracy Accuracy 

CE 0.9041 0.9924 0.9482 

WCE 0.9745 0.9530 0.9637 

Dice 0.9516 0.9777 0.9646 

Tversky 0.9787 0.9567 0.9677 

FL 0.9307 0.9819 0.9563 

LWF-DTM 0.9808 0.9584 0.9696 
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which is the lowest among all the loss functions. The highest mean accuracy is 95.86% 

obtained by the LWF-DTM loss function. 

 

Table 4.4 summarizes the results of the DeepLabv3+ architecture with the integration 

of all the loss functions used in this research work. The network is not able to tackle the 

class imbalanced issue as the accuracy of non-crack pixels is higher than crack pixels. 

Both classes have achieved very low accuracy, less than 80%. From the results of CE, 

Dice, and focal loss function it can be observed that the network does not tackle the 

imbalanced issue and the accuracy of non-crack pixels is higher than the accuracy of crack 

pixels. The WCE, Tversky, and LWF-DTM have obtained higher crack pixel accuracy 

than non-crack pixels. The LWF-DTM achieved 77.41% crack pixel accuracy, which is 

the highest crack pixel accuracy among all the loss functions. CE loss achieved 77.43% 

non-crack pixel accuracy which is the highest non-crack pixel accuracy among all the loss 

functions with 69.71% crack pixel accuracy. The highest mean accuracy is 76.27% 

obtained by the LWF-DTM loss function. 

Table 4.5 summarizes the results of the CSN architecture with the integration of all the 

loss functions used in this research work. The network tackles the class imbalanced issue  

Table 4.3:  Results of SegNet architecture 

Loss Functions Crack Pixels 
Accuracy 

Non-Crack 
Pixels Accuracy Accuracy 

CE 0.4401 0.9838 0.7120 

WCE 0.7132 0.9791 0.8462 

Dice 0.6306 0.9670 0.7988 

Tversky 0.7399 0.9737 0.8568 

FL 0.7125 0.9304 0.8215 

LWF-DTM 0.9664 0.9509 0.9586 
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very well along with LWF-DTM as the accuracy of non-crack pixels is nearly equal to 

crack pixel accuracy. Both classes have achieved very high accuracy, with more than 95% 

average accuracy. From the results of the CE loss function, it can be observed that the 

crack pixel accuracy is lower than non-crack pixels whereas for the other loss functions 

the accuracy is either higher or nearly equal for both classes. The LWF-DTM achieved 

98.61% crack pixel accuracy, which is the highest crack pixel accuracy among all the loss 

functions, and 98.35% non-crack pixel accuracy which is also the highest non-crack pixel 

accuracy among all the loss functions. The highest mean accuracy is 98.48% obtained by 

the LWF-DTM loss function. 

Table 4.4:  Results of DeepLab3v+ architecture  

Loss Functions Crack Pixels 
Accuracy 

Non-Crack 
Pixels Accuracy Accuracy 

CE 0.6971 0.7743 0.7357 

WCE 0.7651 0.7562 0.7607 

Dice 0.6899 0.7496 0.7197 

Tversky 0.6609 0.6330 0.6470 

FL 0.6653 0.7309 0.6981 

LWF-DTM 0.7741 0.7514 0.7627 

Table 4.5:  Results of the proposed crack Segmentation network 

Loss Functions Crack Pixels 
Accuracy 

Non-Crack Pixels 
Accuracy Mean Accuracy 

CE 0.9358 0.9798 0.9578 

WCE 0.9841 0.9725 0.9783 

Dice 0.9673 0.9811 0.9742 

Tversky 0.9717 0.9830 0.9773 

FL 0.9790 0.9796 0.9793 

LWF-DTM 0.9861 0.9835 0.9848 

Univ
ers

iti 
Mala

ya



131 

The proposed CSN has achieved more than 98% accuracy for both classes. The 

individual accuracy of crack and non-crack pixels is almost equal which indicates that the 

network is capable to predict the crack pixels with equal accuracy along with non-crack 

pixels by balancing the class imbalance issue.  

4.4.2 Visual Results 

The visualization of segmented crack pixels is shown in Figure 4.2, Figure 4.3, Figure 

4.4, Figure 4.5, and Figure 4.6. The results of FCN architecture along with different loss 

functions are shown in Figure 4.2, the results of U-Net architecture along with different 

loss functions are shown in Figure 4.3, the results of Seg-Net architecture along with 

different loss functions are shown in Figure 4.4, the results of DeepLabv3+ architecture 

along with different loss functions are shown in Figure 4.5, and the results of proposed 

CSN architecture along with different loss functions are shown in Figure 4.6.  

For the presentation, five images are randomly selected among the 50 test images. The 

first column contains original RGB images followed by respective ground truth masks in 

the second column. From column three to column eight the visual segmented results of 

the corresponding test images, trained by using different loss functions are shown. The 

observation from the segmented output mask predicted by FCN architecture with 

different loss functions shown in Figure 4.2, shows that the network could not be able to 

predict the crack pixels accurately and several non-crack pixels are around the crack 

region are also segmented as crack pixels. The segmented crack region by the FCN 

architecture is very thick and non-continuous. The network could not identify the minor 

cracks as shown in columns 1 and 5 of Figure 4.2. All the loss functions provided the 

rough and thick track of the crack region; therefore, the accuracy of the crack pixel is very 

low as compared to non-crack pixels for the majority of the loss functions. From the 
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numerical result and visual segmented output, it can be observed that the FCN 

architecture is not a suitable option for crack pixel segmentation of imbalanced data sets. 

Figure 4.3 shows the performance of U-Net architecture with different loss functions 

for five randomly selected images. It can be observed that the U-Net architecture has 

predicted several non-crack pixels as crack pixels. These wrongly predicted pixels are 

either dark intensity pixels or boundary pixels. U-Net with CE loss function has less 

wrongly predicted crack pixels, but they also have lower crack pixel accuracy. Whereas 

WCE, Dice, Tversky, and Focal loss functions have high crack pixels accuracy but the 

predicted several non-crack pixels as crack pixels. They have a trade-off between 

precision and recall; therefore, they have a smaller number of wrongly predicted pixels 

whereas CE, WCE, and FL have a large number of wrongly predicted pixels and that is 

due to pixel-wise prediction. The results of the U-Net with LEF-DTM have a smaller 

number of wrongly predicted pixels and have a clearer view of pixel segmentation than 

other loss functions. The U-Net architecture has predicted the crack pixels more 

accurately as compared to FCN but due to class imbalanced dataset, the network could 

not be able to provide the clean view of segmented crack images.  

The segmented images of SegNet architecture with different loss functions for five 

randomly selected images are shown in Figure 4.4. The segmented mask shows that the 

boundary pixels are wrongly predicted by the SegNet architecture. It has rough 

segmentation results on boundaries as compared to U-Net but has very few wrongly 

predicted pixels other than boundary pixels. The CE, WCE, Dice, Tversky, and Focal loss 

function has a thicker segmented crack region with wrongly predicted boundary pixels. 

The SegNet with WCE has wrongly predicted crack pixels at dark intensity areas. The 

other network has less wrongly predicted other than boundary pixels. The results of 

SegNet with LWF-DTM have better visual output as compared to the FCN and U-Net. 
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Overall, the SegNet architecture has predicted the crack pixels more accurately as 

compared to FCN and non-crack pixels more accurately as compared to U-Net. The 

network could not identify the minor cracks as shown in columns 1 and 5 of Figure 4.4.   

The Deeplabv3+ network architecture performed very poorly for non-crack pixels as 

compared to crack pixels. Figure 4.5 shows the segmented output result of five randomly 

chosen images from the test image dataset and it can be observed that the segmented mask 

shows a gray background which is non-crack pixels predicted as crack pixels. The crack 

region also contains the wrongly predicted pixels, white pixels inside the crack region 

which appears like a net. For all loss functions, DeepLabv3+ has shown crack region 

tracing accurately but due to the network structure, the accuracy rate is very low for both 

crack and non-crack regions and is not a suitable architecture for the imbalanced crack 

dataset.   

The proposed network performed better than FCN, U-Net, SegNet, and DeepLabv3+ 

network architecture. The visual results from Figure 4.6 show that the output 

segmentation masks have a larger similarity with ground truth and have lesser wrongly 

predicted pixels for both crack and non-crack regions. The CSN accurately predicts the 

boundary and dark intensity areas with more than 95% mean accuracy for all loss 

functions. The CE, Dice, and Tversky performed well but could not predict the minor 

cracks accurately whereas WCE, Focal, and LWF-DTM predict the tracing of minor 

cracks. The network along with all the loss functions achieved more than 97% non-crack 

pixel accuracy and 93% for crack pixel accuracy. The architecture is proven to be another 

best-fit network architecture for crack segmentation tasks for imbalanced datasets. The 

performance of all loss functions shows better accuracy, among them LWF-DTM shows 

the best performance for tackling class imbalanced effect by achieving 98.61% crack 

pixel accuracy and 98.35% non-crack pixel accuracy with 98.48% mean accuracy. 
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Figure 4.2: Crack Detection by FCN Architecture using different loss functions 
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Figure 4.3: Crack Detection by U-Net Architecture using different loss functions 
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Figure 4.4: Crack detection by SegNet architecture using different loss functions 
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Figure 4.5: Crack detection by DeepLabv3+ Architecture using different loss functions 
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Figure 4.6: Crack detection by Proposed CSN Architecture using different loss functions 
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4.4.3 Crack Characteristics Measurement  

The crack characteristics measurement process is shown in Figure 4.7. The segmented 

mask is cleaned after processing through the trained network. The cleaned image is then 

processed through an image processing-based measurement technique to measure the 

orientation, length, width, and area of a crack region in the given image.   

The results of crack characteristics measurement for images selected from the test 

dataset are presented in Figure 4.8. The image processing-based crack characteristics 

measurement algorithm measures the crack orientation, area, length, and width. The 

algorithm measure 3 values for crack width as crack width varies at each point on the 

crack, i.e. maximum width, average width, and minimum width. The accuracy of 

measuring the orientation of vertical and horizontal cracks is 100% whereas the accuracy 

of diagonal cracks is 85%. Figure 4.9 presents the result of crack orientation detection of 

the segmented mask. The result shows that diagonal cracks are the hardest to identify 

because most of the diagonal cracks are not fully diagonal, they are either vertical 

diagonal or horizontal diagonal as shown in the second and third rows of Figure 4.8. The 

system detects these types of cracks as vertical or horizontal cracks which leads to the 

low accuracy of crack orientation accuracy. The width of the crack is considered the most 

critical character to be measured. Therefore, to provide maximum information about the 

width of the crack in any given image, maximum width, minimum width, and average 

width. The length of the crack is determined by tracing the central pixel. Similarly, after 

cleaning the segmented mask from noise, all the pixels are summed up to provide the area 

of the crack. The calibration pixel and measurement are not set in this work as the 

Figure 4.7: Crack measurement process 
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calibration depends on the distance between the capturing device and crack which differs 

from dataset to dataset.  

In this work, the unit of length, width, and area are not specified. To set the unit of 

these characteristics, calibration is required. The distance between the capturing device 

and the crack is needed to accurately measure and specify the pixels per unit. Images in 

every data set are taken from a variable distance which cannot be used to calibrate and 

define the unit. Therefore, in this work, all the crack measurements are based on pixels 

rather than other measuring units. The unit can be set by calibrating the images or by 

measuring the distance between the crack and capturing device, so that, the number of 

pixels can be used to measure the length, width, and area according to their standard units.  

Figure 4.8: Crack characteristics measurement 
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Figure 4.9: Crack Orientation measurement 
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CHAPTER 5: DISCUSSION 

This chapter contains the interpretation of the results presented in chapter 4. The 

findings of the research are evaluated and compared with those of previous studies 

presented in the literature review. The purpose of this chapter is to discuss the findings 

and the outcomes of the research to the results that have been obtained. 

5.1 Introduction 

Analysis of the performance of the proposed CSN architecture and LWF-DTM is 

discussed in this section. The network architecture was designed to accurately classify 

the pixels with minimum computation complexity and less processing time. Furthermore, 

the integration of AAG uses a localization module to connect the encoder with the 

decoder and increases the network learning ability. The LWF-DTM increased the 

segmentation accuracy for both classes at the pixel level in an imbalanced condition. The 

effect of spot, stain, and confusion at boundary regions was minimized through LWF-

DTM. Results demonstrated that the CSN architecture improves the segmentation 

accuracy and LWF-DTM equals the pixel-level accuracy of each class. A comparison of 

CSN with other network architectures and LWF-DTM with other loss functions is 

presented and discussed in the next section.  

5.2 Network Comparison  

All the network architectures implemented in this work are quantified utilizing crack 

and non-crack pixel accuracy, mean accuracy, precision, recall, F1-Score, Jaccard 

distance, number of learnable parameters, and training time. The most important 

performance evaluation metric is crack and non-crack pixel accuracy. The imbalanced 

dataset issue highly affects the network performance which causes the difference of 

accuracy in both classes.  
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For the evaluation of our proposed CSN architecture, the network is compared with 

four state-of-the-art semantic segmentation network architectures with different loss 

functions. The main objective was to show that the LWF-DTM as a loss function has 

better performance than other existing loss functions. Moreover, the proposed CSN 

network architecture with LWF-DTM has superior results as compared to other networks 

and loss functions.  

From the experimental results, it is shown that FCN architecture could not handle the 

imbalanced dataset efficiently, the accuracy of non-crack pixels is very high for CE, Dice, 

Tversky, and Focal loss functions whereas the accuracy of crack pixels is very low. For 

WCE and LWF-DTM the accuracy of the non-crack pixel is lower as compared to crack 

pixels. The two-loss functions specifically add weighting factors to support the minority 

class. The WCE loss function uses a constant weighting value for all the images which is 

not the best fit, although the crack pixel accuracy is higher, the constant factor cannot 

help to increase the accuracy of every image in the dataset. The LWF-DTM uses the 

variable weighting factor to support the minority class by calculating the value for each 

respective image in the dataset. The FCN architecture has an up-sampling operation 

which tends to smooth the crack details and the minor crack are ignored as FCN often 

losses small details which have been presented in visual results.  

The U-Net architecture has shown better performance for imbalanced datasets. The 

accuracy of non-crack pixels is very high for CE, Dice, and Focal loss functions whereas 

the crack pixel's accuracy is lower. For WCE, Tversky, and LWF-DTM the accuracy of 

the non-crack pixel is lower as compared to crack pixels. The LWF-DTM has achieved 

almost 97% average accuracy, the highest among the other loss functions. Although the 

U-Net architecture has high accuracy as compared to FCN architecture, it still cannot 

differentiate between dark and regions which are not cracked. From the visual result, the 
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U-Net architecture segmented the dark intensity pixels as crack pixels which ultimately 

increases the accuracy of crack pixels but on the other hand, the average accuracy remains 

below 97%. The middle layers of U-Net architecture experience low learning which 

causes the ignorance of abstract features. This causes the network to associate these dark 

intensity pixels with crack pixels.  

The SegNet architecture performed better than the FCN but lower than the U-Net 

architecture. It only achieved higher accuracy of crack pixels using LWF-DTM while 

with CE, WCE, Dice, Tversky, and Focal loss function the accuracy of the non-crack 

pixel is much higher than crack pixels. The SegNet architecture achieved more than 95% 

accuracy for both crack and non-crack pixels and the LWF-DTM is the only loss function 

that achieved higher accuracy with SegNet. The architecture segmented the thicker cracks 

with acceptable accuracy but for smaller and fine cracks, the network was unable to 

identify them as crack pixels. The SegNet suspected inefficiency for thin and small cracks 

which exploit low-level and high-level features for the network.  

The DeepLabv3+ network architecture tackled the imbalanced issue but could not able 

achieve the high mean accuracy. Although the network performed better against the class 

imbalanced dataset, individual accuracy of both crack and non- crack pixels remained 

below 78% which is the worst performance among other networks. The structure of 

DeepLabv3+ consists of hole convolutions with excessive expansion rates which affect 

the extraction of targeted features and the relation between local features of the large-

scale target cannot be simulated. Therefore, from the visual result, it can also be verified 

that the features are not properly and completely extracted which causes the segmentation 

to degrade. The LWF-DTM with DeepLabv3+ can accurately classify the crack pixels 

with 77% accuracy, the highest among the other loss functions.  

From Table 5.1, it can be observed that the accuracy of all the networks using LWF-

DTM as a loss function has performed well in FCN, U-Net, SegNet, and DeepLavbv3+. 
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The proposed CSN network architecture is proven to be another best-fit network 

architecture for crack segmentation tasks for imbalanced datasets. The performance of 

FCN, U-Net, SegNet, and DeepLavbv3+ shows better accuracy by achieving 93.82%, 

96.96%, 95.86%, and 76.27% mean accuracy respectively. The CSN architecture has 

achieved 98.48% mean accuracy, with LWF-DTM and showed the best performance for 

tackling class imbalanced effects. Similarly, among all the loss functions implemented in 

this work, the performance of LWF-DTM shows the best performance for tackling class 

imbalanced effects by achieving 98.48% mean accuracy for CSN architecture.  

 

5.3 Loss function Comparison  

The performance analysis of the proposed LWF-DTM on different segmentation 

network architectures is discussed in this section. The performance is measured on several 

metrics and compared with other loss functions for an imbalanced dataset. The dataset 

used in this research work is highly imbalanced. The MSCI dataset consists of two 

classes, the crack pixels that belong to the minority class and non-crack pixels that belong 

to the majority class. The number of crack pixels is very less as compared to non-crack 

pixels which steer the network performance. The LWF-DTM proposed in this work 

Table 5.1:  Results of local weighting factor & difference transform map 

Network 
Architecture 

Crack Pixels 
Accuracy 

Non-Crack 
Pixels Accuracy Accuracy 

FCN 0.9679 0.9086 0.9382 

U-Net 0.9808 0.9584 0.9696 

SegNet 0.9664 0.9509 0.9586 

DeepLabv3+ 0.7741 0.7514 0.7627 

Proposed CSN 0.9861 0.9835 0.9848 
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efficiently tackles the class imbalanced issue and accurately classifies the pixels equally 

for both classes.    

Table 5.2, Table 5.3, Table 5.4, Table 5.5, Table 5.6, and Table 5.7 compare the results 

of cross-entropy loss, weighted cross-entropy loss, dice loss, Tversky loss, focal loss, and 

LWF-DTM by implementing on FCN, U-Net, SegNet, DeepLabv3+, and proposed crack 

segmentation network. To evaluate the segmentation accuracy of the proposed LWF-

DTM for crack pixel segmentation, fifty crack images were selected for testing the trained 

networks. These images were evaluated on the Precision, Recall, F1-Score, Jaccard 

Distance, Training Time, and Learnable Parameters. Due to imbalanced data, the network 

becomes biased and tends to predict more non-crack pixels because they have a large 

number of training examples than crack pixels. Therefore, the comparison in the tables 

shows that crack pixel accuracy is always lower than non-crack pixel accuracy.  

Furthermore, the results of each loss function along with different network 

architectures are analyzed. Each loss function has produced a large number of accurate 

non-crack pixels as compared to crack pixels, but the LWF-DTM has almost the same 

accuracy percentage for both types of pixels. On the other hand, the proposed network 

and loss function has a minimum difference between the accuracy of non-crack pixels 

and crack pixels as compared to other networks and loss functions. 

The performance of the proposed CSN architecture and LWF-DTM is also evaluated 

with other network architectures and loss functions on other segmentation evaluation 

metrics such as Precision, Recall, F1-Score, and Jaccard Distance on unseen test images. 

These evaluation metrics are also important evaluation methods for semantic 

segmentation. The precision and recall are relevant terms and are fraction relevant 

instances among retrieved instances or that were retrieved, respectively. The F1-Score is 

the harmonic mean of recall and precision. Jaccard distance determines the percentage 

matching of ground truth and segmentation mask in a numeric scalar or a numeric vector. 
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The evaluated metrics result of all the networks architecture and loss functions are 

tabulated from Table 5.2 to Table 5.7.  

Table 5.2 shows the evaluation of the CE loss function for all the network architectures 

implemented in this research work. The CE loss function has acceptable performance for 

U-Net and proposed CSN architecture whereas for other networks either precision or 

recall value is low. Similarly, the evaluation of loss function on Jaccard distance is better 

for U-Net and CSN. The reason behind the poor performance of the CE loss function for 

crack segmentation for the imbalanced dataset is its averaging nature because the CE loss 

function evaluates each pixel prediction individually and averages them to get over all 

pixel predictions. This causes CE to equally sort both crack and non-crack pixels 

Table 5.2:  Comparison among CNN architectures using a CE loss function 

Network Architecture Precision  Recall F1-score Jaccard Distance 

FCN 0.6805 0.7848 0.7289 0.5735 
U-Net 0.9126 0.9041 0.9083 0.8320 
SegNet 0.8010 0.4402 0.5681 0.3968 

Deeplabv3+ 0.2132 0.6971 0.3266 0.1951 
Proposed-CSN 0.8081 0.9357 0.8792 0.7845 

Figure 5.1: Evaluation of CE loss function  
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regardless of their imbalanced presence in the training process. The False-positive value 

of segmentation is very high which causes a reduction in precision value and similarly, 

the false negative value is also very high reflects in the degradation of recall value. The 

smaller region in the segmented mask which is not properly predicted by the CE loss 

function causes a low value of Jaccard distance. Figure 5.1 shows the pixel-level accuracy 

that the CE loss function has achieved more non-crack pixel accuracy which belongs to 

the majority class than crack pixels which belong to the minority class. The difference 

between the accuracy of crack and non-crack pixels varies due to network performance. 

Therefore, the CE loss function performed below average and is not a suitable choice for 

crack segmentation of an imbalanced dataset.  

Table 5.3 presents the performance of the WCE loss function for all the network 

architectures implemented in this research work. The WCE loss function has acceptable 

performance for FCN, U-Net, SegNet, and proposed CSN architecture whereas for 

DeepLabv3+ networks the precision is very low and the recall value is below average. 

Similarly, the evaluation of loss function on F1-Score and Jaccard distance is very poor 

for DepLabv3+. The WCE loss function assigns extra weights to both classes to balance 

the difference in training elements. The recall value for WCE is very high which shows 

fewer false negative values are predicted by the networks using the WCE loss function, 

but it cannot manage to lower the false positive, which is due to extra weights. The 

Table 5.3:  Comparison among CNN architectures using a WCE loss function 

Network Architecture Precision  Recall F1-score Jaccard Distance 

FCN 0.5341 0.9650 0.6876 0.5239 
U-Net 0.5366 0.9935 0.6968 0.5347 
SegNet 0.5230 0.9945 0.6855 0.5215 

Deeplabv3+ 0.2159 0.7651 0.3368 0.2025 
Proposed-CSN 0.6805 0.9841 0.8084 0.6785 
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weights are constant numbers and assigned to every image regardless of the size of the 

crack present in the image. This causes WCE to favor both classes regardless of the 

amount of favor required. Figure 5.2 shows the pixel-level accuracy that the WCE loss 

function has achieved more crack pixel accuracy which belongs to the minority class than 

non-crack pixels which belong to the majority class because of extract weight assigned 

during the loss function. The difference between the accuracy of crack and non-crack 

pixels is small as compared to CE loss and varies due to network performance. It can also 

be observed that for CSN the accuracy is higher and the difference between crack and 

non-crack pixels accuracy is very small. Therefore, the WCE performed much better than 

CE and can be adopted as a loss function for crack segmentation of an imbalanced dataset.  

Table 5.4: Comparison among CNN architectures using a Dice loss function 

Network Architecture Precision Recall F1-score Jaccard Distance 

FCN 0.6596 0.7060 0.6820 0.5174 
U-Net 0.6891 0.9514 0.7993 0.6656 
SegNet 0.7470 0.4413 0.5549 0.3840 

Deeplabv3+ 0.1947 0.6899 0.3036 0.1790 
Proposed-CSN 0.7857 0.9673 0.8705 0.7707 

Figure 5.2: Evaluation of CE loss function  
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Table 5.4 depicts the outcomes of the Dice loss function for all the network 

architectures implemented in this research work. The Dice loss function has average 

performance for FCN, U-Net, and SegNet whereas for the DeepLabv3+ network the loss 

function performed below average and for CSN the loss function performed above 

average. The precision is very low and the recall value is below average. Similarly, the 

evaluation of loss function on F1-Score and Jaccard distance is very poor for all the 

networks except CSN. The Dice loss function is designed to deal with an imbalanced 

dataset that favors one class and ignores the other. The recall values for Dice are higher 

which shows fewer false negative values are predicted by the networks using the Dice 

loss function, but it cannot manage to lower the false positive, which is due to ignorance 

of other classes. This causes Dice to favor only one target class and ignore the other class 

regardless of the importance of that class. Figure 5.3 shows the pixel-level accuracy that 

the Dice loss function has achieved more non-crack pixel accuracy which belongs to the 

majority class for SegNet, DeepLabv3+, and FCN than crack pixels which belongs to the 

minority class. The difference between the accuracy of crack and non-crack pixels is also 

high and varies due to network performance. The U-Net and CSN have performed better 

Figure 5.3: Evaluation of Dice loss function  
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and achieved higher crack pixel accuracy than a non-crack pixel and the difference 

between crack and non-crack pixel accuracy is also minimal. The Dice loss function 

performed much better than CE but lower than WCE and cannot be a good choice as a 

loss function for crack segmentation of imbalanced datasets for all the networks. 

Table 5.5 shows the results of the Tversky loss function for all the network 

architectures implemented in this research work. The Tversky loss function has average 

performance for FCN, U-Net, SegNet and whereas for the DeepLabv3+ network the loss 

function performed below average. The precision is very lower than the recall value that 

is because of false negative prediction. is below average. Similarly, the evaluation of loss 

function on F1-Score and Jaccard distance is average for all the networks except 

DeepLabv3+. The Tversky loss function is designed to add weights to FP (false positives) 

Table 5.5: Comparison among CNN architectures using a Tversky loss function 

Network Architecture Precision  Recall F1-score Jaccard Distance 

FCN 0.5608 0.8453 0.6742 0.5086 
U-Net 0.5752 0.9986 0.7299 0.5747 
SegNet 0.7114 0.7399 0.7253 0.5690 

Deeplabv3+ 0.1364 0.6609 0.2262 0.1275 
Proposed-CSN 0.7799 0.9717 0.8704 0.7705 

     

Figure 5.4: Evaluation of Tversky loss function  
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and FN (false negatives) to address the issue of imbalanced data in segmentation tasks 

through a trade-off between precision and recall. The recall values for Tversky are higher 

which shows fewer false negative values are predicted by the networks, but it cannot 

manage to lower the false positive. Figure 5.4 shows the pixel-level accuracy that the 

Tversky loss function has achieved more non-crack pixel accuracy which belongs to the 

majority class for SegNet and FCN than crack pixels which belong to the minority class. 

The difference between the accuracy of crack and non-crack pixels is also high and varies 

due to network performance. The DeepLabv3+, U-Net, and CSN have performed better 

and achieved higher crack pixel accuracy than a non-crack pixel and the difference 

between crack and non-crack pixel accuracy is also minimal. Tversky loss function 

performed similar to Dice loss and cannot be a good choice as a loss function for crack 

segmentation of imbalanced dataset for all the networks. 

Table 5.6 presents the results of the Focal loss function for all the network architectures 

implemented in this research work. The Focal loss function has average performance for 

FCN, U-Net, SegNet and whereas for the DeepLabv3+ network the loss function 

performed below average. The precision is very lower than the recall value that is because 

the Focal loss function down-weights the negative class so that the positive class gets 

more attention from the network. Similarly, the evaluation of loss function on F1-Score 

and Jaccard distance is average for all the networks except DeepLabv3+. The Focal loss 

assists the network to focus on poorly well-trained pixels, therefore it performs well on 

an extreme imbalance dataset in segmentation tasks by focusing on the outliers and 

Table 5.6: Comparison among CNN architectures using a Focal loss function 

Network Architecture Precision  Recall F1-score Jaccard Distance 

FCN 0.3276 0.7533 0.4567 0.2959 
U-Net 0.8183 0.9307 0.8709 0.7713 
SegNet 0.5628 0.7392 0.6390 0.4695 

Deeplabv3+ 0.1782 0.6653 0.2811 0.1636 
Proposed-CSN 0.7866 0.9790 0.8650 0.7621 
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misclassified samples by assigning higher weights to them. The recall values for the Focal 

loss function are higher which shows fewer false negative values are predicted by the 

networks, but it cannot manage to lower the false positive. Figure 5.5 shows the pixel-

level accuracy that the Focal loss function has achieved more non-crack pixel accuracy 

which belongs to the majority class than crack pixels which belong to the minority class. 

The difference between the accuracy of crack and non-crack pixels is also high and varies 

due to network performance. The CSN has performed better and achieved higher crack 

pixel accuracy than a non-crack pixel and the difference between crack and non-crack 

pixel accuracy is also minimal. Focal loss function performed similar to Dice loss and 

Tversky loss function and cannot be a good choice as a loss function for crack 

segmentation of imbalanced dataset. 

Table 5.7: Comparison among CNN architectures using an LWF-DTM 

Network Architecture Precision  Recall F1-score Jaccard Distance 

FCN 0.5909 0.9113 0.7169 0.5588 
U-Net 0.6708 0.9883 0.7992 0.6655 
SegNet 0.6295 0.9902 0.7697 0.6256 

Deeplabv3+ 0.2145 0.7741 0.3360 0.2019 
Proposed-CSN 0.8402 0.9861 0.9073 0.8304 

Figure 5.5: Evaluation of Focal loss function 
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Table 5.7 presents the performance of the LWF-DTM loss function for all the network 

architectures implemented in this research work. The LWF-DTM loss function has 

acceptable performance for FCN, U-Net, SegNet, and proposed CSN architecture 

whereas for DeepLabv3+ networks the precision is very low and the recall value is below 

average. Similarly, the evaluation of loss function on F1-Score and Jaccard distance is 

very poor for DepLabv3+. The LWF-DTM loss function assigns extra weights to both 

classes according to the requirement to balance the difference in training elements. The 

recall value for LWF-DTM is very high which shows fewer false negative values are 

predicted by the networks using the LWF-DTM loss function. Furthermore, the loss 

function somehow manages to lower the false positive, which is due to variable extra 

weights. The weights are fixed numbers and assigned to every image according to the 

size of the crack present in the image. This causes LWF-DTM to favor the low 

representative class and penalize the high representative class. Figure 5.6 shows the pixel-

level accuracy that the LWF-DTM loss function has achieved more crack pixel accuracy 

which belongs to the minority class than non-crack pixels which belong to the majority 

class. The difference between the accuracy of crack and non-crack pixels is very small 

Figure 5.6: Evaluation of LWF-DTM loss function  
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and varies due to network performance. The CSN has performed better and achieved 

higher crack and non-crack pixels and the difference between crack and non-crack pixel 

accuracy is also minimal. Therefore, the LWF-DTM loss function performed better than 

other loss functions and is the best fit for crack segmentation of an imbalanced dataset.  

5.4 Other Performance Measures   

The network architectures implemented in this research work for crack segmentation 

have also been compared with each other for training time, the number of layers in each 

network, and learnable parameters. These performance evaluators are compared and 

presented in Table 5.8. All the network configurations such as hardware, software, initial 

weights, and other network parameters mentioned in Section 4.2 are set the same for each 

training.  

Table 5.8: CNN architectures comparison  

The U-Net architecture took 177 minutes (almost three hours) for complete training, 

the longest time taken by any network. The U-Net has 31 million learnable parameters 

which is also the highest number of parameters used by any network in this research. 

Therefore, besides having only 58 total layers, the learnable parameters are highest among 

other networks and have the highest crack pixel accuracy after CSN architecture.  

The DeepLabv3+ architecture has 100 total layers, the highest number of layers by any 

network used in this work. The network has 20 million learnable parameters, the second-

highest after U-Net. Besides the highest number of layers and second-highest learnable 

parameters, the DeepLabv3+ has the lowest training time and crack segmentation 

Network Architecture Training Time No. of Layers Learnable Parameters 

FCN 52 minutes  43 6.9 million 

U-Net 177 minutes 58 31 million 
SegNet 76 minutes 59 0.5 million 

Deeplabv3+ 33 minutes 100 20 million 
Proposed-CSN 36 minutes 85 1.6 million 
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accuracy. The network took 33 minutes to complete the training process under set 

conditions for all the networks. The network did not recognize the pixels efficiently 

according to their respective classes.     

The FCN architecture has 6.9 million learnable parameters, the third-highest learnable 

parameters by any network used in this work. The network has 43 layers, the lowest 

number of network layers among all the networks in this work. Besides the lowest number 

of layers and third-highest learnable parameters, the FCN did not perform well to classify 

the crack and non-crack pixels accurately. The network took 53 minutes to complete the 

training process under set conditions for all the networks.  

The SegNet architecture has 59 total layers, the third-highest number of layers by any 

network used in this work. The network has only 0.5 million learnable parameters, the 

lowest number of learnable parameters by any network in this work. The network took 

76 minutes to complete the training process under set conditions for all the networks.  The 

SegNet did not perform efficiently for crack segmentation.  

The CSN architecture has 85 total layers, the second-highest number of layers among 

other networks. The network has 1.6 million learnable parameters, the second-lowest 

number of learnable parameters. The CSN has a good trade-off between the number of 

layers and learnable parameters which causes the network to complete the training 

process in 36 minutes, the second-lowest time taken by any network. The network 

achieved the highest crack and non-crack pixel accuracy and efficiently tackles the class 

imbalanced issue for the crack image dataset.  

5.5 Statistical Analysis of Test Images  

The statistical analysis of all the test images for different loss functions, implemented 

with FCN, U-Net, SegNet, DeepLabv3+, and CSN are presented through boxplot figures 

for their mean accuracy. The boxplot explains the distributional characteristics and 

accuracy of test images. The boxplot has four equal groups of explanation, called quartiles 
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and each quartile has 25% of all scores. The upper quartile contains 75% of the accuracy 

whereas the lower half contains 25% of the accuracy. The middle quartile contains 50% 

of the accuracy of the test images. Figure 5.7 to Figure 5.10 represents the mean accuracy 

of test images against loss functions through a boxplot. The loss functions are presented 

on the x-axis and mean accuracy is presented on the y-axis.  

Figure 5.7 shows the boxplot that represents the results of mean accuracy against CE, 

WCE, Dice, Tversky, Focal, and LWF-DTM for FCN architecture. It can be observed 

that the LWF-DTM in FCN architecture has the highest maximum quartile-3 range and 

the overall accuracy level is relatively high as compared to other loss functions. The Dice 

loss function has the longest accuracy bar which shows that the Dice loss function has the 

lowest accuracy of the test images. The LWF-DTM, WCE, and Tversky loss functions 

have the highest test image accuracy. The small bar size shows that all the test images 

have achieved high accuracy.  

Figure 5.8 shows the boxplot that represents the results of mean accuracy against CE, 

WCE, Dice, Tversky, Focal, and LWF-DTM for U-Net architecture. It can be observed 

that all the loss functions are performed well, and all the test images have scored more 

Figure 5.7: BoxPlot of FCN Architecture 
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than 90% mean accuracy using U-Net architecture. It can be observed that the LWF-DTM 

in U-Net architecture has the highest maximum quartile-3 range and the overall accuracy 

level is relatively high as compared to other loss functions.  

Figure 5.9 shows the boxplot that represents the results of mean accuracy against CE, 

WCE, Dice, Tversky, Focal, and LWF-DTM for SegNet architecture. It can be observed 

that WCE achieved more than 90% accuracy and LWF-DTM achieved more than 95% 

accuracy. It can be observed that the LWF-DTM and WCE in SegNet architecture have 

the highest maximum quartile-3 range and the overall accuracy level is relatively high as 

Figure 5.8: BoxPlot of U-Net Architecture 

Figure 5.9: BoxPlot of SegNet architecture 
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compared to other loss functions. The CE and Dice have less than 75% accuracy for all 

the test images.  

Figure 5.11 shows the boxplot that represents the results of mean accuracy against CE, 

WCE, Dice, Tversky, Focal, and LWF-DTM for DeepLabv3+ architecture. It can be 

observed that the network has not achieved more than 77% accuracy. WCE and LWF-

DTM loss has achieved the highest accuracy for SegNet whereas CE loss scored the 

lowest accuracy for DeepLabv3. 

Figure 5.10: BoxPlot of CSN architecture 

Figure 5.11: BoxPlot of DeepLabv3+ architecture 
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Figure 5.10 represents the result of mean accuracy against CE, WCE, Dice, Tversky, 

Focal, and LWF-DTM for CSN architecture. The proposed architecture performed better 

than other networks implemented in this work. The median value for all the test images 

lies above 93% of segmentation accuracy. The LWF-DTM in CSN architecture has the 

highest maximum quartile-3 range, i.e. above 95% and the overall accuracy level is 

relatively high as compared to other loss functions. LWF-DTM is the only loss function 

whose all the outliers are inside 95% of mean accuracy while other loss functions have 

more than one outlier.  

5.6 Summary  

In this chapter, the results of the crack segmentation network both quantitatively and 

visually are presented and discussed. The crack segmentation network with LWF-DTM 

has the potential to segment the crack and non-crack pixels, remove the network biasness 

due to class imbalance issues, and accurately predict the boundary, spot, stain, and dark 

intensity pixels. The method is validated using multiple crack segmentation metrics.  
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CHAPTER 6: CONCLUSION 

6.1 Introduction 

This chapter summarizes the findings of the crack detection system with respect to the 

research objectives, which are: (1) investigation of convolutional neural network-based 

crack detection methods used for crack image segmentation; (2) to build a crack detection 

system using a CNN that generates a crack segmentation mask; (3) to propose a balancing 

technique that minimizes the effect of an imbalanced dataset and increases the accuracy 

of both crack and non-crack pixels; (4) to design and implement crack characteristics 

measurement technique that measures the crack length, width, area, and orientation; and 

(5) to evaluate the performance of the proposed crack detection system by comparing the 

results with state-of-the-art networks and loss functions.  

6.2 Conclusions 

Structure crack detection is challenging due to several issues such as class imbalance, 

lighting conditions, complex background, illumination effect, and low contrast between 

crack and non-crack regions. DL has solved these challenges by automatically extracting 

the crack and non-crack features from the images and detecting the crack. The 

advancement in DL has allowed timely detection (classification and segmentation) of 

cracks on existing civil structures than manual and other detection methods (image 

processing and ML techniques).   

In this research, an extensive review of a potential DL architecture, i.e. CNN on crack 

detection is provided, and based on this review a crack segmentation network has been 

devised and implemented for automatic crack detection at the pixel level. The end-to-end 

encoder-decoder network is built to deal with an imbalanced data set that detects the crack 

pixels at different orientations and formations. The number of encoder-decoder blocks is 

set to three. This optimized the computational cost, network complexity, and learning 
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parameters. An additive attention gate is proposed as a base block between encoder-

decoder parts that consists of four different filters which extract precise crack features 

information whereas the fusion of contextual information from different filters decocts 

better pixel-level attention. To further minimize the class imbalance issue, a local 

weighting factor is integrated with the cross-entropy loss function which produces a 

balanced accuracy for both crack and non-crack pixels. To predict the accurate class 

pixels from sensitive pixels or confusing regions, a difference transform map is added to 

penalize or reward the pixels. To examine the performance, a new crack image dataset, 

namely MSCI, is used for training, validation, and testing. The performance of CSN is 

tested and compared with FCN, U-Net, SegNet, and DeepLabv3+ network architecture 

on MSCI crack image datasets. The CSN architecture with LWF-DTM loss function has 

achieved 98.61% crack pixel accuracy and 98.35% non-crack pixel accuracy on the MSCI 

dataset. Moreover, the training time has dramatically reduced due to residual blocks in 

the crack segmentation network.  

Furthermore, image processing-based crack characteristics measurement algorithm is 

proposed to measure the crack orientation, area, length, and width. The algorithm measure 

3 values for crack width as crack width varies at each point on the crack, i.e. maximum 

width, average width, and minimum width. The proposed method significantly classify 

vertical and horizontal crack but the accuracy of diagonal crack is 85%. 

Furthermore, this research also provides the insights obtained through experimental 

observations of five mostly used semantic segmentation loss functions for crack pixel 

classification. The performance of five loss functions is evaluated on FCN, U-Net, 

SegNet, and DeepLabv3+ architecture to find the best performing objective function for 

crack image segmentation on imbalanced datasets. The LWF-DTM loss function with the 

local weighting factor has outperformed the other loss functions on CSN architecture. The 
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imbalanced data effect is well tackled by loss functions with extra weighting factors such 

as WCE. Other loss functions such as Dice, Tversky, and Focal Tversky mildly handled 

the class imbalanced effect. Besides the loss functions, the performance of the network 

architectures is limited by the dataset. Although the CSN architecture shows better 

performance than other architectures, the values of precision, recall and F1-score still 

need to be improved. 

6.3 Future Works 

It is anticipated that DL algorithms will surely replace the conventional methods of 

detecting cracks. Although the current methods have produced promising results, there is 

still a need to improve structural crack detection, specifically at pixel-level classification. 

The research challenges to be considered for future work are described as follows:  

1) A standard dataset for the evaluation of network architecture and supporting 

functions is required. The biasness introduced by the imbalanced dataset affects 

the network performance, hence a proper weighting method is required to 

overcome the issue.  

2) CNN uses filters on a patch of an image to extract important features and only 

these features are learned by the model during the training process not the details 

of each pixel. Therefore, more efficient methods such as transformers can be 

investigated to perform the crack segmentation task.  

3) The network depth is another key factor that can be explored to find the trade-off 

between the number of layers and learnable parameters. A further study needs to 

be carried out for better performance with a less computational cost for crack 

detection.  

4) Measurement of crack depth is an important element that determines the crack's 

severity, and there is no such developed technique that measures the crack depth 
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using DL. Therefore, a DL-based depth measurement method needs to be 

explored.   

5) DL architectures are heavily parameterized and require large memory and fast 

processing devices. Real-time implementation of network architecture on 

hardware is a challenging task. Therefore, hardware implementation is an open 

research question that can be investigated for real-time crack detection. 
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