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ASSESSMENT OF CONSISTENCY DETECTION IN MANDIBULAR FIRST 
PREMOLARS ROOT CANAL MORPHOLOGY USING U-NET MODEL: 

EVALUATION WITH DICE COEFFICIENT AND INTERSECTION OVER 
UNION – A PILOT STUDY 

ABSTRACT  

This study assesses the consistency of the U-Net model in pulp space 

segmentation of extracted mandibular first premolars (MFPs) using CBCT images. Five 

training, validation, and testing datasets were randomly generated from a pool of 130 

CBCT images. Mean dice coefficient (DC) and Intersection over Union (IoU) scores were 

measured and compared across these datasets. The CBCT images were loaded into ITK-

SNAP software (Version 4.0.2) for semi-automatic segmentation, performed by a 

postgraduate student (MW) with an ICC of 0.95. The datasets were split into five different 

training (70%), validation (20%), and testing (10%) sets from the same data pool. Image 

augmentation was applied, and the files were resized for the U-Net model. The mean DC 

and IoU scores for the training, validation, and testing datasets were compared using one-

way ANOVA. This was followed by a post-hoc LSD test for multiple comparisons 

between the groups. A p-value < 0.05 was considered statistically significant. The mean 

DC from datasets 1 and 5 showed no significant difference during training, validation and 

testing phase with the p value of 0.32, 0.20, and 0.06 respectively. Similarly, the mean 

IoU from datasets 1 and 5 showed no significant difference during training, validation, 

and testing phase with the p value of 0.14, 0.23 and 0.12 respectively. In the training 

phase, the mean DC for dataset 2 (0.39  0.04) was significantly higher than dataset 1, 3, 

4 and 5 (p = 0.00). Similarly, during the testing phase, the mean DC for dataset 2 (0.34  

0.05) was significantly higher than dataset 1, 4 and 5 (p = 0.00), and dataset 3 (p = 0.02). 

The similar p-values for datasets 2 compared to datasets 1, 4 and 5 suggest that the 

performance differences between these datasets are consistent and significant in both the 

training and testing phases. The difference in p-values between datasets 2 and 3 during 
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training and testing indicates that the performance gap was more pronounced during 

training than testing phases. The mean IoU for dataset 2 (0.40  0.07) performed 

significantly higher than dataset 1 (0.17  0.08, p = 0.00), 3 (0.26  0.10, p = 0.00), 4 

(0.32  0.06, p = 0.04) and 5 (0.22  0.09, p = 0.00) during the training phase. 

Comparably, the mean IoU during the testing phase for dataset 2 (0.35  0.05) was 

significantly higher than dataset 1 (0.13  0.05, p = 0.00), 3 (0.27  0.07, p = 0.01), 4 

(0.17  0.08, p = 0.00) and 5 (0.18  0.06, p = 0.00). The findings indicate that the 

consistency of the U-Net model in pulpal space segmentation of MFPs was affected 

despite the five datasets being randomly generated from the same data pool. When the 

predicted and ground truth images overlap completely, the DC and IoU value is 1. In the 

present study, the overall mean DC and IoU values across all phases were below the ideal 

value of 1, which indicates that the U-Net model performance in pulp segmentation is 

less consistent in the assessment of MFP.   

Keywords: Pulp space segmentation, U-Net, dice coefficient, intersection over union, 

mandibular first premolars 
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PENILAIAN KETEKALAN PENGESANAN MORFOLOGI SALUR AKAR 

GIGI GERAHAM KECIL PERTAMA MANDIBULAR MENGGUNAKAN 

MODEL U-NET: PENILAIAN DENGAN PEKALI DICE DAN PERSILANGAN 

ATAS PERSATUAN – SATU KAJIAN PERINTIS 

ABSTRAK 

Kajian ini menilai konsistensi model U-Net dalam segmentasi ruang pulpa pada 

gigi geraham kecil pertama mandibular (MFP) yang diekstrak menggunakan imej 

CBCT. Lima set data latihan, validasi, dan ujian telah dijana secara rawak daripada 

kumpulan 130 imej CBCT. Koefisien dadu min (DC) dan skor Intersection over Union 

(IoU) diukur dan dibandingkan merentas set data ini. Imej CBCT dimuatkan ke dalam 

perisian ITK-SNAP (Versi 4.0.2) untuk segmentasi separa automatik, yang dilakukan 

oleh seorang pelajar pascasiswazah (MW) dengan ICC sebanyak 0.95. Set data 

dibahagikan kepada lima set latihan (70%), validasi (20%), dan ujian (10%) yang 

berbeza daripada kumpulan data yang sama. Augmentasi imej digunakan, dan fail 

diubah saiz untuk model U-Net. Min skor DC dan IoU untuk set data latihan, validasi, 

dan ujian dibandingkan menggunakan ANOVA satu hala. Ini diikuti oleh ujian LSD 

post-hoc untuk perbandingan berbilang antara kumpulan. Nilai p < 0.05 dianggap 

signifikan secara statistik. Min DC daripada set data 1 dan 5 menunjukkan tiada 

perbezaan yang signifikan semasa fasa latihan, validasi dan ujian dengan nilai p masing-

masing 0.32, 0.20, dan 0.06. Begitu juga, min IoU daripada set data 1 dan 5 

menunjukkan tiada perbezaan yang signifikan semasa fasa latihan, validasi, dan ujian 

dengan nilai p masing-masing 0.14, 0.23 dan 0.12. Dalam fasa latihan, min DC untuk 

set data 2 (0.39 ± 0.04) adalah lebih tinggi secara signifikan daripada set data 1, 3, 4 dan 

5 (p = 0.00). Begitu juga, semasa fasa ujian, min DC untuk set data 2 (0.34 ± 0.05) 

adalah lebih tinggi secara signifikan daripada set data 1, 4 dan 5 (p = 0.00), dan set data 

3 (p = 0.02). Nilai p yang serupa untuk set data 2 berbanding set data 1, 4 dan 5 
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mencadangkan bahawa perbezaan prestasi antara set data ini adalah konsisten dan 

signifikan dalam kedua-dua fasa latihan dan ujian. Perbezaan nilai p antara set data 2 

dan 3 semasa latihan dan ujian menunjukkan bahawa jurang prestasi lebih ketara semasa 

fasa latihan berbanding ujian. Min IoU untuk set data 2 (0.40 ± 0.07) menunjukkan 

prestasi yang lebih tinggi secara signifikan daripada set data 1 (0.17 ± 0.08, p = 0.00), 3 

(0.26 ± 0.10, p = 0.00), 4 (0.32 ± 0.06, p = 0.04) dan 5 (0.22 ± 0.09, p = 0.00) semasa 

fasa latihan. Sebanding, min IoU semasa fasa ujian untuk set data 2 (0.35 ± 0.05) adalah 

lebih tinggi secara signifikan daripada set data 1 (0.13 ± 0.05, p = 0.00), 3 (0.27 ± 0.07, 

p = 0.01), 4 (0.17 ± 0.08, p = 0.00) dan 5 (0.18 ± 0.06, p = 0.00). Penemuan ini 

menunjukkan bahawa konsistensi model U-Net dalam segmentasi ruang pulpa MFP 

terjejas walaupun lima set data dijana secara rawak daripada kumpulan data yang sama. 

Apabila imej ramalan dan ground truth bertindih sepenuhnya, nilai DC dan IoU adalah 

1. Dalam kajian ini, nilai min keseluruhan DC dan IoU merentas semua fasa adalah di 

bawah nilai ideal 1, yang menunjukkan bahawa prestasi model U-Net dalam segmentasi 

pulpa kurang konsisten dalam penilaian MFP. 

Kata kunci: Segmentasi ruang pulpa, U-Net, koefisien dice, intersection over union 

(IoU), gigi geraham kecil pertama mandibular  
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CHAPTER 1: INTRODUCTION  

1.1 Introduction 

  Mandibular first premolars (MFPs) pose significant challenges in endodontic 

treatment due to their diverse anatomical variations, including multiple root canals, and 

the presence of root canal system bifurcations as indicated by previous research (Bürklein 

et al., 2017; Liu et al., 2013). These complexities necessitate a thorough understanding 

and identification subsequently meticulous procedures for root canal preparation and 

filling. This careful approach is essential to achieve a high success rate in root canal 

treatments (Aung & Myint, 2021). Misidentification of root canal system variations has 

been associated to 42% of unsuccessful endodontic treatments as reported in a study, 

ultimately compromising the success of the procedure (Hoen & Pink, 2002). 

Cone beam computed tomography (CBCT) has attained significant popularity as 

a method for three-dimensional (3D) visualisation since early year 2000 (Orhan et al., 

2020). It has the ability to yield detailed 3D images without the presence of artifacts and 

overlapping of bone and other dental structures which are typically observed in 

conventional radiographs (Patel et al., 2019). Numerous scientific investigations have 

evaluated the diagnostic precision of CBCT and have consistently shown that CBCT 

significantly enhances the identification of root canal systems. (Celikten et al., 2016; 

Madani et al., 2017; Rahimi et al., 2017; Torres et al., 2015; Zhang et al., 2015). However, 

reconstructing the dental pulp into a 3-D structure from CBCT images heavily relies on 

the clinical experience of dentists as the images are in two-dimensional slice-based views 

that lack the depth, and may appear blur.  

Expert manual segmentation with CBCT is commonly considered as the “gold 

standard” for comparison due to its assurance of high-quality annotations (Wenger et al., 
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2014). Nevertheless, this approach is depicted by its high labour demands and 

vulnerability to variability among different practitioners, stemming from varying 

interpretations, level of expertise, and segmentation tools employed (Millioni et al., 

2010). Therefore, numerous developers in biomedical imaging have endeavoured to 

integrate automated pulp segmentation with machine learning, recognising its advantages 

in speed and efficiency over manual segmentation methods (Haque & Neubert, 2020).  

 Deep learning (DL), a subset of machine learning, has significantly revolutionised 

the field of image segmentation. This process encompasses splitting an image into 

numerous segments to refine its representation and enhance analysis. DL achieves 

human-like thinking by utilizing multi-layer Artificial Neural Networks (ANNs), which 

is similar to the intricate structures of the human brain (LeCun et al., 2015). An example 

of multi-layer ANNs is Convolutional Neural Networks (CNNs), a division of deep 

learning models, which have been notably successful in image segmentation functions 

(Jena et al., 2018). These models learn to automatically extract features from images and 

classify each pixel or region into predefined classes (Yamashita et al., 2018). The learning 

process in DL can be supervised, which is the most prevalent form, or it can operate with 

partial supervision or no supervision (Haque & Neubert, 2020).    

U-Net is a prominent CNN architectures for segmentation, which was introduced 

by Ronneberger in 2015 (Ronneberger et al., 2015). The U-Net comprises a contracting 

path (encoder) to capture contextual information and a symmetric expanding path 

(decoder) that facilitates accurate localisation, and the architecture resembles a U shape, 

hence its name (Fig 1.1). The contracting path features 3x3 convolutional and pooling 

layers that systematically lower the spatial resolution and enhance the number of channels 

to capture the context of the input image. Within the expanding path, up-sampling is 

utilized to accurately localize the context, progressively recovering spatial resolution, and 

diminishing the number of channels. Skip connections linking the contracting and 
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expanding paths help the network maintain high-resolution features from the contracting 

path, improving segmentation accuracy. In the last layer, 1x1 convolution is utilised to 

create a segmentation map, where each pixel is assigned to different classes or categories. 

This architecture is particularly well-suited for biomedical image segmentation where the 

available dataset is limited, and the segmentation accuracy is of utmost importance 

(Ronneberger et al., 2015).    

Figure 1. 1: The U-Net architecture 

 

 The foundational process for validating the accuracy of U-Net in biomedical 

segmentation depends on the training datasets that comprise of the original images or data 

(CBCT image), paired with their segmented target outputs (ground truth). These datasets 

are crucial in enabling the U-Net model to comprehend the complex relationships 

throughout the input images and their corresponding segmented ground truth during the 

training and validation phase. Subsequently, the model’s accuracy is tested using the 

testing datasets. These datasets are typically randomly divided into training, validation 

and testing datasets, with implementation of augmentation to the training and validation 
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datasets to prevent overfitting of the model. Overfitting occurs when the model learns the 

details of a training data too well, resulting in high accuracy on the training dataset but 

poor performance on a new, unseen data (Jabbar & Khan, 2015). Hence, this makes the 

model less efficient in real-world applications, as it fails to adapt to variations and 

complexities in new data, undermining its reliability in clinical settings. The Dice 

coefficient (DC), commonly employed in image segmentation is a statistical measure 

used to measure the similarity between the predicted and the ground truth, quantifying 

the overlap between the predicted and ground truth regions as illustrated in Figure 1.2 

(Zou et al., 2004). Intersection over Union (IoU) is defined as the ratio of the intersection 

to the union of the predicted and ground truth regions, assessing the accuracy of an image 

segmentation model seen in Figure 1.2 (Rahman & Wang, 2016).  

 

Figure 1. 2: Examples of DC and IoU representation (Monteux, 2019) 

 

 Numerous studies have been conducted to investigate on the accuracy of the 

model by using various type of encoder and decoder pathway in U-Net model in brain 

tumour segmentation (Aboussaleh et al., 2023; Long et al., 2021) , different variation of 

U-Net model in detecting and classifying diverse c-shape canals in mandibular first 

molars (Sherwood et al., 2021) or even the different type of augmentation on the training 

and validation datasets (Cirillo et al., 2021).  
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Currently, there is a research gap in applying U-Net to detect pulpal space 

morphology in different types of teeth. No studies have compared the DC and IOU across 

different training, validation, and testing datasets, generated randomly from the same data 

pool. This lack of comparison raises a research question regarding the consistency of the 

U-Net model when applied to pulpal segmentation.  

1.2 Aim of study  

The aim of this pilot study is to assess consistency of U-Net model in pulp space 

segmentation on extracted MFPs using CBCT images with randomly generated training, 

validation, and testing datasets from the same data pool.   

1.3 Objectives 

1. To compare DC of U-Net in pulp space segmentation of MFPs with five sets 

of randomly generated training, validation, and testing datasets from the same 

data pool during their respective phases.  

2. To compare the IoU of U-Net in pulp space segmentation of MFPs with five 

sets of randomly generated training, validation, and testing datasets from the 

same data pool during their respective phases.  

1.4 Null hypothesis 

1. There is no significant difference in DC of U-Net model in pulp space 

segmentation on MFPs among all five randomly generated training, 

validation, and testing datasets from the same data pool during their respective 

phases.  
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2. There is no significant difference in IoU of U-Net model in pulp space 

segmentation on MFPs among all five randomly generated training, 

validation, and testing datasets from the same data pool during their respective 

phases. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Univ
ers

iti 
Mala

ya



7 

CHAPTER 2: LITERATURE REVIEW 

2.1  Anatomical variation in MFPs pulpal morphology 

The dental pulp is anatomically bounded by dentine located within the tooth, 

usually not visible during clinical examination. The pulpal space usually seen as a 

radiolucent area within the tooth during radiographic imaging. MFPs are generally 

challenging to manage and have a high rate of complications and failures, largely due to 

differences in their root canal morphology (England et al., 1991; Slowey, 1979).  Multiple 

studies over the past twenty years have reported that MFPs often have more than one 

canal (Hülsmann, 1990; Martins et al., 2017; Pan et al., 2019; Pineda & Kuttler, 1972; 

Rahimi et al., 2007; Vertucci, 1984; Yoshioka et al., 2004; Zillich & Dowson, 1973). 

Some studies have demonstrated that the prevalence of two canals in mandibular 

premolars ranges from 12.3% to 34% (Hülsmann, 1990; Martins et al., 2017; Moayedi & 

Lata, 2004; Pan et al., 2019; Pineda & Kuttler, 1972; Vertucci, 1984; Yoshioka et al., 

2004; Zillich & Dowson, 1973), while the prevalence of three canals ranges from 0.5% 

to 4.3% (Hülsmann, 1990; Moayedi & Lata, 2004; Rahimi et al., 2007; Vertucci, 1984). 

(Zillich & Dowson, 1973) reported that second or third canals existed in at least 23% of 

MFPs. Another study has reported that more than one fifth (22.1%) of MFPs showed two 

or more root canals (Bürklein et al., 2017).  

The root canal morphology exhibited a large variation, with Vertucci type I being 

21.9% and type V being 55.7% in majority of cases (Bürklein et al., 2017). Another study 

conducted showed the canal classification of MFPs with Vertucci type I being the most 

common (65.2%), followed by type V (22.6%), type III (2.6%) and type VII (0.9%) (Liu 

et al., 2013). They also observed that a single apical foramen was present in 50.4% of its 

samples, while two or three foramens were observed in 28.7% and 14.8% of cases, 

respectively (Liu et al., 2013). Many studies have indicated that there appears to be a 
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racial predisposition for the presence of two or more canals in maxillary and mandibular 

premolars (Bürklein et al., 2017; Liu et al., 2013; Pan et al., 2019; Rahimi et al., 2007).  

2.2 Impact of accurate identification of pulpal anatomy on root canal treatment 

success 

Variation in root canal morphology is now considered common, and it is widely 

accepted that a primary cause of endodontic failure is the inability to locate, clean, shape 

and obturate all the root systems’ canals in three dimensions. A study done in the 

University of Washington reported the failure rate of nonsurgical root canal treatment in 

all teeth and found that MFPs has the highest failure rate of 11.45% (Robertson et al., 

1980). Failure to properly identify anatomical variations in root canals can result in 

endodontic treatment failure (Poorni et al., 2010). Missed roots and/or canals will results 

in 42% of failed nonsurgical root canal treatment cases (Hoen & Pink, 2002). Therefore, 

it is crucial to fully understand the morphology of root canal systems and their variations 

to achieve successful therapy, eliminate infection, and protect the infected tooth from 

further microbial invasion.  

2.3 Limitation of conventional radiographs in evaluating the anatomic pulpal 

morphology 

High quality radiograph is crucial for identifying the internal and external 

morphology of the root canals. To date 2-dimensional (2D) conventional and digital 

intraoral radiography are commonly used in the field of endodontics. However, 

radiographs only produce a 2-dimensional (2D) image of a 3-dimensional (3D) object, 

which limits the detailed information that can be obtained. The diagnostic value of these 

images is influenced by factors such as beam angulation, superimposition of anatomical 

structures and patient-related factors (Shearer et al., 1991). As a result, they have limited 
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value in cases with complex root canal anatomy. Accurate visualisation of the 3D dental 

pulp is crucial for assisting in clinical decisions and treatment planning before nonsurgical 

endodontic treatment.  

2.4 CBCT imaging in pulpal segmentation and its limitations   

Cone Beam Computed Tomography (CBCT) has gained its popularity in the field 

of dentistry for 3D imaging. CBCT employs a rotating arm and a cone-shaped ionizing 

radiation source to capture images using an X-ray source and detector (Durack & Patel, 

2012). This technology provides fast and accurate 3D imaging by capturing multiple 

cross-sectional images, which contributes and facilitates to the accuracy of pulpal 

segmentation. The American Association of Endodontists recommended the use of CBCT 

imaging for the initial treatment of teeth with suspected complex root canal morphology 

and the potential for extra canals, particularly in the mandibular premolars (Fayad & 

Johnson, 2023). However, it is crucial to adhere to the ALARA (As Low As Reasonably 

Achievable) principle, which advocates for minimizing radiation exposure during 

imaging procedures. Hendee & Edwards (1986) concluded that CBCT is valuable in 

identifying complex root morphologies, including multiple roots, root fusion, and 

accessory canals, which are frequently missed on conventional radiographs  

Image segmentation is defined as the partitioning of an image into non-

overlapping, constituent regions that are homogenous with respect to some characteristics 

such as intensity or texture (Pal & Pal, 1993). Segmentation can be conducted through 

manual, automatic, and semi-automatic techniques. The manual method, where structures 

are outlined slice by slice by an operator is the most commonly used approach. Numerous 

studies have incorporated manual segmentation as a baseline for comparison (Forst et al., 

2014; Liu et al., 2010; Wang et al., 2011). Nonetheless, this method is subjective, reliant 

on user’s experience and skills, and is both time-consuming and tedious. Achieving 
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precise segmentation of individual teeth and their substructures remains challenging due 

to several factors. Metal artifacts from orthodontic treatments, indirect restorative 

materials, or calcification can hinder manual segmentation by causing scattering in CBCT 

images (Salineiro et al., 2019; Sanders et al., 2007). Moreover, the internal boundaries of 

tooth substructures often display similarities, such as low contrast at the dentine-pulp 

interface, further complicating the segmentation process (Arifin et al., 2019). 

Additionally, the diverse and intricate morphology of dental pulp can also affect the 

accuracy of pulp segmentation (Duan et al., 2021; Kakehbaraei et al., 2018).   

Threshold-based segmentation methods appear to be the most common for 

segmenting tooth pulp cavities in CBCT imaging due to the low contrast or difference in 

grey levels between the pulp cavity and dentine tissue (Wang et al., 2019). However, this 

method does not ensure accurate and robust results, as it relies on manually selecting a 

single tooth region for further processing (Duan et al., 2021). Additionally, it performs 

poorly when the intensity of the pulp cavity differs significantly from the background or 

when the pulp cavity region is very small especially in the apical third region (Wang et 

al., 2019).  

2.5 Artificial intelligence (AI) 

2.5.1 History of AI 

The concept of AI was formally founded around 1950s. Alan Turing issued 

“Computing Machinery and Intelligence”, where it explains whether a machine is able to 

display intelligent behaviour different from that of a human, naming it the Turing Test 

(Turing, 1980). During the assessment, a blinded human evaluator will interact with both 

human and a machine on separate occasions. The conversation is limited to plain text to 

focus on logical responses rather than speech interpretation. The machine is considered 
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to demonstrate human-like intelligence if the evaluator is unable to differentiate between 

machine and human (Turing, 1980).  

In 1955, the terminology AI was introduced during a two-month workshop on AI 

led by a few computer scientist (McCarthy et al., 2006). However, the idea remained 

theoretical due to several limitations in the 1950s due to the lack of computer capability 

in storage, which means codes could only be executed and not saved. Additionally, 

computers during that time were prohibitively expensive. Finally, funding sources were 

hesitant to invest in this emerging field (Tatnall, 2012).  

From 1957 to 1974, AI rapidly advanced due to increased computer power, 

accessibility, and improved algorithms. A notable example is ELIZA, a chatbot therapist, 

which was named after a fictional character named Eliza Doolittle, interprets the 

questions in any language used and answers through words (Weizenbaum, 1966).  

However, two “AI Winters” occurred during the mid-1970s to the late 1980s due to a lack 

of practical applications and reduced funding (Hendler, 2008). Despite this drawback, AI 

saw breakthroughs, particularly in 1980s, through machine learning (ML) and expert 

systems (Schmidhuber, 2015). ML enables machine to learn through practice while expert 

systems emulate human’s critical thinking for problem solving (Liebowitz, 1995). An 

example of an expert system is the R1(Xcon) program, which helped Digital Equipment 

Corporation (DEC), a computer manufacturer to select computer assembly components 

using about 2500 rules (McDermott, 1980).  

With the further advancement of Graphic processing units (GPU) available in the 

market, the field of computer vision significantly improved leading to the development 

of an eight layered DL network in 2012 (Krizhevsky et al., 2012). This creation won an 

award due to its low error margin of 15.3%, which is 10.8% better than the runner up. 

The model continues to improve and won in 2017 with a further reduction in error to 

2.25%, which is half of the human error rate 5.1% (Russakovsky et al., 2015). 
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2.5.2 Classification of AI   

A study has developed various methods to classify AI due to its diverse 

applications and various types (Sarker, 2022). AI is a broad term that represents all forms 

of non-human intelligence, which can be divided further into weak AI and strong AI.  The 

majority of AI today is categorized as weak AI or narrow AI, as it involves software 

designed to address individual or specific tasks. Strong AI is defined as the level of AI 

intelligence equivalent to human intelligence, possessing self-awareness and behaviour 

as adaptable as humans (Flowers, 2019). However, there are currently no applications of 

strong AI due to ethical concerns and the potential dangers it could pose (Evgrafova et 

al., 2022).  

Weak AI can be further divided into ML and expert systems. ML can also be 

divided into supervised, semi-supervised, and non-supervised learning based on the 

analytical methods. Supervised learning relies on labeled input for training, allowing the 

model to learn the algorithm with these labeled input as “supervisors”. The model learns 

by analyzing the labeled input, identifying common features, and using this knowledge 

to predict outcomes for unlabeled input (Hastie et al., 2009). In contrast, non-supervised 

learning independently identifies various features in unlabeled data (Hastie et al., 2009). 

Semi-supervised learning falls between the two, using a lesser amount of labeled features 

and an extensive amount of unlabeled features during training phase (Zhu & Goldberg, 

2022). A novel approach known as weakly-supervised learning has gained popularity 

since 2018 to reduce labeling expenses. Specifically, for object segmentation task, it uses 

image-level labels (i.e., knowing what objects are present in the images) instead of 

detailed object boundary or location information for training (Zhou, 2018). ML can also 

be classified into supervised, semi-supervised, and unsupervised learning based on the 

theoretical methods. DL is currently a subset of ML and is a highly prominent research 

area (Sarker, 2021). It can be applied in both supervised and unsupervised contexts. A 
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deep neural network can extract features from imported data without human intervention. 

It learns these features from large datasets. On the contrary, expert systems require human 

intervention to learn, hence less data is required compared to deep neural networks.  

Neural networks (NNs) are computational models inspired by the human neural 

structure and function. They consist of interconnected layers of nodes, or “neurons”, 

which process and transmit information. These networks learn from data by adjusting the 

connections (weights) between neurons based on the input they receive, enabling them to 

recognize patterns, make decisions, and perform complex tasks. NN from the basis of 

many DL algorithms, with variations such as artificial neural networks (ANN), 

convolutional neural networks (CNN), and generative adversarial networks (GAN) being 

used for different applications, from image recognition to natural language processing 

and more.  

 

2.5.2.1 Artificial Neural Network (ANN) 

 This model is a fundamental framework for deep learning, consisting of at least 

three layers: an input layer, one or more hidden layers, and an output layer. In this model, 

inputs are processed only in the forward direction. Input neurons extract features from the 

input data and send it to the hidden layers. The data passes through each hidden layer 

successively, where all hidden layers weigh the data received from previous layers and 

adjust before sending it to the next layer. Finally, the results are compiled and presented 

in the output layer. Each hidden layer acts as both an input and output layer, enabling the 

ANN to understand more complex features (Agatonovic-Kustrin & Beresford, 2000).    
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2.5.2.2 Convolutional Neural Network (CNN) 

 CNN is a DL model primarily used for image recognition and generation. The 

main difference between ANN and CNN is that CNN includes convolutional layers, along 

with pooling layers and fully connected layers within its hidden layers, making it widely 

used in the field computer vision. Convolution layers create feature maps from input data 

using convolutional kernels. These kernels move across the input image, effectively 

folding it (Wang et al., 2021). This process simplifies the images by sharing weights 

during the convolution operation. The pooling layer typically follows each set of 

convolution layers, reducing the dimensions of the feature maps to facilitate further 

extraction (Wang et al., 2021). The fully connected layer, which comes after the 

convolution and pooling layers, connects to all activated neurons in the previous layer. It 

transforms the 2D feature maps into a one dimensional format, which is then associated 

with nodes representing different categories for classification (LeCun et al., 2015; Nam, 

2020).  Due to its intricate architecture, CNN is known for having higher efficiency and 

accuracy in image recognition compared to ANN.  

 

2.5.2.3 Generative Adversarial Network (GAN) 

 Developed by Goodfellow and colleagues in 2014, through an unsupervised 

learning approach that aims to automatically identify patterns in input data and generate 

new data with similar features or patterns as the input data (Goodfellow et al., 2014). In 

GAN, there are two key components: the generator and the discriminator. The generator’s 

objective is to create data that is indistinguishable from the original data, confusing the 

discriminator. Conversely, the discriminator purpose is to correctly differentiate between 

the real data and the artificially generated data by the generator. This adversarial setup 
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forces both networks to improve, resulting in the generator producing more realistic data 

over time (Ravanbakhsh et al., 2019).  

 GAN technology has rapidly expanded its presence in AI applications, 

particularly in tasks like image-to-image translation and the generation of realistic images 

of objects, scenes, and people (Aggarwal et al., 2021; Gui et al., 2020). A study introduced 

a novel 3D-GAN framework, which builds upon traditional GAN but is tailored for 

generating 3D objects within a 3D space (Wu et al., 2016). This approach combines 

advancements in GAN and volumetric convolutional networks, enabling the direct 

generation of 3D objects or their transformation from 2D images. This capability 

significantly broadens the scope of applications for processing 3D data compared to 

conventional 2D GAN models (Han et al., 2019).  

2.6 AI in enhancing biomedical image analysis 

 AI has revolutionized biomedical image segmentation by offering advanced 

algorithms and techniques to improve accuracy and efficiency. Image segmentation is a 

critical step in medical image analysis, enabling the delineation of structures for 

diagnosis, treatment planning, and research. AI techniques, particularly DL models like 

CNN, have shown remarkable success in segmenting biomedical images, including those 

from magnetic resonance imaging (MRI), computed tomography (CT), and 

histopathology samples (Almeida & Tavares, 2021; Roy et al., 2019).  This concept forms 

the foundation of many DL algorithms where the models/networks comprise of numerous 

layers that process input data, i.e., images to produce outputs i.e., presence or absence of 

a disease while learning progressively more complex features. CNN have been the most 

successful type of model for image analysis thus far (Wang et al., 2021).  

 CNN works have been in existence since the 1980s (Fukushima, 1980), and 

started in biomedical image analysis in 1995 through work by Lo et al. (1995). The first 
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successful real-life application of CNN was demonstrated through a model developed by 

Lecun et al. (1998) called LeNet in the 1990s. It was designed for handwritten digit 

recognition tasks, specifically for recognizing digits in the Modified National Institute of 

Standards and Technology (MNIST) dataset (Lecun et al., 1998). While CNNs showed 

promising results initially, their widespread adoption was hindered until various new 

techniques were developed for effectively training deep networks and significant 

advancements were made in computing systems. This progress led to creation of 

ImageNet and its improved version, AlexNet during the early 2010s, which played a 

crucial role in popularizing CNNs for image analysis tasks making it the technique of 

choice in computer vision (Krizhevsky et al., 2012). Litjens et al. (2017) have reported 

that CNNs have a wide range of applications in image analysis, including lesion detection, 

organ segmentation, and lesion segmentation. Recent studies have highlighted 

advancements in diagnostic accuracy, including the early detection of Alzheimer’s 

disease using MRI data (Pan et al., 2020; Sarraf & Tofighi, 2016; Suk et al., 2017), 

analysing tumours with multiscale techniques (Zhao & Jia, 2016), segmenting the 

striatum (Choi & Jin, 2016), and detecting and classifying tumours and lesions 

(Ghafoorian et al., 2017). 

2.7 AI in dentistry 

Inspired by the revolutionary impact of AI in various industries, its growth in 

dentistry has been substantial in recent years. In the dental sector, AI applications can be 

divided into several categories: diagnosis, decision-making, treatment planning, and 

predicting treatment outcomes. Among these, the use of AI for diagnostic purposes is the 

most prevalent. Many reports indicate that AI can provide more accurate and efficient 

diagnoses, thereby reducing the workload of dental practitioners (Ding et al., 2023). This 

efficiency enables AI research to extend across all dental specialties along with the 
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improvement in computing technology. To achieve this goal, interdisciplinary 

cooperation between computer scientists and clinicians is essential. Clinicians are 

responsible for manually labelling the regions of interest (ROI) on radiographic images, 

while computer scientist prepare the dataset and develop the DL algorithm (Sherwood et 

al., 2021).  

2.7.1 AI in operative dentistry  

 Dental caries is typically diagnosed by dentists via visual and tactile examination 

or by radiographic imaging. However, detecting early carious lesions can be challenging, 

and they may go undetected, resulting in more severe stages of dental caries. For dental 

caries to be visible on a radiograph, 30-40% demineralization must occur (Langland et 

al., 2002). This shortcoming can lead to more complex and expensive treatments, such as 

root canal therapy, indirect dental restorations or even extraction followed by implants. 

In a 2D radiograph, each pixel in the grayscale image has an intensity, or brightness, that 

represents the object’s density. By analysing these characteristics, an AI algorithm can 

learn the patterns and provide predictions for tooth segmentation and caries detection. A 

study conducted has successfully developed a CNN algorithm for detecting dental caries 

with periapical radiographs improving diagnostic consistency (Lee et al., 2018). Another 

study suggested a CNN algorithm for detecting caries in intraoral images (Kühnisch et 

al., 2022). A comparison of the cost effectiveness of AI for detecting interproximal caries 

with dentist’s diagnoses showed that AI yielded significantly superior results 

(Schwendicke et al., 2021). With its accuracy comparable to or even surpassing that of 

dentists in detecting early carious lesions, AI plays an important role in preventive 

dentistry by enabling early intervention.  
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2.7.2 AI in endodontics  

The rapid advancement in AI in the field of endodontics highlight its potential to 

significantly enhance patient care. In particular, the development of DL has led to notable 

improvements in both diagnostic accuracy and treatment planning (Khanagar et al., 

2023). For example, DL have shown outstanding results in tasks like detection of 

periapical lesions (Ekert et al., 2019; Endres et al., 2020; Pauwels et al., 2021), vertical 

root fractures (Fukuda et al., 2020; Talwar et al., 2016) and external root resorption 

(Reduwan et al., 2024) via CNN architectures, as well as determining the working length 

of the tooth (Saghiri, Asgar, et al., 2012; Saghiri, Garcia-Godoy, et al., 2012) by ANN.  

In addition, previous studies also demonstrated that AI has been employed in predicting 

the tooth prognosis and cases that may require retreatment (Campo et al., 2016; Lee et 

al., 2022), assessing stem cell vitality (Bindal et al., 2017), and detecting root canal 

morphologies (Hiraiwa et al., 2019).  

A study has demonstrated that the system achieved high level of accuracy of 87% 

when diagnosing between single and multiple roots in the distal roots of mandibular first 

molars by analysing panoramic radiographs (Hiraiwa et al., 2019). The CNN model in 

another reported study has exhibited high accuracy in determining the presence of single 

or multiple root canal on mandibular first premolar using DPT radiographs (Fu et al., 

2023). A study on 3D tooth segmentation reported that CNN model exhibited comparable 

accuracy and higher efficiency than human assessors in identifying root canal 

morphology (Lahoud et al., 2021). In Sherwood et al. (2021) demonstrated that CNN 

algorithms serve as a valuable tool in aiding dental professionals detect C-shaped root 

canal anatomy in mandibular second molars using CBCT images. A paper published 

presented a two-phase DL solution for accurate tooth and pulp cavity segmentation in 

CBCT images, yielding favourable results (Duan et al., 2021).  
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2.8 U-Net 

 The U-Net is a CNN architecture specifically developed for image segmentation 

by Olaf Ronnerberger and colleagues in 2015 (Ronneberger et al., 2015). Originally 

designed for biomedical image segmentation, its distinctive U-shape structure, comprise 

of two paths: an encoder and a decoder path. The encoder path, also known as the 

contracting or the analysis path, which resembles a regular convolutional network and 

provides classification information. This path captures context by progressively reducing 

the spatial dimensions of the input image and extracting feature maps through convolution 

and max-pooling layers. The second path is the decoder path, also known as the expansion 

or the synthesis path, which includes up-convolutions and matches the features from the 

encoder path. This design helps the network learn localised classification information. 

Furthermore, the decoder path enhances the resolution of the output, which is then fed 

into a final convolutional layer to produce a fully segmented image (Ronneberger et al., 

2015). With classification networks often struggle to offer pixel-level contextual 

information, the U-Net has the ability to classify entire images into a single label, which 

is essential during medical image analysis.    

 U-Net is renowned for its ability to generate highly detailed segmentation maps 

even when limited data is available. This capability is particularly significant in medical 

imaging, where obtaining properly labelled images can be challenging and time-

consuming. The U-Net utilizes random elastic deformation on the training data, allowing 

the network to learn variations without needing additional labelled data (Ronneberger et 

al., 2015). Moreover, to separate touching objects from the same class, U-Net applies a 

weighted loss function that penalises the model for failing to distinguish between them. 

Additionally, U-Net’s context-based learning enables faster training compared to many 

other segmentation models.     
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 Since its introduction, U-Net has experienced a surge in usage in medical imaging. 

Consequently, there have been numerous advancements in the U-Net architecture, with 

researchers implementing new techniques or integrating other imaging methods into U-

Net. For instance, Çiçek et al. (2016) extended the original U-net architecture from 2D to 

3D space. They applied this 3D U-Net to segment dense volumetric images based on 

sparse annotations. Additionally, Milletari et al. (2016) introduced another volumetric 

CNN named V-Net for segmenting prostate volumes. Building on the 2D U-Net 

architecture, a few studies have enhanced the 3D U-Net for segmenting brain tumours by 

incorporating multi-subregion architectures (Isensee, Kickingereder, et al., 2018; Isensee, 

Petersen, et al., 2018). Recent studies have demonstrated that methods based on the U-

Net architecture outperform others on six publicly available segmentation tasks and can 

adapt automatically to various datasets (Isensee et al., 2019). Due to its superior 

performance and elegant design, U-Net have emerged as the benchmark in medical image 

segmentation, particularly excelling in segmenting medical images (Falk et al., 2019).  

 With numerous reports highlighting the advantages of U-Net in biomedical 

imaging, it is no surprise that the dental field is quickly adopting this technology. A study 

reported to have successfully developed a U-Net model in segmenting dental restorations 

on panoramic radiographs (Rohrer et al., 2022). Additionally, a study demonstrated that 

the 3D U-Net architecture achieved promising results in automatic tooth segmentation 

and classification without the need for expert adjustment (Shaheen et al., 2021). Another 

study proposed a two-phase DL solution for fast and accurate segmentation on any single 

tooth from a CBCT scan and performing accurate tooth and pulp cavity segmentation 

(Duan et al., 2021). Sherwood et al. (2021) reported that U-Net and its various modified 

models successfully segmented and classified C-shaped canal morphologies in 

mandibular second molars using CBCT.  
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2.9 Consistency of U-Net  

  The general workflow for validating the accuracy of U-Net architecture in 

biomedical segmentation relies on training datasets, which consists of the original input 

image and the corresponding segmented target (ground truth). These datasets are vital for 

the model to understand the complex relationships between input images and their 

corresponding segmented ground truth during training and validation (Wang et al., 2020). 

Parameters such as the DC and IoU are employed to evaluate the model’s performance in 

learning these relationships and during the testing stage as well. To prevent overfitting, 

these datasets are typically randomly divided into training, validation, and testing 

datasets.  

Several variations of the U-Net architecture, such as 2D U-Net (Duan et al., 2021; 

Li et al., 2020), 2.5D U-Net (Zhou et al., 2022), 3D U-Net (Shaheen et al., 2021), and 

3.5D U-Net (Hsu et al., 2022), have been suggested for segmenting CBCT images. The 

accuracy on the 3.5D U-Net model has been shown to outperform the other mentioned 

variations (Hsu et al., 2022). In another investigation, the U-Net model was compared 

with the Xception U-Net and the residual U-Net for segmenting and classifying c-shaped 

canal morphologies in mandibular second molars using CBCT. The study revealed that 

the Xception U-Net achieved the best performance (Sherwood et al., 2021).  

Other studies have also modified the encoder and/or the decoder phase on the U-

Net to overcome with its limitations (Aboussaleh et al., 2023; Long et al., 2021). Long et 

al. (2021) introduced a multi-branch pooling (MP) method in the encoder and multi-

branch dense prediction (MDP) method in the decoder, demonstrating high accuracy in 

segmenting MRI brain tissues. The U-NetPlus model integrates VGG-11 and VGG-16 as 

encoders with batch-normalized pre-trained weights and replaces the transposed 

convolution in the decoder layer with nearest-neighbor interpolation (Kamrul Hasan & 
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Linte, 2019). This pre-trained encoder (Iglovikov & Shvets, 2018) accelerates 

convergence, resulting in improved results (He et al., 2019). Additionally, the use of 

nearest-neighbor interpolation in the decoder eliminates artifacts produced by the 

transposed convolution. Aboussaleh et al. (2023) have developed three types of encoders: 

VGG-19, ResNet50, and MobileNetV2. Their results show a good performance in brain 

tumour segmentation, as measured by the Dice coefficient (Aboussaleh et al., 2023).  

 Data augmentation have been continuously emphasized to achieve better 

segmentation results, especially when working with small training datasets. A study 

applied two data augmentation techniques: vertical flipping and random intensity 

variation to MRI scans (Benson et al., 2019). The network was trained both with and 

without data augmentation, and the results indicated that data augmentation led to a slight 

increase in accuracy in dice coefficient (Benson et al., 2019) (Cirillo et al., 2021)  

investigated the impact of augmentation techniques: flipping, rotation, scaling, brightness 

adjustment, and elastic deformation on the training of a standard 3D U-Net (Ronneberger 

et al., 2015) on the Brain Tumour Segmentation (BraTS) dataset (Spyridon Bakas et al., 

2017; S. Bakas et al., 2017; Menze et al., 2015). Cirillo et al. (2021) findings showed that 

data augmentation significantly improved validation performance in many instances. 

They speculated that data augmentation had not been extensively explored for brain 

tumour segmentation because the BraTS training dataset was already quite large, and 

several studies had suggested that data augmentation might not provide substantial 

benefits (Havaei et al., 2017; Lyksborg et al., 2015). As per our knowledge, there ia a lack 

of studies that investigates the consistency of the U-Net model in pulpal segmentation on 

MFPs on five sets of randomly generated training, validation, and testing dataset from the 

same data pool.  
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2.10 Evaluation metrics 

2.10.1 Dice coefficient (DC) 

DC is a statistical measure used to gauge the similarity between two sets of data 

(Müller et al., 2022). In the context of image segmentation, it quantifies the overlap 

between the predicted segmentation and the ground truth, and it is represented as:  

𝐷𝐶 =
2(𝐺 ∩ 𝑃)

𝐺 + 𝑃
  

where G represents the ground truth, P represents the predicted segmentation result and 

∩ represents union. DC is a metric of area overlap between the predicted segmentation 

results P and the ground truth G. A higher DC value signifies better segmentation 

accuracy due to greater overlap between P and G, where the value ranges from 0 to 1.   

2.10.2 Intersection over Union (IoU) 

IoU also known as Jaccard index, is a metric used to calculate mean average 

precision in image segmentation tasks (Müller et al., 2022). It quantifies the overlap 

between the predicted segmentation and the ground truth, indication how well the 

predicted areas match the actual areas. It is represented as:  

𝐼𝑜𝑈 =  
𝑇𝑃 (𝑎𝑟𝑒𝑎 𝑜𝑓 𝑜𝑣𝑒𝑟𝑙𝑎𝑝)

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 (𝑎𝑟𝑒𝑎 𝑜𝑓 𝑢𝑛𝑖𝑜𝑛)
 

where TP represents true positive, which is the area of overlap, FP is false positive, which 

is the wrong detection and FN is false negative where the area of the ground truth was not 

detected. The value ranges from 0 to 1, with a higher value indicates better overlap and 

thus a more accurate segmentation.  
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  CHAPTER 3: MATERIALS AND METHOD 

 The study was conducted in the Faculty of Dentistry, University of Malaya 

approved by the Medical Ethics Committee, Faculty of Dentistry, University of Malaya 

(DF RD2314/0089).  

3.1 Sample size calculation  

 The sample size was calculated using G-Power (Version 3.1.9.6), based on an 

alpha error of 0.05, 80% power and effect size f = 0.333, using the results from a previous 

study by Sherwood et al. (2021). The total sample size determined in this study was N = 

130 of extracted human MFPs.  

3.2 Preparation of extracted MFPs     

 The extracted human MFPs with intact apices were collected from a previous 

postgraduate research project conducted in the University of Malaya, which were utilized 

in this study. The MFPs were distinguished from mandibular second premolars by 

evaluating their anatomical characteristics, such as longer crown, more crown taper from 

contact to cervix, more pointed cusp, more prominent buccal ridge, and shorter root with 

pointed apex. The MFPs usually exhibit two-cusp type with pointed tip buccal cusp and 

lingual cusp is shorter and small reaching 2/3 of the length of the buccal cusp, however 

the mandibular premolar occasionally possesses a two-cusp type with one buccal and one 

lingual cusp and a slightly more common three cusp-type with one buccal and two lingual 

cusps (Gutmann & Fan, 2020).   

 All teeth samples in the existing study were obtained from a previous postgraduate 

project. The protocol includes, all selected teeth were washed thoroughly with tap water 

and debrided with ultrasonic scaler tips and were immersed in a 5.25% sodium 
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hypochlorite solution for 24 hours to effectively disinfect the teeth by eliminating organic 

substances, followed by storing them in chloroxylenol solution (Dettol®) until CBCT 

image acquisition stage.  

 The inclusion criteria of the samples are MFPs that are sound with intact clinical 

crown or minimal caries limited to ICDAS score 4, fully developed roots, minimal dental 

restorations, and absence of root resorptions. The exclusion criteria encompass teeth that 

are fractured, aberrant shape teeth, grossly carious teeth (ICDAS 5 & 6), teeth that 

undergone root canal treatment and full coverage restorations.  

3.3 CBCT image acquisition 

 The CBCT images of the selected extracted MFPs were acquired using a Kodak 

CS 9000 3D CBCT machine (Kodak Carestream Health, Inc, Rochester, NY) operating 

at 60kVp, 6.3mA, with a field of view of 5 x 5 cm, a voxel size of 0.076mm and an 

exposure time of 10.8 seconds. The investigator in the previous postgraduate research 

project mounted ten MFPs on a vinyl polysiloxilane putty material (Imflex Putty, Meta 

Biomed Co., Chungcheongnam-do, Korea) to maintain their stable position in relation to 

the horizontal plane during CBCT imaging. This process was repeated to capture all 130 

MFPs and the CBCT images were stored in 13 CD-ROMs in Digital Imaging and 

Communications in Medicine (DICOM) format. Figure 3.1 showed an example of the ten 

MFPs CBCT image.  Univ
ers
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Figure 3. 1: Example of CBCT image acquired from previous research project 

 

3.4 Segmentation of the pulp space   

 The DICOM files were imported to 3D Slicer software (Version 5.6.1), and the 

individual MFPs were cropped from the original file utilizing the crop volume module 

within the software.  To ensure proper cropping of the MFPs, the CBCT images were 

viewed in axial, sagittal and transverse planes to accurately identify the region of interest 

(ROI) as shown in Figure 3.2 This procedure was repeated for all 130 MFP CBCT images, 

and the data for each individual MFP were saved and labelled in separate DICOM files.   
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Figure 3. 2: Cropping of individual MFPs with the crop volume module on 3D 
Slicer (Version 5.6.1) software. 

 

 All CBCT images were viewed in a dimly lit room on a monitor (BenQ GL2460, 

BenQ Corporation, Taipei, Taiwan) and segmented by a postgraduate student (MW) 

using ITK-SNAP (Version 4.0.2) (open source; Penn Image Computing and Science 

Laboratory (PICSL) at the University of Pennsylvania, Philadelphia, PA and Scientific 

Computing and Imaging Institute (SCI) at the University of Utah, Salt Lake City, UT) 

(Yushkevich et al., 2006). ITK-SNAP software allows for semiautomatic segmentation 

of the pulpal space. Intraclass correlation coefficient (ICC) was recorded to ensure 

reliability of the data throughout the study using the test-retest method over a three-week 

interval. The ICC value was 0.95, which showed an excellent level of reliability (Koo & 

Li, 2016).    

Automatic segmentation was performed using the active contour segmentation 

mode, also known as the snake mode, to capture the ROI for segmentation viewed in the 

axial, sagittal, and transverse planes, as shown in Figure 3.3. In the second step, the 

operator identifies the optimal threshold range for each CBCT image through visual 

analysis, considering the anatomical boundaries between the hard structures of the tooth 

and the pulp space (Figure 3.4). In the third step, bubble-like formations or seed-like 
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geometries were added throughout the entire pulp extension in multiplane 

reconstructions, ensuring that the cavity corresponding to the pulp space was filled 

according to the predetermined threshold range as shown in Figure 3.5. After the 

automatic segmentation was completed, the operator used the paintbrush tool to refine 

and add any missing pulpal space in the apical third of the root manually, as illustrated in 

Figure 3.6. Finally, the segmentation process was completed in all three planes, resulting 

in the formation of a 3D reconstruction image of the pulp space (Figure 3.7). The 

segmentation images were exported and saved in the Neuroimaging Informatics 

Technology Initiative (NIfTI) format serving as the ground truth.  

 

Figure 3. 3: Selecting the region of interest (ROI). 
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Figure 3. 4: Adjusting the optimal threshold range to segment the pulpal space 
from the dental hard tissues. 
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Figure 3. 5: Adding the bubbles into the entire pulpal space and segmentation 
filled up the entire space through combination of all the bubbles. 
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Figure 3. 6: Refinement of the segmentation with the paintbrush mode. 
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Figure 3. 7: Completion of segmentation process of the pulpal space. 

 

3.5 Generating random dataset  

 The total dataset was randomly divided into training, validation, and testing 

datasets, following a 70%, 20%, and 10% split, respectively. The Python Random library 

was implemented to generate training dataset (n=91), validation dataset (n=26), and 

testing dataset (n=13). This process was repeated five times to create five different 

randomized sets of the training, validation, and testing datasets (Figure 3.8).  
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Figure 3. 8: Outline of generating 5 random datasets 

3.6 Data pre-processing       

 The original DICOM files were converted into NIfTI file using the dicom2nifti 

Python library. The Medical Open Network for Artificial Intelligence (MONAI) 

framework, an open-source framework built on the PyTorch platform specialised in 

medical imaging, was employed for pre-processing, and augmenting the datasets. The 

dataset’s intensity values were scaled to ensure consistent normalization across all 

datasets, facilitated by the MONAI framework. To perform U-Net segmentation, it is 

necessary for all datasets to have dimensions that are powers of 2. Therefore, all datasets 

were resized to (128,128,128) for width, height, and length, ensuring that each dimension 

corresponds to 27.  

3.7 Data augmentation  

 To enhance the model robustness and improve its ability to generalize, several 

data augmentation techniques were applied to the images. These data augmentation was 

done using the MONAI framework where random rotations were applied to make the 

model invariant to orientation changes, which is crucial for 3D medical scans that can be 

captured from various angles. Additionally, random horizontal and vertical flips were 
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performed to increase the diversity of the training and validation datasets. To simulate 

different imaging conditions and equipment variations, random alteration in intensity 

such as brightness and contrast adjustments were implemented (Figure 3.9). These 

augmentations help create a more comprehensive training and validation datasets, 

ultimately leading to better model performance. 

 

Figure 3. 9: Implementation of various types of augmentation into the training and 
validation datasets. 
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3.8 U-Net architecture  

 The U-Net architecture was adopted from the MONAI library, which was 

initialized with parameters optimized for 3D imaging, a slight modification from the 

original U-Net proposed by (Ronneberger et al., 2015). The channels were defined to take 

in 16, 32, 64, 128 and 256 feature maps, respectively shown in Figure 3.10. These values 

specify the number of feature maps at each level of the U-Net model, resulting in five 

levels in both the contracting (encoder) path and the symmetrical expanding (decoder) 

path. Each subsequent level in the encoder path doubles the number of feature maps, 

allowing the model to capture increasingly complex features as the spatial resolution is 

reduced. This is achieved through the application of 3x3 convolutions, followed by a 

rectified linear unit (ReLU) activation function. A 2x2 max pooling operation with stride 

of 2 is then applied for down-sampling and at each down-sampling the number of feature 

channels were doubled. This combination of operations enables the model to effectively 

learn hierarchical features while progressively reducing the spatial dimensions of the 

input image.  

 In each level of the expansive (decoder) path, the feature map was up-sampled 

and subjected to a 2x2 convolution (up-convolution) that reduced the number of feature 

channels by half. This was followed by concatenation with the correspondingly cropped 

feature map from the contracting (encoder) path. Two 3x3 convolutions were performed, 

each followed by a ReLU. Cropping was necessary to compensate for the loss of border 

pixels during each convolution. In the final layer, a 1x1 convolution was used to map 

each component feature vector to the desired number of output classes. This approach 

ensured accurate reconstruction of spatial dimensions and details while preserving the 

learned features.  
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Figure 3. 10: The U-Net architecture employed in the present study. 

 

3.9 Training, validation and testing stage  

 Google Colab, a robust cloud-based infrastructure, was used to run the code 

throughout the study. Python was chosen as the primary programming language due to 

its extensive libraries and frameworks tailored for machine learning in medical imaging. 

The cloud consists of Python 3 Google Compute Engine Backend as the graphic 

processing unit (GPU), a cloud RAM of 12 GB, of which 9.57 GB were utilised during 

the execution of the study and an allocated disk size of 78.2 GB, with 31.69 GB utilised 

during the study.  

 The model was implemented by first running Dataset 1 (Training n=91; 

Validation n=26; Testing n=13) through the training, validation, and testing phases, 

recording the DC and IoU after each phase. This process was then repeated for Datasets 
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2,3,4, and 5, following the same procedure as for Dataset 1, with the DC and IoU recorded 

during their respective phases. The model’s parameters were refined through iterations 

based on validation performance in Dataset 1 and 2. Iterations refers to the process of 

repeating the training phase multiple times until an optimal performance is achieved. 

Initially, iterations were not introduced during the training phase for the first two datasets, 

leading to poor segmentation performance as illustrated in Figure 3.11 after the testing 

phase. Once iteration was added in the training phase for Dataset 1 and 2, the respective 

model’s performance was then validated and tested with their respective datasets, 

recording the DC and IoU and hence iterations were then added into the training phases 

for Dataset 3,4 and 5.  

Figure 3. 11: Segmented image without iteration.  

 

3.10 Statistical analysis  

 The data collected and recorded were analysed with Statistical Program for Social 

Sciences software (SPSS, Version 29.0, IBM, NY, USA). The normality of the data 

distribution was assessed using the Kolmogorov-Smirnov test, indicated suitability for 

parametric testing. The means of DC and IOU score among training, validation, and 

testing datasets were compared using one-way ANOVA followed by post-hoc LSD for 

multiple comparison test between the groups. P-value, p < 0.05 was set as statistically 
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significant. Intraclass correlation coefficient (ICC) was implemented to measure the intra-

observer reliability on the pulpal space segmentation. 
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CHAPTER 4: RESULTS  

4.1 Dice coefficient (DC) during the training phase   

 The raw data can be found in Appendix A, and it is represented through Figure 

4.1. Epoch refers to one complete pass through the entire training dataset by the U-Net. 

Figure 4.1 demonstrated the DC increases with epoch, which indicates that U-Net is 

learning. Training Dataset 2 demonstrated the highest DC with epoch, while Training 

Dataset 1, 4 and 5 exhibited similar DC with epoch.  

 

Figure 4. 1: Dice coefficient (DC) over epoch of different training dataset 

 

  Descriptive statistics were conducted on the mean and standard deviation of DC 

among the different training datasets during training phase presented in Table 4.1 and 

Table 4.2.  
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Table 4. 1: Mean DC among the different training datasets during training phase 

Training 

Dataset 

Sample 

size, n 

Mean Std. 

Deviation 

95% Confidence Interval for 

Mean 

Minimum Maximum 

1 91 0.13 0.06 0.09 0.18 

2 91 0.39 0.04 0.36 0.42 

3 91 0.29 0.09 0.23 0.36 

4 91 0.17 0.09 0.11 0.24 

5 91 0.17 0.06 0.12 0.21 
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Table 4. 2: Fisher’s LSD post hoc test on mean DC among the training datasets 

(I) Training 

Datasets 

(J) Training 

Datasets 

Mean Difference 

(I-J) 

p – value 95% Confidence 

Interval 

Lower 

Bound 

Upper 

Bound 

1 2 -0.25* 0.00 -0.31 -0.18 

3 -0.15* 0.00 -0.22 -0.09 

4 -0.03 0.26 -0.10 0.02 

5 0.03 0.32 -0.09 0.03 

2 1 0.25* 0.00 0.18 0.31 

3 0.09* 0.00 0.03 0.16 

4 0.21* 0.00 0.15 0.28 

5 0.21* 0.00 0.15 0.28 

3 1 0.15* 0.00 0.09 0.22 

2 -0.09* 0.00 -0.16 -0.03 

4 0.12* 0.00 0.05 0.18 

5 0.12* 0.00 0.05 0.18 

4 1 0.03 0.26 -0.02 0.10 

2 -0.21* 0.00 -0.28 -0.15 

3 -0.12* 0.00 -0.18 -0.05 

5 0.00 0.91 -0.06 0.06 

5 

 
 
 
 

1 0.03 0.32 -0.03 0.09 

2 -0.21* 0.00 -0.28 -0.15 

3 -0.12* 0.00 -0.18 -0.05 

4 -0.00 0.91 -0.06 0.06 

* The mean difference showed significant difference (p < 0.05). 

One-way ANOVA was used to compare the different training datasets to the mean 

DC. There is an overall significant difference among the five datasets with the mean DC, 
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F = 21.35 (p = 0.00). Post hoc test with Fisher’s Least Significant Difference (LSD) was 

done for multiple comparisons. The results tabulated in Table 4.1 and 4.2, showed the 

mean DC for training Dataset 2 (0.39 ± 0.04) and 3 (0.29 ± 0.09) were significantly higher 

than the other training datasets (p = 0.00). The mean DC for training Dataset 1 (0.13 ± 

0.06), 4 (0.17 ± 0.09) and 5 (0.17 ± 0.06) showed no significant difference during the 

training phase.  

4.2 Intersection over Union (IoU) during the training phase   

The raw data can be obtained in Appendix B, and it is represented through Figure 

4.2. Figure 4.2 demonstrated as epoch increase, IoU increases with all the training 

datasets. Training Dataset 2 demonstrated the highest IoU with epoch compared to the 

other training datasets. However, IoU of Dataset 1, 3 and 5 performed similarly among 

each other with epoch.  

Figure 4. 2: Intersection over Union (IoU) over epoch of different training datasets 
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Descriptive statistics were conducted on the mean and standard deviation of IoU 

among the different training datasets during training phase presented in Table 4.3 and 

Table 4.4. 

 

Table 4. 3: Mean IoU among the different training datasets during training phase 

Training 

Dataset 

Sample 

size, n 

Mean Std. 

Deviation 

95% Confidence Interval for 

Mean 

Minimum Maximum 

1 91 0.17 0.08 0.10 0.23 

2 91 0.40 0.07 0.35 0.46 

3 91 0.26 0.10 0.18 0.34 

4 91 0.32 0.06 0.27 0.37 

5 91 0.22 0.09 0.16 0.29 

 

 

 

 

 

 

 

 

 

 

Univ
ers

iti 
Mala

ya



44 

Table 4. 4: Fisher’s LSD post hoc test on mean IoU among the training datasets 

(I) Training 

Datasets 

(J) Training 

Datasets 

Mean Difference 

(I-J) 

p – 

value 

95% Confidence 

Interval 

Lower 

Bound 

Upper 

Bound 

1 2 -0.23* 0.00 -0.31 -0.15 

3 -0.09* 0.01 -0.17 -0.01 

4 -0.15* 0.00 -0.23 -0.07 

5 -0.05 0.14 -0.13 0.20 

2 1 0.23* 0.00 0.15 0.31 

3 0.14* 0.00 0.06 0.21 

4 0.81* 0.04 0.00 0.16 

5 0.17* 0.00 0.09 0.25 

3 1 0.09* 0.01 0.01 0.17 

2 -0.14* 0.00 -0.21 -0.06 

4 -0.05 0.13 -0.13 0.19 

5 0.03 0.34 -0.04 0.11 

4 1 0.15* 0.00 0.07 0.23 

2 -0.81* 0.04 -0.16 -0.00 

3 0.05 0.13 -0.19 0.13 

5 0.09* 0.01 0.01 0.17 

5 1 0.05 0.14 -0.02 0.13 

2 -0.17* 0.00 -0.25 -0.09 

3 -0.03 0.34 -0.11 0.04 

4 -0.09* 0.01 -0.17 -0.01 

* The mean difference showed significant difference (p < 0.05) 
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One-way ANOVA was used to compare the mean IoU among the different 

training datasets. There is an overall significant difference among the five datasets with 

the mean IoU, F = 10.76 (p = 0.00). Post hoc Fisher’s LSD test was done for multiple 

comparisons. The results as shown in Table 4.3 and 4.4, indicated that the mean IoU in 

training Dataset 2 (0.40 ± 0.07) was significantly higher than all the other datasets. The 

mean IoU between Dataset 1 (0.17 ± 0.08) and Dataset 5 (0.22 ± 0.09) showed no 

significant difference (p = 0.14). Similarly, during the training phase, the mean IoU for 

Dataset 3 (0.26 ± 0.10) showed no significant difference when compared to Dataset 4 

(0.32 ± 0.06) and Dataset 5 (0.22 ± 0.09).  

4.3 Dice coefficient (DC) during the validation phase   

The raw data can be found in Appendix A, and it is represented through Figure 

4.3. Overall DC for Dataset 3 was the highest, but at the 4th and 5th epoch, Dataset 2 was 

higher than Dataset 3. Datasets 1, 4 and 5 have similar increase in DC over epoch, with 

Dataset 4 having the highest DC during the 10th epoch.  

      Figure 4. 3: Dice coefficient (DC) over epoch of different validation datasets 
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Descriptive statistics were conducted on the mean and standard deviation of DC 

among the different validation datasets during validation phase presented in Table 4.5 and 

Table 4.6. 

 

Table 4. 5: Mean DC among the different validation datasets during validation 
phase 

Validation 
Dataset 

Sample 
size, n Mean Std. 

Deviation 

95% Confidence Interval for 
Mean 

Minimum Maximum 

1 26 0.12 0.05 0.08 0.16 

2 26 0.26 0.06 0.22 0.31 

3 26 0.29 0.05 0.25 0.34 

4 26 0.17 0.09 0.11 0.24 

5 26 0.16 0.06 0.11 0.21 
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Table 4. 6: Fisher’s LSD post hoc test on mean DC among the validation datasets 

(I) Validation 

Datasets 

(J) Validation 

Datasets 

Mean Difference 

(I-J) 

p – value 95% Confidence 

Interval 

Lower 

Bound 

Upper 

Bound 

1 2 -0.14* 0.00 -0.20 -0.08 

3 -0.17* 0.00 -0.23 -0.11 

4 -0.05 0.10 -0.11 0.01 

5 -0.03 0.20 -0.09 0.02 

2 1 0.14* 0.00 0.08 0.20 

3 -0.03 0.27 -0.09 0.02 

4 0.09* 0.00 0.02 0.15 

5 0.10* 0.00 0.04 0.16 

3 1 0.17* 0.00 0.11 0.23 

2 0.03 0.27 -0.02 0.09 

4 0.12* 0.00 0.06 0.18 

5 0.13* 0.00 0.07 0.19 

4 1 0.05 0.10 -0.01 0.11 

2 -0.09* 0.00 -0.15 -0.02 

3 -0.12* 0.00 -0.18 -0.06 

5 0.01 0.69 -0.04 0.07 

5 1 0.03 0.20 -0.02 0.09 

2 -0.10* 0.00 -0.16 -0.04 

3 -0.13* 0.00 -0.19 -0.07 

4 -0.01 0.69 -0.07 0.04 

* The mean difference showed significant difference (p < 0.05). 

One-way ANOVA followed by post hoc Fisher’s LSD were done to compare the 

means DC among the different validation datasets. The analysis reported of an overall 

Univ
ers

iti 
Mala

ya



48 

significant difference among the five datasets with the mean DC, F = 11.85 (p = 0.00). 

The results from the multiple comparisons are shown in Table 4.5 and 4.6, which showed 

no significant difference in the mean DC between validation Dataset 3 (0.29 ± 0.05) and 

Dataset 2 (0.26 ± 0.06) with a p = 0.27 and between validation Dataset 1 (0.12 ± 0.05), 

Dataset 4 (0.17 ± 0.09) and Dataset 5 (0.16 ± 0.06).  

4.4 Intersection over Union (IoU) during the validation phase   

The raw data can be obtained in Appendix B. Figure 4.4 demonstrated the trend 

in the changes in IoU whereby there is an increase in IoU with epochs across all the 

validation datasets. Dataset 3 had the highest overall IoU, except during the 4th and 5th 

epochs when Dataset 2 showed higher values. The increase in IoU was similar among 

Datasets 1, 4 and 5 up to the 5th epoch.   

Figure 4. 4: Intersection over Union (IoU) over epoch of different validation 
datasets 
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Descriptive statistics was done on the mean and standard deviation of IoU among 

the different validation datasets during validation phase presented in Table 4.7 and Table 

4.8. 

 

Table 4. 7: Mean IoU among the different validation datasets during validation 
phase 

Validation 

Dataset 

Sample size, 

n 

Mean Std. 

Deviatio

n 

95% Confidence Interval for 

Mean 

Minimum Maximum 

1 26 0.12 0.04 0.09 0.16 

2 26 0.25 0.05 0.21 0.29 

3 26 0.29 0.06 0.25 0.33 

4 26 0.16 0.09 0.10 0.16 

5 26 0.16 0.06 0.11 0.20 
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Table 4. 8: Fisher’s LSD post hoc test on mean IoU among the validation datasets 

(I) Validation 

Datasets 

(J) Validation 

Datasets 

Mean Difference 

(I-J) 

p – 

value  

95% Confidence 

Interval 

Lower 

Bound 

Upper 

Bound 

1 2 -0.12* 0.00 -0.18 -0.06 

3 -0.16* 0.00 -0.22 -0.10 

4 -0.04 0.18 -0.1 0.01 

5 -0.03 0.23 -0.09 0.02 

2 1 0.12* 0.00 0.06 0.18 

3 -0.03 0.19 -0.09 0.02 

4 0.08* 0.00 0.02 0.14 

5 0.09* 0.00 0.03 0.15 

3 1 0.16* 0.00 0.10 0.22 

2 0.03 0.19 -0.02 0.09 

4 0.12* 0.00 0.06 0.18 

5 0.13* 0.00 0.07 0.19 

4 1 0.04 0.18 -0.01 0.10 

2 -0.08* 0.00 -0.14 -0.02 

3 -0.12* 0.00 -0.18 -0.06 

5 0.00 0.88 -0.05 0.06 

5 1 0.03 0.23 -0.02 0.09 

2 -0.09* 0.00 -0.15 -0.03 

3 -0.13* 0.00 -0.19 -0.07 

4 -0.00 0.88 -0.06 0.05 

* The mean difference showed significant difference (p < 0.05). 
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 To compare the mean IoU values across different validation datasets, a one-way 

ANOVA was performed, followed by Fisher’s LSD post hoc analysis. The analysis 

indicated a significant overall difference among the five validation datasets regarding the 

mean IoU, with an F-value of 11.40 (p = 0.00). Table 4.7 and 4.8 demonstrated that the 

mean IoU for validation Dataset 3 (0.29 ± 0.06) and Dataset 2 (0.25 ± 0.05) showed no 

significant difference, with p = 0.19. Additionally, the mean IoU for validation Dataset 1 

(0.12 ± 0.04), Dataset 4 (0.16 ± 0.09) and Dataset 5 (0.16 ± 0.06) also showed no 

significant difference among them.  

4.5 Dice coefficient (DC) during the testing phase   

 The collected data can be located in Appendix A. Figure 4.5 demonstrates that the 

DC increases as the epoch number increases across all testing datasets.Dataset 2 

consistently exhibited a higher DC throughout the epochs compared to the other datasets. 

At the 10th epoch, Datasets 2 and 3 had similar DC values, whereas Datasets 4 and 5 

displayed similar increases in DC over the epochs.  

Figure 4. 5: Dice coefficient (DC) over epoch of different testing datasets 
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Descriptive analysis was implemented on the mean and standard deviation of 

DC for all testing datasets. The findings are represented in Table 4.9 and Table 4.10.  

 

Table 4. 9: Mean DC among the different testing datasets during testing phase 

Testing 

Dataset 

Sample size, 

n 

Mean Std. 

Deviation 

95% Confidence Interval for 

Mean 

Minimum Maximum 

1 13 0.13 0.04 0.09 0.16 

2 13 0.34 0.05 0.30 0.39 

3 13 0.28 0.07 0.22 0.33 

4 13 0.17 0.08 0.11 0.23 

5 13 0.18 0.05 0.14 0.23 
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Table 4. 10: Fisher’s LSD post hoc test on mean DC among the testing datasets 

(I) Testing 

Datasets 

(J) Testing 

Datasets 

Mean Difference 

(I-J) 

p – 

value 

95% Confidence Interval 

Lower 

Bound 

Upper 

Bound 

1 2 -0.21* 0.00 -0.27 -0.15 

3 -0.14* 0.00 -0.20 -0.08 

4 -0.04 0.13 -0.10 0.01 

5 -0.05 0.06 -0.11 0.00 

2 1 0.21* 0.00 0.15 0.27 

3 0.06* 0.02 0.00 0.12 

4 0.17* 0.00 0.10 0.23 

5 0.16* 0.00 0.09 0.22 

3 1 0.14* 0.00 0.08 0.20 

2 -0.06* 0.02 -0.12 -0.00 

4 0.10* 0.00 0.04 0.16 

5 0.09* 0.00 0.03 0.15 

4 1 0.04 0.13 -0.01 0.10 

2 -0.17* 0.00 -0.23 -0.10 

3 -0.10* 0.00 -0.16 -0.04 

5 -0.00 0.74 -0.07 0.05 

5 1 0.05 0.06 -0.00 0.11 

2 -0.16* 0.00 -0.22 -0.09 

3 -0.09* 0.00 -0.15 -0.03 

4 0.00 0.74 -0.05 0.07 

* The mean difference showed significant difference (p < 0.05). 

A one-way ANOVA followed by post hoc Fisher’s LSD test was conducted to 

compare the mean DC among the different testing datasets. The analysis revealed a 

significant overall difference in the mean DC among the five datasets, F = 16.70, p = 0.00. 
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The result from the multiple comparisons with the mean DC is shown in Table 4.9 and 

4.10, indicating that Dataset 2 (0.34 ± 0.05) was the highest compared to the other testing 

datasets. Dataset 1 (0.13 ± 0.04), Dataset 4 (0.17 ± 0.08) and Dataset 5 (0.18 ± 0.05) 

showed no significant difference in mean DC during testing phase.  

4.6 Intersection over Union (IoU) during the testing phase   

 The collected data is available in Appendix B. Figure 4.6 shows the IoU trend 

among the testing datasets across epochs. Dataset 2 consistently had a higher IoU 

throughout the epochs compared to the other datasets. Datasets 1, 4 and 5 exhibited 

similar increase in IoU over the epochs. By the 10th epoch, Datasets 4 and 5 had a close 

to similar IoU values.   

 

Figure 4. 6: Intersection over Union (IoU) over epoch of different testing datasets 

Descriptive analysis was conducted on the mean and standard deviation of IoU 

for all testing datasets, with the results displayed in Table 4.11 and Table 4.12. 
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Table 4. 11: Mean IoU among the different testing datasets during testing phase 

Testing 

Dataset 

Sample size, 

n 

Mean Std. 

Deviation 

95% Confidence Interval for 

Mean 

Minimum Maximum 

1 13 0.13 0.05 0.10 0.17 

2 13 0.35 0.05 0.31 0.38 

3 13 0.27 0.07 0.21 0.32 

4 13 0.17 0.08 0.11 0.23 

5 13 0.18 0.06 0.14 0.22 
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Table 4. 12: Fisher’s LSD post hoc test on mean IoU among the testing datasets 

(I) Testing 

Datasets 

(J) Testing 

Datasets 

Mean Difference 

(I-J) 

p – 

value  

95% Confidence Interval 

Lower 

Bound 

Upper 

Bound 

1 2 -0.21* 0.00 -0.27 -0.15 

3 -0.13* 0.00 -0.19 -0.07 

4 -0.03 0.21 -0.09 0.02 

5 -0.04 0.12 -0.10 0.01 

2 1 0.21* 0.00 0.15 0.27 

3 0.07* 0.01 0.01 0.13 

4 0.17* 0.00 0.11 0.23 

5 0.16* 0.00 0.10 0.22 

3 1 0.13* 0.00 0.07 0.19 

2 -0.07* 0.01 -0.13 -0.01 

4 0.09* 0.00 0.03 0.15 

5 0.08* 0.00 0.02 0.14 

4 1 0.03 0.21 -0.02 0.09 

2 -0.17* 0.00 -0.23 -0.11 

3 -0.09* 0.00 -0.15 -0.03 

5 -0.00 0.76 -0.06 0.05 

5 1 0.04 0.12 -0.01 0.10 

2 -0.16* 0.00 -0.22 -0.10 

3 -0.08* 0.00 -0.14 -0.02 

4 0.00 0.76 -0.05 0.06 

* The mean difference showed significant difference (p < 0.05). 

A one-way ANOVA was performed to compare the mean IoU values across 

different testing datasets, followed by Fisher’s LSD post hoc analysis. The analysis 

demonstrated a significant overall difference among the five testing datasets regarding 
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the mean IoU, with an F-value of 16.54 and p – value of 0.00. Table 4.11 and 4.12 showed 

a significant difference in the mean IoU in testing Dataset 2 (0.35 ± 0.05), which was the 

highest among all the other testing datasets. Dataset 1 (0.13 ± 0.05), Dataset 4 (0.17 ± 

0.08) and Dataset 5 (0.18 ± 0.06) showed no significant difference in mean IoU during 

testing phase.   
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CHAPTER 5: DISCUSSION  

5.1 Methodology  

5.1.1 Dataset preparation  

 In the current study, pulp segmentation was performed by the same observer on 

all 130 extracted MFPs using ITK-SNAP software (Version 4.0.2). This software allows 

for semi-automatic segmentation, which streamlines the pulp segmentation process. The 

reliability of the pulp segmentation process was evaluated using the intraclass correlation 

coefficient (ICC). In this study, an ICC value of 0.95 was obtained, indicating an excellent 

level of reliability in the segmentation results (Koo & Li, 2016). Extracted MFPs was 

selected in the present study as to eliminate interference from surrounding tissues, 

facilitating accurate segmentation of the pulpal space (Timme et al., 2021).   

 ITK-SNAP is a popular software tool designed for interactive and semi-automatic 

segmentation of 3D medical images, including those from MRI, CT, PET, and 3D 

ultrasound. The semi-automatic approach depends on the areas of interest being 

distinguished from surrounding tissues by different image intensities, textures, or location 

(Yushkevich et al., 2016). A study comparing semi-automatic and manual segmentation 

of MRI images reported that the semi-automatic approach reduced segmentation time and 

enhanced accuracy (Yushkevich et al., 2018). Researchers from earlier studies have 

employed this open-source software for 3D pulp segmentation and pulp volume 

reconstruction to estimate the age, gender, and ethnicity (Fardim et al., 2020; Koçak & 

Okkesim, 2021; Marroquin Penaloza et al., 2016; Merdietio Boedi et al., 2022).  

 Within our methodological framework, ITK-SNAP software was implemented 

during the image preparation stage before feeding them into the U-Net model. This 

facilitates the creation of precise ground truth labels essential for training the model, 
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which is crucial for supervised machine learning. This procedure has supported the 

evolution of various machine learning algorithms for tasks in the field of dentistry such 

as, dental CBCT segmentation and lesion detection (Zheng et al., 2021), tooth 

segmentation and classification (Lahoud et al., 2021; Shaheen et al., 2021), and tooth and 

pulp segmentation (Duan et al., 2021).  

5.1.2 Generating random datasets 

 In the present study, the Python random library, a tool for generating random 

numbers, was employed to create five distinct datasets. These datasets were used to assess 

the consistency of U-Net model in pulpal segmentation of MFPs. Multiple randomised 

datasets help in evaluating the reliability and generalisability of the segmentation 

outcomes provided by the model. Similar to a previous study, the authors evaluated the 

model’s performance on five datasets for classification, finding it sufficient and 

appropriate for the task (Ahad et al., 2020). 

5.1.3 70: 20: 10 learning model 

 The training, validation, and testing dataset in the present study follows the 70: 

20: 10 split which emphasizes the need for comprehensive analysis and evaluation of 

machine learning models (Nguyen et al., 2021; Sekeroglu et al., 2022). This approach 

was supported by earlier studies Nguyen et al. (2021) and Pham et al. (2018), which 

demonstrated that using 70% of the data for training and validating models was most 

effective. Tan et al. (2024) employed a data split of 70% for training, 10% for validation, 

and 20% for testing, while Duman et al. (2024) utilised an 80% split for training and a 

10% split for both validation and testing datasets. Both studies reported high accuracy in 

the specific tasks assigned, which are tooth substructure segmentation and detection of a 

second mesio-buccal canal in maxillary molars respectively (Duman et al., 2024; Tan et 

al., 2024).  However, the methodology in our current research was in conflict with 
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previous study, where the authors found that a 60 : 40 ratio outperformed the ratios of 70 

: 30 and 80 : 20 in the training datasets, although it did not significantly affect the model’s 

overall performance (Sekeroglu et al., 2022). Nonetheless, the study also pointed out that 

comparing ML models is a difficult and intricate endeavour due to the wide range of 

models employed, the diversity of datasets used, and the various training strategies 

implemented (Sekeroglu et al., 2022). This is evident in a research paper where ML 

models were used to predict cancer incidence rates between males and females (Sekeroglu 

& Tuncal, 2021). The findings indicated that the female group required lower training 

ratios (60%) compared to the male group (80%) to achieve optimal results (Sekeroglu & 

Tuncal, 2021).   

5.1.4 U-Net architecture in MONAI framework and data augmentation 

 The model deployed in the present study consists of five layers, with channels 

designed to process input data of sizes 16, 32, 64, 128, and 256. This slightly differs from 

the original U-Net model, which had a minimum resolution of 32 pixels (Ronneberger et 

al., 2015). After multiple trials and errors, we obtained the optimal sizes for our datasets 

to ensure compatibility and performance with the U-Net model, resulting in a minimum 

resolution of 16 pixels for our model. In the current study, the MONAI framework, an 

open-source platform based on PyTorch for DL in medical imaging, has been used to 

deploy the U-Net model. MONAI helps streamline and standardise the current research 

workflow, making it more efficient, simpler, and more consistent. Reproducing 

computational studies involves executing pre-existing code in different context, which 

can introduce variations between codes and potentially complicate and affect the 

outcomes (Cardoso et al., 2022). Several publications have demonstrated the 

effectiveness of U-Net model for internal organs and head and neck structures 

segmentation, using the MONAI framework (LaBella et al., 2022; Popa et al., 2022).      
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 Data augmentation was performed using the MONAI framework. The types of 

augmentation deployed to the training and validation dataset in the present study were 

random rotations, horizontal and vertical flips, and adjustments to the brightness and 

contrast. The advantages of employing various data augmentation techniques during 

training improves  the model’s performance and robustness (Mikołajczyk & Grochowski, 

2018). Numerous studies have reported that applying multiple augmentation techniques 

per image consistently enhances test accuracy leading to an improved generalisation 

(Ethiraj & Bolla, 2022; Fort et al., 2021).  

5.1.5 Dice coefficient (DC) 

 The DC is pivotal in assessing model performance, serving as a statistical measure 

that quantifies the similarity between two datasets (Zou et al., 2004). It’s value ranges 

from 0 to 1, where 0 indicates no similarity and 1 indicates a perfect matching. In this 

study, it specifically evaluates the resemblance between the U-Net model’s predicted pulp 

segmentation of extracted MFPs and the ground truth. Many reported studies have 

utilized the DC to benchmark the accuracy of segmentation models in dental imaging. 

Lahoud et al. (2021) have used DC to compare between fully automated AI-driven and 

refined AI-driven tooth segmentation with the reference image, while Duan et al. (2021) 

uses DC to measure the accuracy for segmentation of tooth and pulp cavity via a two-

phase DL approach. Similarly, various studies have employed the DC to evaluate the 

accuracy of pulpal segmentation by DL models (Hatvani et al., 2019; Sherwood et al., 

2021; Wang et al., 2023). The widespread use of the DC highlights its importance in 

advancing the reliability and clinical relevance of segmentation models in dental research.  

 

Univ
ers

iti 
Mala

ya



62 

5.1.6 Intersection over Union (IoU)  

 IoU is an evaluation metric in image segmentation that calculates the overlap ratio 

between predicted segmentation masks and ground truth data (Müller et al., 2022). 

Parallel to the DC, it’s value ranges from 0 to 1, with 0 showing no overlap between the 

predicted image and the ground truth regions, and 1 showing precise fit between both 

images. Higher IoU values indicate better segmentation performance. Several studies 

have incorporated IoU as an evaluation metric for automatic tooth segmentation (Chen et 

al., 2020; Dou et al., 2022; Lahoud et al., 2021; Li et al., 2020; Shaheen et al., 2021; Yang 

et al., 2020). Specifically, in the context of pulpal space segmentation, Duman et al. 

(2024) employed a You Only Look Once v5 (YOLOv5x) architecture, a different DL 

model to detect second mesio-buccal canals in maxillary molars, utilising IoU for 

performance evaluation. The findings from the present study will further highlight the 

importance of IoU as an evaluation metric in the investigation of pulpal segmentation in 

MFPs.  

5.2 Results 

 5.2.1 DC in training, validation and testing phase  

The primary objective of this study was to compare the DC of U-Net in pulp space 

segmentation of MFPs across five sets of randomly generated training, validation, and 

testing datasets from the same data pool. Based on our findings, we rejected the null 

hypothesis that there is no significant difference in the DC of U-Net model in pulp space 

segmentation of MFPs among all five randomly generated training, validation, and testing 

datasets from the same data pool during their respective phases. In the present study, there 

was no significant difference in the mean DC of the U-Net model between datasets 1, 4, 

and 5 during all phases. Additionally, datasets 2 and 3 did not show any significant 
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difference during the validation stage only. As per our knowledge, there were no studies 

that compares the consistency of the U-Net based on difference datasets generated from 

the same data pool, the lack of significant difference in the mean DC of the U-Net model 

between datasets 1,4, and 5 across all phases and between datasets 2 and 3 during the 

validation stage, could be due to the similar pattern in the distribution of the root canal 

morphology in their respective training, validation and testing dataset, leading to 

comparable segmentation performance by the U-Net model.  

The mean DC for all five datasets during the training, validation and testing phase 

were below than the ideal value of 1 in predicting the segmentation image of the pulpal 

space of MFPs. In contrast to other reported literature, Hatvani et al. (2019) compared the 

U-Net model’s performance in enhancing the resolution of 2D CBCT dental images, 

using the micro-CT images as ground truth. The authors found that U-Net with subpixel 

image enhancement achieved a high DC value of 0.91, while U-Net alone without any 

image enhancement had a DC value of 0.89. The difference in DC compared to our study 

lies in the reported methodology, where the authors trained the model with 5680 axial 

view slices from 13 teeth, rather than using individual teeth. This approach increased the 

training dataset size compared to our study. Additionally, their model was trained for 20 

epochs, allowing it to learn more from the training data and thereby improving its 

performance. Similar to this study, one paper employed a loss function technique with 

and without adding a smooth term to the CBCT images to improve accuracy. This resulted 

in a DC of 0.87 without smooth term and 0.88 with the smooth term for single-rooted 

teeth, and 0.86 without the smooth term and 0.87 with the smooth term for multi-rooted 

teeth (Duan et al., 2021). Addition of smooth term will allow the predicted image to have 

smoother boundaries, reducing zig-zag edges and isolated errors, resulting in a more 

accurate predicted image and a high DC value. Duan et al. (2021) employed a smooth 

term by calculating the difference between pixels across the entire image. This approach 
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made the predicted boundaries more unified, reduced the number of isolated pixels, and 

resulted in a smoother overall image. Sherwood et al. (2021) reported that U-Net achieved 

a mean DC of 0.76 in detecting and classifying C-shaped canals in mandibular second 

molars during the training phase, and a mean DC of 0.66 during the testing phase. These 

results were still higher than those in the current study because the number of training and 

validation datasets was increased through data augmentation, resulting in 3780 axial 

image slices for the training dataset and 1620 axial image slices for the validation dataset. 

Additionally, the classification of the C-shaped canals was identified first, and the model 

was exposed to various type of C-shaped canals during the training stage, allowing the 

model to be able to identify them during testing stage. In contrast with the present study, 

the training and validation datasets were not increased through augmentation.  

According to our results, datasets 1, 4, and 5 showed no significant difference in 

the mean DC across all phases. This may be attributed to the similar pattern of distribution 

of the types of MFPs pulpal configuration present in their training, validation, and testing 

datasets, resulting in comparable performance. Supporting this observation, a study 

reported by Sherwood et al. (2021) compared the accuracy of segmentation and 

classification of C-shaped canals in mandibular second molars using three types of DL 

models: U-Net, Residual U-Net, and Xception U-Net. The study found no significant 

difference in the mean DC during the training and validation stages. This outcome was 

because the models were trained separately with the five different types of C-shaped 

canals based on Fan et al. (2004) classification, and their performances were tested using 

datasets that contained all five types of C-shaped canals. The consistent performance 

across different models and datasets highlights the importance of having a representative 

distribution of morphological variations in the training dataset to achieve stable and 

reliable segmentation outcomes.     
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5.2.2 IoU in training, validation, and testing phase 

The second objective of this study was to compare the mean IoU of U-Net in pulp 

space segmentation of MFPs across five sets of randomly generated training, validation, 

and testing datasets from the same data pool. As indicated by our findings, the null 

hypothesis was rejected, indicating a significant difference in mean IoU of U-Net model 

in pulp space segmentation among all five randomly generated training, validation, and 

testing datasets from the same data pool during their respective phases. However, there 

was no significant difference in the mean IoU between datasets 1 and 5, and datasets 3 

with 4 and 5 during training phase. Additionally, datasets 2 and 3 did not show any 

significant difference during the validation phase only and datasets 1, 4, and 5 showed no 

significant difference in mean IoU during validation and testing phase.  

A study demonstrated a high IoU value of 0.88 in detecting a second mesio-buccal  

canal in non-endodontically treated maxillary molars employing a different type on DL 

model called, YOLOv5x (Duman et al., 2024). In contrast to our findings, their model 

was trained for 500 epochs using 922 axial image slices from 153 patients, compared to 

the parameters used in our study, whereby the U-Net model was trained over 10 epochs 

on 91 training datasets only. Currently, there are few to no studies that utilise IoU to 

measure the consistency of the U-Net model in pulpal segmentation (Duman et al, 2024). 

In our findings, the mean IoU for dataset 1 and 5 remained consistent throughout the 

phases, as we hypothesise that it could be due to the similar distribution of MFPs pulpal 

configurations in their training datasets.  

5.3 Limitations of study 

One of the limitations of the study was that the CBCT images were obtained from 

a previously conducted postgraduate research, and the mounting of the extracted MFPs 
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on the vinyl polysiloxilane putty material was not standardised, leading to variation in the 

CBCT slices for each tooth. Additionally, the variation in the types of pulpal 

configurations of the extracted MFPs was not separated and was randomly distributed 

into the datasets. Another limitation of this study was the lack of computational power. 

This constraint significantly impacted our ability to increase the model complexity and 

fully optimise the U-Net architecture for pulpal space segmentation. Limited 

computational resources restricted the size of the datasets the model could process 

simultaneously, for example we could split the types of pulpal configuration into different 

datasets, training and validating them simultaneously. Furthermore, the lack of 

computational power resulted in longer training times, which further limited the number 

of experiments and iterations the model could perform. In the present study, the total time 

taken to run 1 complete dataset from training to testing phase was two hours. 

Consequently, this may have affected the overall DC and IoU values in the current 

findings in pulpal space segmentation as the model does not have sufficient training 

iterations resulting in a model that is not fully trained and optimised adequately. A lack 

of sufficient training data can lead to overfitting, reduced generalisation, and poor 

performance on diverse cases, ultimately lowering the current model’s accuracy in pulpal 

space segmentation. Addressing all these limitations should be a priority for future 

research.  
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CHAPTER 6: CONCLUSION 

6.1 Conclusion 

 Given the limitations of this study, the following conclusions can be derived from 

the findings: 

1. Datasets 1, 4, and 5 demonstrated consistency in mean DC across all three 

phases, and the mean IoU remained consistent during the validation and 

testing phases. 

2. Datasets 2 and 3 exhibited consistencies in both the mean DC and mean IoU 

during the validation phase.  

3. Datasets 1 and 5 and datasets 3, with 4 and 5 demonstrated consistency in 

mean IoU during the training phase.  

4. The mean DC and IoU for all five datasets during the training, validation, and 

testing phases were below the ideal value of 1, indicating that the model 

demonstrates some accuracy but falls short of achieving perfect segmentation, 

thus lacking optimal accuracy and reliability.  

5. The consistency of the U-Net model is affected even though the five datasets 

were randomly generated from the same data pool.  

6. The U-Net model demonstrated the lowest performance in mean DC and IoU 

with dataset 1 across all phases, indicating that dataset 1 presented greater 

challenges for the model, possibly due to differences in the data or more 

complex segmentation tasks.   
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6.2 Recommendations 

 Future research should aim to enhance computational power. Increasing 

computational resources will allow for more complex model architectures. By increasing 

computational resources, it will be possible to divide the extracted MFPs into separate 

training channels based on their respective Vertucci classifications (Vertucci, 1984). This 

approach will facilitate the handling of larger datasets and allow for extensive 

hyperparameter tuning. Ultimately, these improvements will lead to greater accuracy and 

robustness in pulpal space segmentation results. Another recommendation is by 

increasing the sample size of the training and validation datasets through augmentation 

techniques. Adding data augmentation can artificially expand the dataset, helping to 

improve the model’s generalisation in pulpal segmentation. Moreover, future research 

should consider the types of pulpal configurations in the datasets and ensure they are 

evenly distributed in the training datasets to enhance the model’s learning algorithm.  
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