
INCREASING THE ACCURACY OF INFORMATION RETRIEVAL 

SYSTEMS EVALUATION BY IMPROVING THE QUALITY OF THE 

RELEVANT JUDGEMENTS 

 

 

 

 

 

MINNU HELEN JOSEPH 

 

 

 

 

FACULTY OF COMPUTER SCIENCE AND INFORMATION 

TECHNOLOGY 

UNIVERSITI MALAYA 

KUALA LUMPUR 

 

  

2024 

 

 

 

 

 

Univ
ers

iti 
Mala

ya



 

 

 

INCREASING THE ACCURACY OF INFORMATION 

RETRIEVAL SYSTEMS EVALUATION BY IMPROVING 

THE QUALITY OF THE RELEVANT JUDGEMENTS 

 

 

 

 

MINNU HELEN JOSEPH 

 

 

THESIS SUBMITTED IN FULFILMENT OF THE  

REQUIREMENTS FOR THE DEGREE OF DOCTOR OF 

PHILOSOPHY 

 

 

FACULTY OF COMPUTER SCIENCE AND  

INFORMATION TECHNOLOGY 
UNIVERSITI MALAYA 

KUALA LUMPUR 
 

 

2024 

 

 

 

Univ
ers

iti 
Mala

ya



ii 

UNIVERSITI MALAYA 

ORIGINAL LITERARY WORK DECLARATION 

Name of Candidate: Minnu Helen Joseph 

Matric No: 17198581/1 

Name of Degree: Doctor of Philosophy 

Title of Project Paper/Research Report/Dissertation/Thesis (“this Work”):   

Increasing the accuracy of the information retrieval systems evaluation by improving 

the quality of the relevance judgments 

Field of Study: Information Storage Retrieval (Computer Science) 

I do solemnly and sincerely declare that: 

(1) I am the sole author/writer of this Work.
(2) This Work is original.
(3) Any use of any work in which copyright exists was done by way of fair dealing

and for permitted purposes and any excerpt or extract from, or reference to or
reproduction of any copyright work has been disclosed expressly and
sufficiently and the title of the Work and its authorship have been
acknowledged in this Work.

(4) I do not have any actual knowledge, nor do I ought reasonably to know that the
making of this work constitutes an infringement of any copyright work.

(5) I hereby assign all and every rights in the copyright to this Work to the
Universiti Malaya (“UM”), who henceforth shall be owner of the copyright in
this Work and that any reproduction or use in any form or by any means
whatsoever is prohibited without the written consent of UM having been first
had and obtained;

(6) I am fully aware that if in the course of making this Work I have infringed any
copyright whether intentionally or otherwise, I may be subject to legal action
or any other action as may be determined by UM.

 Candidate’s Signature  Date: 

Subscribed and solemnly declared before, 

 Witness’s Signature  Date: 

Name: 

Designation:  

19-06-24

19 June 2024

Univ
ers

iti 
Mala

ya



 
iii 

 

 

 

INCREASING THE ACCURACY OF INFORMATION RETRIEVAL SYSTEMS 

EVALUATION BY IMPROVING THE QUALITY OF THE RELEVANT 

JUDGEMENTS 

ABSTRACT 

 

Information retrieval evaluation is a process of measuring how well the participating 

systems can meet the information needed by the user. The system's performance is 

evaluated based on the relevance judgment set quality. The quality of the judgment set is 

measured based on the ability of the participating systems to retrieve as many relevant 

documents based on topics into the judgment sets and rank them in a better way and also, 

at the same time suppress the irrelevant ones. However, it has been noticed that for smaller 

test collections, this assumption might be correct. But for large test collections like 

TREC(Text Retrieval Conference), this assumption might not always be true. It has been 

noticed that the quality of the judgment sets is not up to the level or incomplete according 

to the Cranfield paradigm methodology, especially through document similarity 

techniques. The main aim of this thesis is to increase the quality of the relevance judgment 

sets during the evaluation process. The quality of the judgment sets can be increased by 

augmenting the number of relevant documents in the judgment sets. It will indirectly help 

to increase the accuracy of the evaluation process. This thesis's main contribution is to 

increase the quality of the judgment sets by proposing some methodologies. The first 

experiment explored the issues of partial relevance judgments on existing methodologies. 

The methodologies' inability to retrieve all the relevant documents into the relevance 

judgment sets is considered. By considering the limitations of the existing methodologies, 

a methodology has been proposed to increase the relevant documents in the judgment 
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sets. The proposed methodology combines the pooling and document similarity using 

clustering and classification techniques. Documents similarity has been done between 

pooled and clustered or classified unjudged documents. If a similarity is found, a new 

score will be assigned to those documents and moved that document into the pooled list. 

The evaluation continues until all the documents from the pooled list are considered for 

the similarity-checking process. The results show that the proposed methodology can 

achieve a greater number of relevant documents in the judgment sets and also helps to 

achieve a better result with lesser pool depth. The second experiment explored how to 

further improve or maintain the quality of the judgment set by considering the test 

collection. For this experiment, topics and participating systems from test collections 

were considered. Based on the results, it has been proven that a smaller number of the 

most effective topics, or easy topics, can maintain the quality of the judgment sets. Also, 

based on the system contributions, an enhanced methodology has been proposed and the 

results show that it helps to achieve better quality judgment set and also can achieve better 

results with lesser pool depth. Both, by considering only the most effective topics and 

good contributing systems documents helps to reduce the computational cost of the 

evaluation process. Lastly, it has been proven that the proposed methodology helped to 

reduce the incompleteness of the judgment sets, and biasness in the ranking of the 

judgment sets. 

Keywords: Information retrieval evaluation, pooling, document similarity, incomplete 

judgments, rank biasness 

 

 

Univ
ers

iti 
Mala

ya



 
v 

 

 

 

MENINGKATKAN KETEPATAN PENILAIAN SISTEM PENCAPAIAN 

MAKLUMAT DENGAN MENINGKATKAN KUALITI PENGHAKIMAN 

YANG BERKAITAN 

ABSTRAK 

 

 Penilaian perolehan maklumat adalah satu proses untuk mengukur sejauh mana sistem 

yang mengambil bahagian dapat memenuhi maklumat yang diperlukan oleh pengguna. 

Prestasi sistem dinilai berdasarkan kualiti set pertimbangan perkaitan. Kualiti set 

penghakiman diukur berdasarkan keupayaan sistem yang mengambil bahagian untuk 

mendapatkan sebanyak mungkin dokumen yang berkaitan berdasarkan topik ke dalam set 

penghakiman dan menyusunnya dengan cara yang lebih baik dan juga, pada masa yang 

sama menyekat dokumen yang tidak berkaitan. Walau bagaimanapun, telah diperhatikan 

bahawa untuk koleksi ujian yang lebih kecil, andaian ini mungkin betul. Tetapi untuk 

koleksi ujian besar seperti TREC, andaian ini mungkin tidak benar selalu. Telah 

diperhatikan bahawa kualiti set penghakiman tidak mencapai tahap atau tidak lengkap 

mengikut metodologi paradigma Cranfield, terutamanya melalui teknik persamaan 

dokumen. Matlamat utama tesis ini adalah untuk meningkatkan kualiti set pertimbangan 

yang relevan semasa proses penilaian. Kualiti set penghakiman boleh ditingkatkan 

dengan menambah bilangan dokumen yang berkaitan dalam set penghakiman. Ia secara 

tidak langsung akan membantu meningkatkan ketepatan proses penilaian. Sumbangan 

utama tesis ini adalah untuk meningkatkan kualiti set penghakiman dengan 

mencadangkan beberapa metodologi. Percubaan pertama meneroka isu pertimbangan 

perkaitan separa pada metodologi sedia ada. Ketidakupayaan metodologi untuk 

mendapatkan semula semua dokumen yang berkaitan ke dalam set penghakiman relevan 
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dipertimbangkan. Dengan mempertimbangkan batasan metodologi sedia ada, satu 

metodologi telah dicadangkan untuk menambah dokumen yang berkaitan dalam set 

penghakiman. Metodologi yang dicadangkan menggabungkan pengumpulan dan 

persamaan dokumen menggunakan teknik pengelompokan dan pengelasan. Persamaan 

dokumen telah dilakukan antara dokumen terkumpul dan berkelompok atau dokumen 

terperingkat yang tidak dinilai. Jika persamaan ditemui, skor baharu akan diberikan 

kepada dokumen tersebut dan memindahkan dokumen tersebut ke dalam senarai 

terkumpul. Penilaian diteruskan sehingga semua dokumen daripada senarai terkumpul 

dipertimbangkan untuk proses semakan persamaan. Keputusan menunjukkan bahawa 

metodologi yang dicadangkan boleh mencapai lebih banyak dokumen berkaitan dalam 

set penghakiman dan juga membantu untuk mencapai hasil yang lebih baik dengan 

kedalaman kumpulan yang lebih rendah. Percubaan kedua meneroka cara untuk 

menambah baik atau mengekalkan kualiti set penghakiman dengan mempertimbangkan 

pengumpulan ujian. Untuk eksperimen ini, topik dan sistem yang mengambil bahagian 

daripada koleksi ujian telah dipertimbangkan. Berdasarkan keputusan, telah terbukti 

bahawa sebilangan kecil topik yang paling berkesan, atau topik mudah, dapat 

mengekalkan kualiti set penghakiman. Selain itu, berdasarkan sumbangan sistem, 

metodologi yang dipertingkatkan telah dicadangkan dan hasilnya menunjukkan bahawa 

ia membantu untuk mencapai set pertimbangan kualiti yang lebih baik dan juga boleh 

mencapai keputusan yang lebih baik dengan kedalaman kumpulan yang lebih rendah. 

Kedua-duanya, dengan mempertimbangkan hanya topik yang paling berkesan dan 

dokumen sistem penyumbang yang baik membantu mengurangkan kos pengiraan proses 

penilaian. Akhir sekali, telah terbukti bahawa metodologi yang dicadangkan membantu 

mengurangkan ketidaklengkapan set penghakiman, dan juga, berat sebelah dalam 

kedudukan set penghakiman. 
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Katakunci: Penilaian perolehan maklumat, pengumpulan, persamaan dokumen, 

pertimbangan tidak lengkap, berat sebelah pangkat 
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CHAPTER 1: INTRODUCTION 

 

Nowadays, there is a vast amount of information available both on paper and 

online media. The online-based repositories are constantly adding new data and it keeps 

growing. Data can be stored in any format, including text, audio, and video. People 

primarily use online media to find answers to their questions or clarifications. Finding the 

most relevant information from these huge repositories is not so easy. If the search 

engines are unable to find a sufficient number of relevant documents, this will have an 

impact on users' reliability and their loyalty to the search engines. The real users will 

benefit by getting the correct or reliable information that they need through some 

mechanisms or methodologies that are proposed by the researchers.  

Information retrieval Evaluation is a process of measuring how well the systems can 

retrieve as much of relevant documents based on user queries. Evaluation can be done 

either system-based or user-based. System-based evaluation completely relies on a test 

collection and user-based evaluation depends on real user feedback. User-based 

evaluation measures the user’s satisfaction and requires a large sample of users for 

evaluation purposes. User-based evaluation is expensive and difficult to do it correctly. 

The system-based evaluation depends on a set of test collections which consists of a 

document corpus, topics or user queries, and a set of relevant judgment sets. These 

relevant document sets are already judged by the experts based on the topics or user query 

and document corpus (Jones & Willett,1997), (Voorhees, 2001)(Rajagopal et al., 2022).  

The information retrieval evaluation process involves participating systems or search 

engines that retrieve a set of relevant documents from the document corpus based on the 

topics or queries given by the users. The number of relevant documents retrieved by the 
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participating systems is evaluated through the already judged relevant judgment sets 

available in the test collection. The number of relevant documents retrieved will depend 

on the efficiency of the participating systems. The performance of the participating 

systems is evaluated through various evaluation metrics. Evaluation of the information 

retrieval process based on system-based is shown in Figure 1.1. 

 

Figure 1.1: System based information retrieval evaluation process 
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1.1 The importance of the Quality of the Judgment sets 

Information Retrieval is a process of retrieving relevant documents from the 

document corpus or web collection based on a user query by the participating systems. 

The main aim of the information retrieval evaluation process is to measure how good are 

the participating systems in the matter on its performance. The performance of the 

participated systems is determined not only by their efficiency in terms of speed, time, 

storage space, etc. (Wu, 2016), (Mhawi et al., 2022), but also by their effectiveness, that 

is the ability to retrieve as many relevant documents as possible into the relevance 

judgment sets with a better ranking based on its relevancy and also at the same time, 

suppressing the irrelevant ones (Nichola Ferro,2017), (Lin et al., 2021). The quality of 

the relevance judgment set matters to the performance of the participating systems. If the 

quality of the relevance judgment set is lesser, the accuracy of the evaluation process also 

gets lesser. If a greater number of relevant documents are added to the relevance judgment 

set, it increases the quality of the judgment set and through that, it can increase the 

accuracy of the evaluation process (Rahman et al., 2020). Indirectly it will increase the 

user’s reliability and loyalty to the search engines or the participating systems.  

1.2 Motivation of the Study 

Based on the user’s query, the participating systems have to retrieve as many relevant 

documents as possible and return them to the users with a better ranking based on the 

relevancy of the documents. For that, in the information retrieval evaluation process, the 

researcher aims to build an unbiased set of relevance judgment sets, which helps to 

increase the accuracy of the evaluation process. Through that, it helps to increase the 

user’s reliability to the participating systems. Building an unbiased set of relevant 
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judgments from the multiple ranked lists generated by the participated systems will lead 

to higher information retrieval evaluation accuracy, especially if the judgment list is rich 

in relevant documents. This research aims to improve the quality of relevant documents 

in the relevant judgment list by augmenting an unbiased set of relevant documents from 

the unjudged list using proposed methodologies. 

In the evaluation process, each participating system collects a set of relevant documents 

from the document corpus. This relevant document list is called runs and these runs will 

be ranked according to the relevancy. These runs will be merged using some rank 

aggregation techniques such as Doc_ID (Voorhees,2002), Rbp (Moffat et al., 2007), 

(Moffat &Zobel, 2008), Borda (Aslam & Montague,2001), Combsum and CombMNZ 

(Shaw & Fox,1994). These runs can be given for the evaluation process. However, 

judging the whole document is not feasible, costly, and time-consuming (Roitero et al., 

2022). An alternative approach called pooling (Aslam et al., 2006), (Carterette, 2007), 

(Voorhees, 2001) can be used to take a sample of documents. As these documents are 

ranked according to their relevancy, the documents on the top are considered relevant, 

and by taking the top p documents (most probably 50<p<100) from each ranking will be 

considered as to-be-judged documents. This set of documents is called a pool of judged 

documents or pooled documents and this technique is referred to as pooling (Buttcher et 

al., 2007), (Clarke et al., 2008), (Valcarce et al., 2020), (Sparck Jones & Van 

Rijsbergen,1976). Pooling assumes that the sample of relevant documents found in the 

pooled list is unbiased (Buckley et al., 2007). 

Pooling is a good technique that can be used to evaluate the quality of the first p 

documents by the search systems (Buttcher et al., 2007). The documents that were not 

included in the pooled list were called unjudged document lists and assumed it as 
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irrelevant. If doing shallow pooling from a small test collection, pooling is a better 

technique. But shallow pooling with large test collections like TREC, ClueWeb, and all, 

results might show all potentially relevant documents unjudged. All the relevant 

documents were not included in the pooled list (Shani & Gunawardena, 2011)(Rajagopal 

et al;,2022). The quality of all the documents retrieved by the search system cannot be 

evaluated using this pooling technique. One of the limitations or biasness of the Cranfield 

paradigm is the incompleteness of the judgments (Valcarce et al., 2018) (Voorhees,2011). 

The issue with the incompleteness of the judgment list is shown in Figure 1.2 and Figure 

1.3.  

The experiment was done with TREC-10 collection in which the document corpus size is 

about 10GB. A total of 97 participated systems were involved in this experiment and a 

total of 50 topics were considered.70400 judgment set included in the relevant judgment 

set.  

First, the experiment was run with pool depth, p=50.  

 

Figure 1.2: Pool depth 50 assigned to TREC-10 
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Figure 1.3: Mean Average precision and total number of relevant documents 

retrieved from TREC-10 with pool depth 50 

 

 

Figure 1.4:  Average number of relevant documents retrieved for several 

judgments from TREC-10 with pool depth 50 

 

Figure 1.2, Figure 1.3, and Figure 1.4 show the results of pool depth 50. As per the results 

from the top 1800 documents, only 893 documents are relevant. 

Now tried to increase the pool depth to 100, to find the more relevant documents. As per 

the assumption, more relevant documents might be in the pooled list by assigning lower 

ranks. In standard TREC settings, a pool depth of 100 is a standard pool depth suggested 

by the researchers as it has always been shown to be an effective way to evaluate the 

retrieval systems' effectiveness (Zobel, 1998), (Yilmaz & Aslam, 2006). 
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Figure 1.5:  Pool depth 100 assigned to TREC-10 

 

Figure 1.6:  Mean Average precision and Total number of relevant documents 

retrieved from TREC-10 with pool depth 100 

 

Figure 1.7:  Average number of relevant documents retrieved for several 

judgments from TREC-10 with a pool depth of 100. 
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As per the results with pool depth 100, Figure 1.5, Figure 1.6, and Figure 1.7 show that 

even with pool depth 100, from the top 3200 documents only 1474 relevant documents 

are there. This shows the results of the incompleteness. Many relevant documents have 

not moved into the pooled list due to the performance of the system. This incompleteness 

is calculated using Mean Average Precision(MAP) of each topic with pool depth 

100.Also, sometimes when the document collection is dynamic, in web collection, 

documents are kept on getting added over time, and during the judgment time, the pooled 

list will become a smaller subset of the entire document collection. Also, some documents 

might get deleted from the collection such as broken links. These all can make the 

relevance judgment set imperfect (Yilmaz & Aslam, 2006)(Kirnap et al., 2021).  

Secondly, ranking the documents based on their relevancy shows the system's 

effectiveness. The ranking of documents has a high impact on the mean average precision 

score. Many search systems are sometimes defined as non-probabilistic models, which 

are not capable of handling uncertainty about document relevance (Diaz et al., 2020). If 

the document is relevant and not assigned a good ranking over non-relevant documents, 

affects the precision score and accuracy of the evaluation process. Two types of ranking 

problems were described. Ranking creation and Ranking aggregation. Ranking creation 

is to create the ranking list of documents using the similarity of the document-topic pairs 

and Ranking aggregation is to create a ranking list of the documents using multiple ranked 

lists of runs that have the ranked documents (Li,2022). If ranking is not done correctly, 

the accuracy of the evaluation process also goes down. One of the main issues of bias of 

ranking is that participating systems are assigning higher ranks to the documents that are 

not relevant than the highly relevant documents.  
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Figure 3.3 An example of a run list from System A 

 

 

Figure 1.8:  An example of a run list from System A 

 

 

 

 

                              

 

 

 

Figure 1.9:  An example of a run list from System B 

Figure 1.8 and Figure 1.9 shows an example of biasness in the ranking. Consider two 

systems, System A and System B. Both systems retrieved the same set of documents with 

different rankings. If we calculate the Average precision,  

System A 

System B 
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                        System A generates Average Precision, AP @10=0.731  

           and      System B generates Average Precision, AP @ 10=0.941 

The same set of documents retrieved by the two systems with different rankings shows 

that if the systems rank the relevant documents without biasness will increase the 

precision value and through that can increase the effectiveness of the evaluation process.  

Figure 1.10 shows the absolute differences in the mean average precision of the pooled 

documents evaluated with and without relevant document sets from the TREC-8 adhoc 

test collection. In this graph, systems have been randomly chosen from the systems that 

contributed to the pooled list. The mean average precision of runs with a value, of 3.85 

has the absolute difference with 0.0001.    

 

Figure 1.10:  Absolute difference in the mean average precision of random samples 

of runs evaluated with and without relevant documents in TREC-8 

 

The quality of the judgment sets helps to increase the user satisfaction and reliability of 

the participated or contributed systems. In order to improve the quality of the judgment 
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sets, more number of relevant documents have to be there in the judgment sets, and also 

need to reduce the biases in the ranking of the relevant documents in the judgment sets. 

So this research mainly focused on how to improve the quality of the relevance judgement 

sets and through that increase the accuracy of the evaluation process. The experiments 

related to this research run on a test collection called TREC, which was developed by the 

NIST organization, a large dataset mainly to support research within the information 

retrieval community. This large-scale test collection contains document corpus, topics or 

queries, and also relevant judgment sets. 

1.3 Problem Statements 

The main aim of this research is to improve the quality of the judgment sets. However, as 

discussed in Section 1.2,  it has been noticed that many relevant documents were not 

retrieved into the judgment sets during the pooling process. It leads to the incompleteness 

of the judgment process. Also, it has been noticed that the ranking of the documents in 

the judgment sets is uneven. These all will affect the quality of the judgment process. 

These issues are highlighted in detail below. 

Partial relevance judgments- One of the main issues addressed by this research is the 

partial relevance judgments. During the pooling process, researchers assume that all the 

top relevant documents from each run have moved into the pooled list and these 

documents can be given for evaluation purposes. However, as per the experiments, all 

relevant documents have not moved into the pooled list due to some system's performance 

in ranking of the documents. The relevant documents in the unjudged list are considered 

irrelevant and not considered for the evaluation process. It affects the quality of the 

relevance judgment sets and affects the accuracy of the evaluation process.  
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Biasness- Using some rank aggregation techniques, the runs will be merged. From these 

runs, pooled documents were selected. Even in the pooled list, documents were not ranked 

according to their relevancy. Due to that average precision value of the systems goes 

down. The documents that are not relevant are getting higher ranks than the documents 

that are relevant. It creates the biasness in the system's effectiveness during the evaluation 

process. 

This research entitled these two problems and tried to increase the number of relevant 

documents in the relevance judgment sets and through that increase the quality of the 

judgment sets through a cost-effective method and through that increase the accuracy of 

the information retrieval evaluation process. Also, this research focused on reducing the 

biasness in the system rankings of the relevant documents and through that increasing the 

system effectiveness in the evaluation process.  

1.4 Research Questions 

Based on the problems identified and considered for this research, the research questions 

proposed are highlighted below. 

 RQ 1. How the document similarity and pooling methodologies within the 

document manifold will increase the number of relevant documents in the pooled 

list based on their relevancy? 

RQ1.1: How do the document similarity and pooling methodologies increase 

the number of relevant documents in the pooled list/judgment list based on 

their relevancy?        
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RQ1.2: Is there variation in the system rankings when using different 

evaluation depths and pool depths for the evaluation process? 

RQ1.3: Can the consideration of unjudged documents help to retrieve more 

relevant documents compared to the baseline methodologies proposed earlier 

by the researchers?  

RQ1.4: Which clustering techniques help the proposed methodology to 

perform better? 

 RQ 2. How do the global similarities between the documents and considering 

system evaluation scores increase the quality of the relevant judgments? 

RQ2.1: Can the participating systems retrieve a greater number of relevant 

documents with reduced topic size? 

RQ2.2: Can the participating systems retrieve a greater number of relevant 

documents by considering documents from good contributing systems? 

RQ2.3: Does considering good contributed systems documents specifically 

have any benefit over baseline methodologies?  

 RQ 3. How to overcome the baseline methods limitations in terms of biasness in 

the ranking and incompleteness in the judgment sets? 

RQ3.1: Can the consideration of document similarity and unjudged documents 

from pooling techniques help to reduce the biasness of the system rankings 

during the evaluation process? 

RQ3.2: How to evaluate the effectiveness of the proposed ideas compared to 

the baseline methodologies using various evaluation metrics? 
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 1.5 Research Objectives 

 RO 1. To propose an experimental methodology to improve the accuracy of 

Information Retrieval Evaluation by increasing the number of relevant documents 

in the judgment list as compared to the baseline methodologies  

RO1.1  To propose an experimental methodology to improve the accuracy of 

the information retrieval evaluation by considering documents from unjudged 

clustered or classified documents set. 

RO1.2  To measure the system performance using various evaluation metrics 

with different evaluation depths and pool depths. 

RO1.3  To measure the effectiveness of the proposed methodology in terms 

of the number of relevant documents. 

RO1.4 To explore the effectiveness of the proposed methodology using 

different clustering techniques. 

 RO 2. To increase the quality of the relevant judgment list by considering the 

topics and participating systems compared to the baseline methodologies. 

RO2.1 To measure the quality of the relevant judgment list by considering the 

reduced topic size. 

RO2.2 To increase the quality of the relevant judgment list by considering 

participating systems evaluation scores. 

RO2.3 To measure the effectiveness of the proposed methodologies' cost-

effectiveness based on topics and participated systems. 

 RO 3. To measure the effectiveness of the proposed evaluation methodology in 

terms of biasness in ranking and incompleteness in ranking. 
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RO3.1 To measure the effectiveness of the proposed methodologies by 

considering biasness in ranking documents. 

RO3.2  To measure the overall effectiveness of the proposed methodologies 

to improve the accuracy of the evaluation process.             

1.6 Scope  

Information Retrieval is a process of retrieving relevant documents from the document 

corpus or web collection based on a user query. How much relevant information is 

retrieved from the users is evaluated based on the information retrieval evaluation 

process. Document corpus consists of various types of data including text, audio, and 

video. This thesis mainly concentrated on test collections which consist of text-based 

documents only. For image-based and audio-based test collections, methodologies and 

techniques considered might be different. In addition, in this research the primary focus 

is on how to increase the number of relevant documents in the judgment list, and through 

that it helps to increase the quality of the judgment sets and through that can increase the 

accuracy of the evaluation process. And this research is not to focus on optimizing or 

improving the quality of any test collection.  

1.7 Contributions of the research 

Notable contributions have been given in this thesis in the area of IR research. These 

contributions can result in the answers to the research questions mentioned above.  

To start with, this research's main aim is to increase the quality of the relevant judgment 

sets during the IR evaluation and through that increase the accuracy of the evaluation 
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process. Based on the literature review, it has been noticed that existing methodologies 

or techniques have limitations in producing enough relevant documents in the relevance 

judgment sets. Some existing methodologies have tried to increase the number of 

documents in the judgment sets, but the quality of these documents based on their 

relevancy is lesser compared to the traditional approaches. It might be due to either not 

having enough relevant documents in the relevance judgment sets or the ranking of these 

documents might not be accurate. 

First, An experimental methodology has been proposed to increase the number of relevant 

documents in the judgment sets. The results have shown that the proposed one was able 

to increase the quality of the judgment sets compared to the baseline methodologies. Also, 

compared to the baseline works, the proposed methodologies were able to retrieve a 

greater number of relevant documents with lesser pool depth. It helps indirectly to 

improve the accuracy of the evaluation process by improving the system effectiveness 

score. Also, through the evaluation measures, it has been noticed that the systems perform 

better based on different pool depths and evaluation depths. The system performs better 

when the pool depth is greater than the evaluation depth and also when the pool depth is 

equal to the evaluation depth. Also, when the number of relevant documents in the 

relevance judgment sets is greater than the pool depth and when the evaluation depth 

becomes greater than the pool depth, the performance of the system varies significantly. 

Also, various clustering techniques have been compared to the proposed methodology 

and shown which one performs better.  

Secondly, To further improve the quality of the judgment sets by cost-effectively 

considering the test collections. Test collections have a greater impact on the quality of 

the judgment sets. This research has considered topics and participated systems 
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components. Here cost effectiveness is considered based on the topic sizes and 

participated systems efficiency. The results show that if consider only easy topics or most 

effective topics, can maintain the quality of the judgment sets.  Even hard topics or less 

effective topics also can be considered for judgment purposes, but the topic size needs to 

increase. However, with a smaller number of effective topics, easy topics can maintain 

the reliability of the effectiveness measurement of information retrieval systems.  

Also, With the enhancement of the proposed methodologies by considering good 

participated systems documents, the results show that a greater number of relevant 

documents were able to achieve the relevance judgment set. Also, it has shown that with 

lesser depth itself, systems were able to achieve more relevant documents. Also, it has 

shown that as the judgment document size increases, the MAP value gets closer to all the 

methodologies. These results show that computational cost gets lesser with reduced topic 

size and good contributed systems documents by using proposed methodologies.  

Thirdly, consider the problem of incompleteness or biasness in the judgment list. This 

means the judgments that are biased against the systems or systems that are not 

contributing enough relevant documents to the pooled document list. Also considered the 

issues on systems that are assigning higher ranks to the documents that are irrelevant than 

the documents that are relevant. Whenever the relevance judgment set size increases, the 

incompleteness or the biasness also increases. The consistency is not maintained well. 

The results show that with the help of score adjustments and document selection for the 

relevance judgments, incompleteness has been reduced. Also, the proposed 

methodologies were able to adjust the order in which the documents are added to the 

judgment set.  With the help of bpref measure, it has been proven that incompleteness has 

reduced, and it is almost flatter as the relevant judgment set size increases. Also, it 
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continuously ranks all systems in the same preference order as when using the complete 

judgments for a higher level of incompleteness. The overall contribution of this research 

is shown in Figure 1.11. 

 

Figure 1.11:  System-based IR evaluation with contributions 

1.8 Thesis Structure 

The overall structure of the thesis is described below. Chapter 2 gives a detailed 

overview of information retrieval, information retrieval evaluation, various ways of 

evaluating information retrieval, the importance of retrieval evaluation, the various 

Univ
ers

iti 
Mala

ya



 
19 

 

 

 

metrics used in the information retrieval evaluation, The TREC dataset collections, and 

the other test collections like CLEF, NTCIR, etc have outlined in detail in this session. 

Section 2.1 gives a detailed view of the various existing methodologies used to increase 

the number of relevant documents into the judgment list and also the effectiveness of 

these methodologies was described in detail.  Later, it described the issues of the existing 

methodologies' performances in the matter of retrieving the number of relevant 

documents. Section 2.2 gives a detailed description of test collections with topics and 

participating systems. It also explained how these components have an impact on the 

existing methodologies in the matter of the quality of relevance judgment sets. In Section 

2.3, the issues of incompleteness or biasness in the judgment sets were considered. Also, 

the impact on the ranking of documents in the judgment sets is considered. 

Chapter 3 covers the methodology proposed by this research. Section 3.1 describes 

the research approach and Section 3.2 describes the overall research framework and 

experimental methodology that has been proposed in order to retrieve a more effective 

number of relevant documents from the runs. Also, the effectiveness of this methodology 

over different clustering techniques was explored well. 

 Chapter 4, describes how to maintain the quality of relevant judgment sets by using 

the reduced topic size and through that reduce the computational cost in the matter of 

lesser test collection. Also, this section proposes an improved version of the proposed 

methodology mentioned in Section 3.2, which considers the documents only from a set 

of retrieval systems that have been chosen based on some evaluation score and through 

that also reduces the computational cost in the matter of lesser test collection.  The 

performance of the proposed methodologies by ranking the documents in the relevant 
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judgment sets based on their relevancy and improving the quality of the judgment sets 

have been explored using the standard evaluation metrics. 

 Chapter 5 covers the results and discussions of the methodologies proposed in 

Chapter 3 and Chapter 4.  Section 5.1 covers the performance of the methodology 

proposed in Section 3.2 has been evaluated by comparing it with the baseline 

methodologies. The effectiveness of this methodology has been evaluated using various 

evaluation metrics by considering different pool depths and evaluation depths. and found 

out which clustering technique might perform better results in the matter of increasing 

the quality of the judgment sets. Section 5.2 covers the effectiveness of the improved 

proposed methodologies from Sections 4.1 and 4.2, based on reduced topic size, and 

considered documents from systems based on evaluation scores are explored in this 

session. Section 5.3 covers the effectiveness of the proposed methodologies to reduce the 

biasness in ranking documents compared to the baselines and at the same time how 

effectively improved the quality of the judgment sets are shown.  

Chapter 6 concludes the thesis by emphasizing the thesis contributions to the proposed 

methodologies and their effectiveness in improving the quality of the judgment sets and 

through that increasing the accuracy of the evaluation process. It also includes the 

limitations and future works that can enhance the performance of these methodologies.  
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CHAPTER 2: LITERATURE REVIEW 

 

The overall view of information retrieval, information retrieval evaluation, various 

evaluation metrics, and the various test collections available for the evaluation process 

are described in detail in this session.  

2.1 Information Retrieval 

The field of Information Retrieval(IR) was born in the 1950s and the term “Information 

Retrieval” was popularized among the IR community researchers in 1961. Information 

retrieval is a process of retrieving information from the raw data, which is in a large 

database collection (Sagayam et al., 2012). This process includes filtering, searching, 

matching, and ranking operations (Roshdi & Roohparvar, 2015). These processes have 

three main components including the contents of the document, the user’s information 

need, and a comparison of these two. The contents of the document needed an indexing 

process which helps to index the document for the matching process. This indexing 

process happens offline, in which the end-users are not involved. User-information need 

is the information searched by the user undergoes a query formulation process and the 

result of this process is query. Comparison of these two results is called matching and the 

end of this result is the retrieved documents. Once the retrieved documents are produced, 

based on the feedback, new user information need or query will be generated 

(Djoerd,2009).  

Whenever a user sends a query to the participating systems, the systems collect a set of 

documents from the document corpus or the web of collections, these documents will be 

ranked according to their relevancy and these ranked documents are sent back to the users. 
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The documents received by the end users will be relevant to the users’ query. The flow 

of the information retrieval process is shown in Figure 2.1.  

 

Figure 2.1:  Information retrieval process 

The quality of the documents retrieved varies based on the participating systems' 

performance. Many studies have been done on the growth of the internet and the 

technologies used to retrieve data from various data sources such as web pages, media, 

and hosts(Martinez-Rodriguez et al.,2020)(Nowrozi et al.,2022). It has shown that 80% 

of the users are depending on the search engines and search services to collect their 

information. At the same time, they claim that users are completely not satisfied with the 

information retrieved by the search engines due to lower retrieval speed, communication 

delay, noise, and broken links (Kobayashi & Takeda,2000).  

Various models of document retrieval have been proposed by the researchers to retrieve 

the documents effectively. These models were proven effective with small datasets. Later 

large datasets proposed by the US Government under the organization of NIST(National 

Institute of Standards and Technology) have changed the view of information retrieval. 

With the updated models and techniques, the systems were able to retrieve documents 
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more effectively based on their relevance. The performance of these models can be 

evaluated based on learning-to-rank models consisting of a model for learning and a 

learned model to re-rank the documents. Based on top-k documents a sample will be 

created and a query-dependent document retrieval task to see the performance of the 

systems. By using a loss function, a new query, and ranked top-k documents, the learned 

model predicts a relavance score to know the quality of the documents retrieved (Aydin 

et al., 2024) 

2.2 Information Retrieval Evaluation 

The research methodologies related to the information retrieval systems are based on the 

Cranfield paradigm, which consists of a set of test collections that is quite large and used 

for evaluating the quality of the different retrieval methods and techniques. A test 

collection consists of a document corpus which consists of a set of documents, topics, 

user information needs, and a relevant judgment set, which shows the relevancy of a 

document over a topic. This judgment set is a binary representation of all the documents 

to all topics (Voorhees,2002). Cranfield assumes that all the relevant documents have 

been generated in the judgment lists, which means all the documents that are relevant to 

all the topics have been collected correctly and moved to the judgment list. For smaller 

datasets, this assumption is correct, and large datasets like TREC(Text REtrieval 

Conference), and CLEF(Cross Language Evaluation Forum) might be closely accurate to 

the Cranfield assumption (Buckley & Voorhees, 2004).  

Information Retrieval Evaluation is a process of measuring how well the participating 

systems meet the information required or needed by the user (Voorhees,2002). The 

evaluation of information retrieval systems is done for two purposes. First, to know the 
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performance of the systems. Based on the user information needs, the resources must be 

ranked according to their relevancy. The performance of the retrieval systems is 

determined not only by their efficiency but also by their effectiveness, that is the ability 

to retrieve as many relevant documents, rank them according to their relevancy, and at 

the same time suppress the irrelevant ones (Ferro, 2017). Second, to know why the quality 

of the relevant judgments is important. The quality of the relevant judgments increases 

based on the number of relevant documents increases. If we fail to collect enough relevant 

documents in the judgment set, the quality of the set also decreases, and through that 

increases the accuracy of the evaluation process, and indirectly it will help the users to 

rely on the search engines (Rahman et al.,2020).  

To evaluate the information retrieval systems, two approaches can be adopted. These are 

system-based and user-based evaluations. User-based evaluation measures the 

satisfaction of users with the systems and System-based evaluation measures how well 

the systems retrieve the relevant documents effectively and at the same time rank them 

according to their relevancy (Voorhees,2002). The main aim of the information retrieval 

evaluation is to find out the user’s satisfaction with the retrieval documents, so user-based 

evaluation is preferable to the system-based evaluation. However, User-base evaluation 

requires a large sample of actual users for evaluation purposes. Each of the systems to be 

compared must be well developed, same user interface, and with same compilation speeds 

(Mandl,2008). Also, user-based evaluation is subjective, it varies based on the user’s 

perspective, user requirements, and user’s judgments, and is dynamic based on time to 

time (Zuva et al., 2012). It varies based on the user’s readability effort, understandability 

effort, and also findability effort (Rajagopal & Ravana, 2019). Each experiment requires 

lots of human participation and thus, it is costly and time-consuming.   
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On the other hand, system-based evaluation is completely dependent on a test collection 

that has developed with limited resources of expert judges (Maddalena et al.,2017). The 

test collection consists of a document corpus, topics, and a set of relevant judgments 

(Voorhees,2002), (Mandl,2008), (Melucci & Baeza-Yates,2011). Even though it's costly 

to generate the test collection, the advantage is that it can be reusable for each experiment. 

The experiments based on test collection consider topics as the main experimental unit 

and based on each topic, the systems collected documents from the document corpus. The 

evaluation of the retrieved documents will be based on the relevance judgment set 

available in the test collection. This set will show the relevancy of each topic to each 

document (Moghadasi et al.,2013), (Carterette et al,2010).  

This thesis is a complete reply to the system-based evaluation, in which the test collection 

used for this experiment is based on the TREC dataset. TREC is one of the well-known 

test collections which have developed by the U.S National Institute of Standards and 

Technologies (NIST) based on a large set of IR evaluation series. This test collection has 

been used mainly for the evaluation of large-scale text retrieval methodologies. The 

detailed view of TREC test collection is described in Section 2.3.  
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Figure 2.2:  Information retrieval evaluation process flow with step-by-step 

process 

The TREC evaluation process works as follows. The TREC data collection consists of a 

document corpus, topics, and a set of relevant judgments. Each participated system 

collects a set of relevant documents from the document corpus based on the topics. These 

documents will be called runs and they will be ranked according to their relevancy. These 

runs will be merged using any rank aggregation technique and called multiple ranked 

lists. These ranked lists can be given for the evaluation process. However, judging the 

whole document is time-consuming and costlier. So, the evaluation initiatives have 

proposed some techniques to retrieve some sets of documents which considered highly 
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relevant from these runs. Some of these techniques are pooling, sampling, etc. The pooled 

documents will consider only a subset of documents from the runs which considered 

highly relevant and sent these pooled documents for the evaluation process (Losada et 

al.,2018). Evaluation is conducted mainly to find out the performance of the participating 

systems in how many relevant documents have been retrieved by these systems. 

Evaluation of these systems is generally done with some evaluation metrics such as 

Precision, Average Precision, etc, which will be discussed in Section 2.5. The overall 

flow of the Information retrieval evaluation process is shown in Figure 2.2. 

2.3 TREC collection 

The U.S. government’s National Institute of Standards and Technologies (NIST)has run 

a large set of yearly workshop series called Test REtrieval Conference (TREC) to provide 

the infrastructure necessary for the large-scale evaluation of text retrieval methodologies. 

To improve the research in this area, TREC has provided large full-text documents and 

standardized the evaluation methodologies. TREC started in the year 1992, and since then 

the impact on the research in this area has significantly improved, and the effectiveness 

of the retrieval has almost doubled. With the development of TREC collections, the 

problems faced with the existing systems' capabilities and measurement techniques in 

evaluating operational systems were solved. The issue of developing a large dataset and 

evaluating the methodologies over the large dataset to evaluate these methodologies were 

big concerns for the researchers. This test collection provides gigabytes of test data, 

search statements, and expected results of the search results which helps the researchers 

to overcome those issues.  
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TREC collections are mainly used for evaluating the methodologies and models used in 

the evaluation process. Also used to select the best contributing systems, monitor, and 

evaluate system performance and effectiveness, evaluate query generation, and find out 

easy and hard topics in the matter of retrieving a greater number of relevant documents. 

It also helps to provide the inputs to the cost-effective analysis of information systems. 

Also, through the evaluation metrics score can determine the changes that need to be 

made to an information system for effective retrieval.  

2.3.1 Overview of TREC versions 

 

The Cranfield collection, created in 1960 contained around 1400 documents and 225 

queries which made the researchers difficult to evaluate the retrieval systems effectively 

at later times. The main issue faced during those evaluation periods was the same set of 

documents with the same evaluation techniques which made the researchers difficult to 

compare the system's efficiency and also the techniques' efficiency due to time 

constraints. Text Retrieval Conference (TREC) overcame these issues and helped the 

researchers to do the research in retrieval systems using large dataset collection. 25 

participated systems were there in TREC-1 with around one giga-bytes TIPSTER 

collection of topics and documents including training sets and test sets. The TREC-1 

result can be considered as a baseline for future research with a large test collection 

(Harman,1993).  

The TREC-2 conference occurred in 10 months less than the first conference. Many of 

the TREC-1 groups were managed to complete the system re-building and tuning by this 

time which helped to show better results compared to what happened in the TREC-1 

evaluation time. In TREC-2, 150 people were involved with 31 participating systems. 

Large variation in results was shown by including methods like term weighting, natural 
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language processing, and pattern matching. Considered TREC-2 result as a baseline for 

more complex experimentation (Harman, 1995). TREC-3 goal was to allow participating 

groups to freely devise their experiments within the TREC task. This includes manual or 

automated topic expansion, manually modifying the expanded topics, topic weighting, 

and passage retrieval. Also, at this conference extension of the English language to other 

languages especially Spanish. This helped the users with the query modification and 

achieved better recall scores (Harman, 1995). 

In TREC-4, more tracks were introduced other than adhoc and routing, with different data 

and evaluation techniques, based on some specialized tasks. Five tracks were introduced 

as a Multilingual track mainly for non-English test collection, a Filtering track for 

evaluating routing systems, an interactive track, a database merging task, and a confusion 

track (Herman, 1996). In TREC-6, even though VLC tracks were introduced with 7.5 

million text corpus, researchers started to investigate the possibility of collecting a test 

collection that reflects the aspects of Web searching. Also finding the accurate topic 

difficulty requires a set of relevant document lists which indirectly help to increase the 

retrieval effectiveness (Voorhees & Harman, 2000). Even TREC-7 also had a VLC track, 

officially web track was introduced in TREC-8. Web Track concentrated on two web 

tasks. Small and Large Tasks. The smaller one is made with 2 gigabytes with 250,000 

document corpora distributed as a WT2g collection. The larger one featured later with 

100 gigabytes with 18.5 million web pages. The purpose of Web Track was to find out 

how WT2g performs well for Adhoc Track and also monitor the effectiveness of the 

ranking of the search engines (Hawking et al., 1999).  

Adhoc tracks were the main track over the eight previous tracks. In TREC-9, researchers 

realize that enough infrastructures exist to support the retrieval task, so from TREC-9 
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onwards, the ad-hoc track has been removed and included seven tracks like web retrieval, 

cross-language retrieval, spoken document retrieval, query analysis, question answering, 

interactive retrieval, and filtering (Hawking, 2000). TREC continues to grow, and many 

changes and updates occurred over the tracks based on the infrastructure availability. 

Some track goals were achieved and removed from the track list like the spoken document 

track. Most of the remaining tracks continued, but with some changes like Web Track 

included navigation topics, cross-language tracks have added documents with Arabic and 

French languages, and so on (Voorhees, 2000).  

2.3.2 Test Collections 

 

For a long time, text retrieval has been done with the help of test collections which are 

mainly used for retrieval experimentations. TREC continues this tradition, and it has a 

test collection that helps to evaluate retrieval systems and techniques efficiencies with 

large data collection. Test collection is an abstraction of the retrieval environment which 

consists of mainly three parts such as document corpus, topics, or queries, which means 

a set of information needs and relevant judgments, which shows an indication of which 

documents are relevant and must be retrieved based on the topics or queries.  

2.3.2.1 Document Corpus 

Document corpora consist of a large number of documents which consist of samples of 

texts that reflect the variety based on subjects, document formats, word choices, etc. 

These documents are used for the retrieval performance. Usually, these document sets are 

quite large. The earlier TREC datasets contain documents that are based on newspapers 

or newswire articles, some government documents like patents, and computer science 
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abstracts. It was about 2 gigabytes of data. The document set used in various tracks varies 

with smaller and is larger depending on the requirements of those tracks.  

As the tracks are getting increased, the document corpus sizes also increase. For example, 

the TREC-8 dataset, stored the document corpus in 5 CD-ROMs in which each disk 

contains compressed 1GB of data. NIST organization has tried to keep the originality of 

the data as it is without updating the contents. Each document consists of a document id  

DOCID, title of the content, body of the content, and dome marked-up details regarding 

the documents as shown in the figures, Figure 2.3 and Figure 2.4.  

 

Figure 2.3:  Document type structure 

 

Figure 2.4:  A sample of document from TREC-8 ad-hoc retrieval tasks 
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2.3.2.2 Topics 

 

Topics are the statements of the information needed by the user and queries are the 

formatted data structure given to the retrieval systems. The TREC test collection provides 

a large number of topics that help to construct queries through various methods and also 

it provides some information regarding why this document is considered relevant. There 

is a traditional format followed by the TREC organization. Earlier versions of the topics 

were very detailed with multiple fields and concepts related to the topic subjects. From 

TREC-3 onwards, the concept-based contents were removed. But still, the accessors felt 

that the descriptions were too long. So other fields' contents also were reduced. From 

TREC-4 onwards, the description was made into one sentence of the information needs 

(Hawking & Voorhees, 1999). In later versions, only query identifier, title, description, 

and narrative only provided as shown in Figure 2.5.  

The query identifier is used as an identifier. The titles are designed to allow running the 

experiments with short queries. The title consists of three words, that neatly shortly 

describe the topic. The description is provided in one sentence which helps to describe 

the information needed by the user of the topic area. The description sentence contains 

all the words provided in the topic title. The narrative provides a small description of why 

the document is relevant to the topic. The sample structure of a topic is shown in Fig 2.6.  

Participants were allowed to use any method of query creation either through automatic 

or manual methods. Automatic methods create queries from the topic statements without 

any human intervention. Manual methods consider manual query construction in the 

initial stage and reformulate the query based on the document set retrieved. Manual query 

construction is a very broad area. All these topics were constructed based on the accessor's 

interests and they are the same person who did the relevance assessment on what all 
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documents are relevant to those topics. The NIST TREC team selects some topics from 

these lists based on the number of relevant documents retrieved and also considers the 

accessors' load balancing (Harman,1995).  

 

Figure 2.5: Topic structure 

 

Figure 2.6: A sample of the topic from TREC-8 ad-hoc retrieval tasks 
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2.3.2.3 Relevance judgments 

 

Relevance judgments are one of the main components of the test collection. Based on the 

topics and documents' relevancy, relevance judgments have been created. The retrieval 

task aims to generate a set of relevance judgments that can retrieve all the relevant 

documents and at the same time, suppress the irrelevant ones. TREC follows binary 

relevance judgment. 1, indicates the document is relevant to the topic and 0, indicates the 

document is irrelevant to the topic. The relevance judgment is created by the accessors, 

in which they are asked to create a report based on the topic they have chosen. If the 

document has any of the content which has given in the report, then this document will 

be considered relevant to the topic. The document relevancy is not chosen based on how 

many other documents have the same content (Harman, 1992). 

Judging a document based on topic content is subjective. It varies based on accessors to 

accessors. And also, the judgment varies for a document by the same accessor at different 

times (Linda, 1994). The relevance judgment of earlier test collections was complete due 

to the smaller size, and it was feasible. From TREC-3 onwards, as the dataset size is 

increasing, making judgments throughout the whole document corpus is a tedious process 

as the test collection has around 800,000 documents and relevancy checking of all these 

documents for one topic takes around 6500 hours. So, the researchers have used a 

technique called pooling (SparckJones & Rijsbergen, 1975) to collect a subset of 

documents for the judgment of the topic. The documents that have not been considered 

for the pooled list are considered irrelevant documents (Buttcher et al.,2007). 

The pooled list of relevance judgments is created as follows. When the participants submit 

the runs to the NIST, they rank these runs in the order in which they prefer to judge the 

documents. NIST will consider how many runs need to be considered for the judgment 
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process, and these documents have been sent for the evaluation process. Usually, the top 

100 documents were considered for the evaluation process. So around 1/3 of the 

documents have only been considered and it became feasible for the accessors to make 

the relevance judgment set. The quality of the relevance judgment sets varies depending 

on the pool depth and the size of the topics considered for the evaluation process (Zobel, 

1998). The relevance judgments are beneficial when the same test collections are used for 

future purposes. Also, the cost of recreating the relevant judgments can be avoided 

(Carterette et al., 2010). The relevance judgment list consists of topic id, document id, 

and relevancy identifier as shown in Figure 2.7, Figure 2.8, and Figure 2.9. Fig 2.7 shows 

the structure of the relevance judgment sets, Figure 2.8 shows the average list of relevant 

and non-relevant documents in the TREC-8 track.  

 

Figure 2.7: Relevance judgment structure 

 

Figure 2.8: Relevance judgment list contents based on TREC-8 

0, indicates non-relevant around 94.6% of documents and 5.4 % of relevant documents 

based on pooled documents for each topic for all documents in the pooled list. Figure 2.9 

shows the sample qrels sets which consist of topic id with all documents and show the 

relevancy. 

Univ
ers

iti 
Mala

ya



 
36 

 

 

 

 

Figure 2.9: A sample of relevant judgment sets from TREC-8 ad-hoc retrieval 

tasks 

2.4 Other Test Collections 

For most of the information retrieval evaluation text collections are required regardless 

of its size, whether is smaller or larger. So many evaluation series have been run by the 

researchers to make the text retrieval evaluation easier. Most of the test collections are 

based on adhoc retrieval systems evaluations. 

Cranfield test collections: In earlier times, Cranfield test collections were the pioneering 

ones, which helped to retrieve precise quantitative measures of information retrieval 

effectiveness. Comparing the effectiveness of the retrieval systems using different 

languages on a single document set with a set of topics, helps the researchers to develop 
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the Cranfield paradigm (Cleverdon, 1967). This collection was developed in the United 

Kingdom in the late 1950s and it contains around 1500 documents with 225 topics and 

also a set of relevant judgment sets with topic-document pairs (Voorhees, 2019).   

CLEF: Conference and Labs of the Evaluation form, (formally known as Cross-Language 

Education and Functions) has bought a substantial increase in the participating groups 

immediately after the TREC-8 series. CLEF has run mainly as a successor of the TREC-

6-8 cross-language (CLIR) track (Braschler,2000). Multilanguage retrieval was the main 

aim of the CLEF, and it has had a greater impact on the researchers. As the CLEF series 

continues, CLEF 2006 tried to enhance the development of monolingual and cross-

language textual retrieval systems. Monolingual tasks offered querying and finding 

documents in one language, Bilingual tasks offered querying in one language and finding 

documents in another language. Cross-language offers finding documents for difficult 

queries and it tried to conduct using expert participants (Nunzio (2007).         

NTCIR:   NTCIR is a series of evaluation workshops happening every and a half years 

and the aim of this workshop is to provide a large test collection that can enhance the 

information access technologies like information retrieval, cross-lingual information 

retrieval, text summarization based on both automatic and manual way, question 

answering and text mining. NTCIR workshop started in late 1997 with the aim of cross-

lingual information retrieval including text stemming, and indexing. Earlier CLEF was 

only with English and its language became difficult for international information transfer 

in the Asian countries. Like performing CLIR between languages that have different data 

structures like English with Japanese, Chinese, etc (Kando,2004). This concern has been 

overcome in NTCIR, and it has attracted lots of international participants to this 

workshop. NTCIR has started with Adhoc, CLIR, and Term extraction tasks. The 
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following workshops included Chinese, Japanese (Monolingual), and Text 

summarization tasks. Question answering, Patent, and Web Retrieval came in NTCIR -3 

workshops (Kando,2007). 

FIRE: Forum for information Retrieval Evaluation is a forum started based on TREC, 

CLEF and NTCIR. The main goal of this forum was to create a cross-lingual information 

retrieval mainly for the Indian Languages. This effort has developed based on a nationally 

funded project called Cross-Lingual Information Access (CLIA). The goal of this forum 

was to develop resources for a cross-lingual information access system between English 

and 6 other Indian languages. This forum started with two tasks as Adhoc Mono-lingual 

retrieval and Adhoc cross-lingual retrieval (Majumder et al., 2008). 

INEX: INEX focuses on structured documents which can provide large text collections 

with structured documents, uniform evaluation measures, and also a forum for the 

organizers to compare their results. Research tracks have been included in this collection 

such as the Social Book Search track, Linked Data Track, Tweet contextualization, and 

Snippet Retrieval Track. Most of these tracks have used an XML version of the Wikipedia 

corpus and this forum was mainly concentrated on NLP researchers (Bellot et al., 2013). 

2.5   Improving the accuracy of the Information Retrieval Evaluation process  

The evaluation of information retrieval systems' performance is not only based on their 

efficiency but also their effectiveness. Effectiveness is calculated based on several 

relevant documents retrieved by the participating systems. The ability of the systems to 

retrieve as many relevant documents and at the same time suppress the irrelevant ones 

(Ferro, 2017). The main aim of information retrieval evaluation is to increase the accuracy 

of the information retrieval evaluation by increasing the quality of the relevant judgment 
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sets and it can be achieved by increasing the number of relevant documents in the 

judgment sets.  

2.5.1 Improving accuracy by considering the number of relevant documents in the 

judgment sets 

 

Various studies and experiments have been done by the researchers to improve the quality 

of the judgment sets. These experiments helped to increase the accuracy of the evaluation 

process. Figure 2.10 shows the various methodologies proposed earlier by the researchers 

and the categorization of these methodologies. This literature review shows the depth of 

these categories, and each category of these methodologies was described in detail.  

Information retrieval evaluation is a vast area. One way of evaluating these systems is to 

find the quality of the judgment sets and to find out ways to improve the quality of the 

judgment sets. Many ways were proposed by the researchers to improve the quality of the 

judgment sets such as pooling, human accessors, based on topics, and document 

similarity. Each of these methodologies was described in detail and the advantages and 

disadvantages of methodologies are described here. 
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Figure 2.10: Categories of various methodologies are used to generate relevant 

judgment sets in the evaluation process. 

2.5.1.1 Increasing relevant documents based on pooling 

 

Finding relevant documents from the merged run list is costly and time-consuming. This 

process was done by the human accessors earlier who were experts in those areas. TREC 
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test collection which is an initiative from the NIST organizers has provided a large 

collection of documents to do the large-scale evaluation of systems. Each TREC 

collection size is in millions and billions. An example of TREC collections with several 

documents and several topics is shown in Table 2.1. 

Table 2.1: TREC collection samples 

 

Judging such big collections through expert judges takes decades to complete the task and 

it's costly to afford too (Moghadasi et al., 2013). An alternative solution for this issue was 

the crowdsourcing. Intending to collect relevant documents from real users in the crowd-

sourcing platform was the next choice (Tonon et al., 2015). But this method also had 

some limitations such as it was more error prone. 

As a solution, (Spark Jones & Rijsbergen,1975) have proposed another technique called 

pooling, which considers only a subset of documents from the merged ranked list. It takes 

only top-k documents from each run created by the systems. As per the assumptions, all 

the documents in the pooled list are relevant, and documents that have not moved into the 

pooled list are considered irrelevant. The quality of the relevance judgment set is based 
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on the pool depth chosen and also the retrieval methods used for the evaluation (Buckley 

et al., 2007).  

The traditional and still popular first pooling method is depth@k, which considers the top 

k relevant documents from each topic from the runs created by the participated systems. 

All the duplicated documents were removed from the list and given to the human 

accessors for evaluation purposes. This method helps to reduce the size of the judgment 

list (Spark Jones & Rijsbergen,1975). The judged list will be called a partial relevant 

judgment set as it is considered only a part of the whole judgment list.  

The traditional pooling method became very popular and helps to maintain the accuracy 

of the evaluation process, but the pool depth cannot be fixed to any chosen size. Pooling 

done with a fixed pool depth might fail to produce enough relevant documents. As the 

document size increases, pool depth also might need to be in-depth, which helps to 

maintain the quality of the judgment sets. But these results again affect the human 

accessors' effort, cost, and time. Table 2.2 shows some TREC document collections and 

various pool depths to achieve a certain percentage of relevant documents.  

Table 2.2: Variation in the number of documents, topics, and pool depth in the 

TREC dataset to achieve a certain number of relevant documents 
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To reduce those cost and effort, the number of judgments need to be reduced. An 

alternative option was the extraction of documents that have to be top-k and taking a 10% 

sample of the documents from the top-k list. These samples are given for the evaluation 

process (Buckley et al., 2007). Pooling based on evaluation measures was the alternative 

option to solve the large-scale evaluation and these used a methodology called Active 

sampling. A sampling strategy is used to find out the runs that hold the higher probability 

of the relevant documents and the ranking of documents done based on the sampling 

process. Later samples were retrieved from these runs which performed better which 

found out based on the evaluation measures such as the Horvitz-Thompson estimator. 

This estimator is used to evaluate the evaluation metric of all the runs (Li & Kanoulas, 

2017). 

Another pooling methodology is called the dynamic pooling method which repeatedly 

chooses documents from the unjudged list based on the documents from the judged list. 

This concept of choosing sampling was different from the pooling method but helped to 

retrieve more documents into the judgment sets. These samplings have been done based 

on meta-ranking and statistical sampling techniques.  MFT, hedge, and bandits methods 

are some of the examples of these techniques (Cormack et al., 2018). Fair pooling is 

another way of doing pooling which is done by applying a fairness score, which creates 

a subset of pooled documents as similar as possible for all runs. In the same way, another 

pooling is called opportunistic pooling, which creates a subset of documents based on 

several judgments needed and based on a threshold value (Tonon et al., 2015).  

Another methodology was based on rank-biased precision, Rbp, which identifies relevant 

documents based on fixed size N and fixed budgets. Rbp is a rank-biased precision that 

considers documents based on document rank probability and examines documents in 
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turn, which move from one document to another. If the user prefers the ith document, the 

probability of moving to the next document is i+1 (Moffat & Zobel,2007). Three methods 

are proposed by (Moffat & Zobel,2007) are Method A: RBP Abased@N, Summing 

Contributions, which considers documents to be selected into the pool based on their 

overall contributions to the effective evaluation, Method B: RBP Bbased@N, Weighting 

by residual, which considers documents based on overall contribution to the pool and also 

weighting of the individual documents. Method C: RBP CBased@N, Raising the power, 

which tries to increase the score component by increasing the power of the current score. 

Based on common evaluation measures, three strategies were proposed by (Lipani et al., 

2021). Those are Take@N, from Rbp runs, choosing top N documents. DCGBased@N 

discounted cumulative gain, which applied a discount function to rank documents into 

the pool. RRF@N, based on document contribution score finding the system 

effectiveness. PPBased@N calculates the number of relevant documents at rank k to the 

number of documents in k. 

Another methodology includes the contribution of ordering the documents into the pool 

using a concept called Multi-armed Bandits. This method helps to identify most of the 

relevant documents into the judgment list or pooled list. This method was introduced by 

(Losada et al., 2016). This method helps to add more documents to the judgment list with 

minimal effort using the technique called k-armed bandit, which is an approach used to 

adjudicate meta-search documents (Losada,2018). Shallow pooling based on preference 

judgments, which is done by crowdsourcing helps to make more relevant judgments 

based on mean reciprocal rank and top-judged documents and re-evaluate these runs to 

reproduce more documents into the pooled list to increase the quality of the pooled list 

(Arabzadeh et al., 2021). 
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2.5.1.2 Increasing relevant documents based on human accessors impact 

 

Human accessors' help in finding relevant documents has gained a greater impact on the 

information retrieval evaluation process. But every time it won’t be feasible to get the 

human accessors help for the evaluation process especially if the test collection is quite 

large. Every time recreating the judgment list with the human accessors makes decisions 

differently in each occurrence with the same or different accessors. Disagreement among 

the accessors is one of the major issues noticed among the researchers during the 

evaluation process (Alonso et al., 2012). The next major issue was the high cost of 

utilizing these human accessors every time for each round of the evaluation process. 

Many studies have been done by researchers to reduce the cost by considering the 

documents only from a pooled list instead of evaluating the whole document list retrieved 

(Carterette et al., 2008), (Cormack., 1998). Also, another alternative solution was 

reducing the number of topics accessed (Prabha & Sridevi, 2019).  

Crowdsourcing  

To reduce the involvement of human accessors, the alternative solution was 

crowdsourcing. Crowdsourcing has a lot of advantages which mainly include replacing 

human accessors' help and through that can be cost-effective and flexible. The previous 

research shows that the disagreement between the users and human accessors is not so 

high if they work individually, but it is quite large if they work as a group. Sometimes it 

shows that crowdsourcing has produced better results compared to the expert judges. 

Results show that during the TREC collection evaluation process, the judgments were 

done faster with good results at low cost Alonso et al., 2012). 
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In literature, a big challenge among the researchers that have noticed is the agreement and 

disagreement between the accessors based on a topic. Document ambiguity or topic 

ambiguity might be the reasons for the disagreements. Some of the reasons can be that 

the terms in the documents might have different means, information in the query might 

not be clear, and accessors' or users' moods or environments all matter for the 

disagreement among them. Still crowdsourcing was a better option for the evaluation of 

documents with topic-document pairs compared to the assigning of relevance labels to 

the documents. Topic-document pairs have been collected from the multiple accessors 

and results have shown that the quality of the judgment sets has increased compared to 

the previous ones. Here relevancy depends on the distribution of documents and topic 

pairs among the accessors and not based on the absolute value assigned to the documents 

(Maddalena et al., 2017). 

The agreement between the crowdsourcing and the expert judges has been studied based 

on different ordinal scales and different datasets based on the system's effectiveness and 

the topic's quality. Each scale result shows a similar score of the agreements with the 

ground truth and also shows the most accurate results for each topic level based on this 

scale. High correlation values show for both easy topics and system rankings. These 

scales help to get an idea of the various relevance scales or levels of the judgments 

(Roitero et al., 2021). Crowdsourcing is one of the major ways to collect relevant 

judgments on a scale. To scale these Information retrieval collections, around 100 to 

100,000 workers were used. A new proposed methodology, based on topic set size, 

calculated using t-test and ANOVA helps to meet the predefined sets of statistical 

requirements. This can help to estimate the recommended number of accessors needed to 

judge statistical power and this estimation is dependent on the topic with the limited scale 

(Roitero et al.,2023). 
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Based on Frequency 

However, crowdsourcing with large data set collection is always challenging. There can 

be a probability of a high chance of errors in the judgment process due to various 

disagreements, and issues in the indexing, searching, and even in the process of creating 

catalogs. The same word with different meanings might affect the quality of the retrieval 

documents and also the same way, different words with the same means might lead the 

accessors to choose the documents incorrectly and lead to a reduction in the number of 

relevant documents in the judgment set (Carpineto & Romano,2012). Pseudo-pseudo-

relevance judgment process has been introduced to solve the issues faced during 

crowdsourcing. This methodology helps to reduce the human accessors' effort by 

generating a document ranking for the set of relevant documents. Pseudo-relevance 

judgments consider two important factors as frequency of each document for each run 

from all the systems runs and at the same time consider the document ranking. In 

traditional pooling, only pooled documents from the contributed systems were 

considered. But in this methodology, all the documents from all the systems such as 

contributed and non-contributed documents were considered (Ravana & 

Rajagopal,2015).  

The magnitude estimation technique is an alternative solution for reducing the human 

accessors' effort. A scale measurement has been used for the estimation task that has been 

assigned to the crowdsource to obtain the judgments. This helps to obtain better results 

compared to classical binary relevance judgments. This estimation task helps to check the 

consistency of the ranking of documents mainly in terms of topic understandability based 

on the frequency of terms used in each topic. The results show overall better performance 

and a more robust evaluation of the relevancy of the documents (Mizzaro et al., 2017). 
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In some research, evaluation of system effectiveness using some existing methods which 

have been done by real users are more error-prone and have a big vary in the results 

compared to the expert judges. Based on the study of the existing methods, to get a better 

result, instead of depending on a single method, a combination of different best methods 

helps to get better results and is more effective when applied with machine learning 

algorithms. It has been done by finding the frequencies of the topic-documents pairs 

results from these methodologies helps to evaluate the system performance being run 

even without relevant judgment sets (Roitero et al., 2020). 

Topics and topic terms have a greater impact on the quality of the judgments, even if it 

has done by accessors or groups of accessors. Much research has been done based on the 

quality of the topics and if it is found not relevant, it would be removed from the test 

collection. This methodology evaluates the system performance and quality of the topic 

based on the set of search terms and set of documents. The search terms are taken based 

on the user query. If the quality of the search terms goes below a threshold value assigned 

in the methodology, it considers these topics irrelevant and moves from the test collection. 

The results show that it helps to increase the quality of the retrieved documents with better 

results, and this can be achieved with the help of human accessors (Zhu et al., 2022).  

Pair-wise preference judgments 

All relevant documents need to be assigned a rank according to their relevancy. It will 

help to consider how one document is relevant over another document for a particular 

topic. Also, can create multiple grades of relevance. It can be done through pair-wise 

preference judgments or the nominal graded method. Accessors help are needed to judge 

the documents for both these processes. Accessors prefer pair-wise preference judgment 

as it requires only binary representation of marking as either relevant or irrelevant. The 
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nominal graded method is needed to assign multiple relevance grades. Accessors can 

quickly assign the relevancy with pair-wise judgment instead of absolute judgment. So, 

it’s mostly popular among the researchers. Pair-wise judgment uses the Elo rating system 

to combine or merge the documents (Bashir et al., 2013).  

Another pair-wise judgment methodology used a technique to find a fixed number of 

relevant document pairs that are purely accurate and tried to auto-generate other 

document pairs similar to those pairs. It helps to generate a large number of preference 

judgments based on point-wise judgments. This technique helps to reduce the human 

accessors' involvement in all the documents and topics and also in the evaluation of 

system effectiveness (Roitero et al., 2022). Differences in the ranks also can be found 

based on top-ranked results by considering partial preference. It is done by taking top-k 

ranks of the documents and this process helps to increase the quality of the judgment sets 

(Clarke et al., 2021). 

2.5.1.3 Increasing relevant documents based on topics 

 

Topics play a major role in evaluating the system's performance. Different sets of topics 

generate different sets of relevant documents. Some topics generate better relevance 

judgments compared to the other topics. Finding the best topics that can produce more 

relevant judgments is always a difficult process among researchers (Breto et al., 2013).  

Topic difficulty 

The traditional approach to the information retrieval evaluation process is to retrieve the 

maximum number of relevant documents into the judgment list from the document corpus 

based on the topics (Pang et al., 2019). One of the main roles of predicting the relevancy 

of a document is based on the topic. One of the main challenges faced by the researchers 
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is the topic difficulty. Based on the number of relevant documents retrieved, the topics 

can be classified as hard topics, medium topics, and easy topics. Human accessors always 

prefer to choose the easy topics compared to the hard topics. Due to the accessibility 

difficulty, relevant documents related to harder topics have not been chosen for the 

judgment list and it will affect the quality of the judgment sets. Topics can be used to 

compare the system's performance and through that system effectiveness. Various sets of 

topics with the same size of topics produce different results and at the same time same 

sets of topics with different sizes also produce different results (Berto et al., 2013). 

Topics can be easy, medium, or hard based on their performance of retrieving quality 

documents, and based on this criterion the system performance score is assigned. Always 

human accessors prefer to choose the easy topics which helps to retrieve better results 

even with lesser pool depth. These harder topics which have the relevant documents and 

deeper pools might not been considered in the relevance judgment list. Average precision 

based on a topic can determine the difficulty of a topic. If the average precision of a topic 

is very high, then that topic is considered an easy topic and if the average precision of a 

topic is lesser, then the topic is considered a difficult topic for a particular system 

(Mizzaro, 2008).  

The topic size based on the topic difficulty has a great impact on the system evaluation 

score. For researchers, it will be difficult to judge the topic pairs or topic combinations 

with a large topic size with large document collection which makes high computational 

cost and also time-consuming. So as an alternative solution first need to find out the topic 

difficulty of the topics in that run and find out the best sets of topics that have contributed 

to the pool and based on that can adjust the topic size. Most of the time easy topics work 

well with the judgment sets and it helps to increase the effectiveness score (Pang et al., 
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2019). Another study which shows that makes the earlier work easier by considering the 

top-k documents from both easier and harder topics and it has shown that even the harder 

topics also can perform well with the better results. Also based on the different evaluation 

metrics, almost all the results are consistent (Roitero et al., 2017). 

The relevancy of the documents can be determined only after the returned search results. 

Each query can have different meanings which leads to choosing irrelevant documents in 

the judgment lists which makes the system performance down. This can be evaluated 

based on a criterion by incorporating document similarity concepts such as classification 

and clustering. Correlation coefficient values show the results that some queries are not 

performing well and it retrieves negative recall values. These queries can be found and 

can be removed from the evaluation process (Zhu et al., 2022). 

Topic hardness is unpredictable sometimes. The same topics with the same sizes might 

produce different sets of relevant documents based on the participating systems. So, an 

alternative option is to topic ordering. Topic ordering can be done based on relevancy and 

needs to be done carefully to evaluate the prediction modelling (Culpepper et al., 2021). 

Another way of solving the topic difficulty can be done by a testing method with different 

document collection subsets and repeating these subsets over the same systems. For this 

evaluation, the same set of topics can be used. The results show that each system has 

retrieved a different set of documents in each run even though the effect is less (Zampieri 

et al., 2019). Another method of finding the topic difficulty can be estimated using NDC 

measures. Using this measure, assign a hardness score to the topics by considering the 

participating systems' performance. NDCG can even help to choose a particular set of 

topics which can produce a high recall value for the retrieved documents (Gienapp et al., 

2020). 
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Number of topics considered or topic size 

For researchers, the evaluation of the information retrieval systems is a challenging 

process as the document web collection is getting increased. Usually, the systems' 

effectiveness can be measured based on the quality of the topics that have been considered 

for the evaluation and also the number of relevance judgments produced. System 

effectiveness can be increased either by considering a particular set of topics or by a lesser 

number of topics or with good quality of the topics (Prabha & Sridevi, 2019). Done 

evaluation with a greater number of topics might get a greater number of relevance 

judgments, but the computational cost will be higher and also time-consuming. So most 

of the research based on topics might prefer evaluation with a lesser topic size and easy 

topic. It has been proven that even with lesser topics also can achieve better results and 

also can maintain good effectiveness scores (Carterette et al., 2008, Berto, et al.,2018). 

For that need to find out the hardness of the topics and also the best topic size. All the 

topics cannot be effective in retrieving better results. So finding the best topics is always 

a challenge. One of the effective methods of finding the best topics is with the earlier 

measures such as precision. Precision @k, was one of the choices, and the k value varies 

based on the size of the document collection (Dincer,2013). 

For better results and at the same time, to reduce the computational cost with lesser topic 

sizes, much research has been done with lesser topic sizes and varied evaluation depth. 

Based on the effort-based relevance judgment, better results were achieved with lesser 

topic size with deeper pool depth or more topic size with lesser pool depth. Gaining the 

best results based on this concept became an interesting part among the researchers. The 

number of topics is completely dependent on the user’s satisfaction. Accessors always 

prefer less effort topics for their easy access. Real users won’t prefer much time over the 
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hard topics, but expert judges might do it. Due to that many relevant documents won’t 

get moved into the judgment list and it affects the system evaluation score. So, it has been 

noted that there is no correlation between system evaluation metrics and real users. So, 

considering low effort or easy topics with various evaluation depths will be preferable 

among the researchers to maintain the evaluation metric standardized (Rajagopal & 

Ravana, 2019). 

Topic easiness is another study that determines the easiness of the topics, based on the 

real user’s ability to understand the document, find out the relevant documents related to 

the topic, and understand the concept of the topic title and contents in the documents. The 

understandability, findability, and readability efforts have a greater impact on the 

evaluation score of system performance. Users always prefer to neglect the hard topics 

due to their difficulty in understanding the topic to judge the relevant documents. And 

they prefer easy topics for their easiness to make predictions. So as a solution, considering 

topics that are easy and have deeper depth always helps to maintain the quality of the 

judgment set (Prabha & Sridevi, 2019). 

Another solution is to create a model of document topic combination based on the 

randomly generated clusters of documents. It helps to find out the document-topic pairs 

based on each system. It helps to reduce the number of topics to be chosen and at the 

same time can maintain the accuracy of the evaluation process (Voorhees et al., 2017). 

However, this methodology needs to be done carefully as the results show that the topic-

document clusters produce different results on different systems. So the topic needs to be 

carefully chosen. Topic-document clusters produce different results compared to topic-

alone evaluation and due to that evaluation scores also vary (Ferro et al., 2019). A 

sampling of the topics needs to be chosen carefully; otherwise, it affects the results of the 
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accuracy. Awareness of the topics and balancing will help to choose the topics and 

passages effectively. It helps to maintain the result same even with different ordering 

(Hofstetter et al., 2021). 

Topic Modelling 

To evaluate large dataset collection topic modeling is an option. Topic modeling helps to 

choose the best subset of the documents and reduce the noise. The matrix factorization 

method can be used to generate the top modeling. For multi-lingual datasets can use topic 

modeling concepts for better results. Topic modeling can be used to create topics for even 

formal datasets, multi-model, or even multi-lingual datasets (Churchill et al.,2021). 

Different topic modeling using different datasets and different criteria produces different 

results in the view of accuracy. In this difference, choosing the best evaluation metrics is 

quite difficult because the accuracy varies based on the topic modeling samples (Rudiger 

et al., 2022). Also, it shows a clear view of various topic modeling techniques, and which 

one will be better for different content-based datasets. Also shows a clear view of the 

various evaluation metrics which can predict the accuracy of the evaluation clearly 

(Rudiger et al., 2022). 

Topic interest among real users has great importance in achieving a good quality 

evaluation metric. So the aim is to find out which topics are chosen by the real users and 

through that can increase the system evaluation score. A model called topic modeling has 

been proposed to find out the interesting topics based on a criterion. This methodology 

helps to evaluate the quality of the topics and also it has been used in various applications 

like text classifiers, image classifications, and so on. Some pre-defined keywords can 

create the topic modeling. With this methodology, it can mine the best topics which can 

retrieve as many relevant documents as possible. Also, it helps to extract a quality metric 
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based on topics that can predict the number of relevant judgments that can be given by 

real users about that particular topic (Nikolenko et al., 2017). 

The drawback of topic modeling is it generates a set of topics and it may not be as accurate 

as what is preferred by the human judges. As a solution, a method of retrieving more 

relevant and accurate topics is based on the topic coverage. This technique 

computationally calculates the similarity of the topics with the list of topics from the 

reference list of expert judges. It helps to judge the models or methodologies and also 

topic quality. The results based on topic coverage show that it helps to find the topic 

quality, categories of similar topics, and topic model evaluation using various metrics 

(Korencic et al., 2021).  

Considering a document at a time query evaluation algorithms have given a solution for 

the top-k relevant document sets efficiency (Crane et al., 2013). Learned sparse 

representations (LSR) is one of the retrieval methods that are used to generate lexical 

sparse representations of queries and documents in an index. LSR results are based on 

including document term weighting, query weighting, and document expansion and query 

expansion. This results in reducing the latency in the query expansion (Nguyen et al., 

2023). Applying these two methodologies of the document at a time and score at a time 

helped to improve the results of system effectiveness by considering the retrieval models 

based on learned sparse representations. These representations can be used for retrieval 

model effectiveness (Mackenzie et al., 2023). Topic Modeling techniques have been used 

in machine learning to build models. A lot of studies have been done with Latent Semantic 

Analysis (LSA) and Latent Dirichlet Allocation (LDA). These approaches were mainly 

used to mine data from unstructured textual data. These approaches work by assigning a 

probability to each term in the document corpus. Several degrees of coherence were 
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created with these two models and which model generates a higher degree of coherence 

will be selected. Results show that LDA performs better than LSA (Ateyah & Al-Augby, 

2023). 

2.5.1.4 Increasing relevant documents based on document similarities 

 

For large document collection, evaluation using traditional techniques like pooling, 

sampling, and evaluation metrics are better methods to retrieve more relevant documents 

into the judgment sets. However, these methodologies are time-consuming and have high 

computational costs. This drawback can be overcome by using well-known techniques 

called clustering and classification. For pooling or traditional methodologies, the whole 

dataset needs to be used for the evaluation. However, for clustering and classification 

techniques, only the documents within the cluster or class need to be considered for the 

evaluation process. However, with the results, it can be concluded that the quality of the 

judgment sets is lesser here compared to the traditional methodologies. To overcome this 

issue, much research has been done using clustering and classification techniques. 

Clustering 

Much research has been done to increase the overall performance of evaluation using 

clustering techniques. Clustering can be done based on supervised and unsupervised 

algorithms (Taha,2023). Among the most popular ones is combining clustering with 

frequent itemset mining. Based on the relevancy of the documents from the merged 

ranked list, the documents were clustered based on their similarity by using k-means 

clustering. From each cluster, similar documents will be paired by calculating the 

frequency of the document terms. When a user query comes, the terms in that query will 

be notified and will calculate which cluster has these document pairs that match the most 

Univ
ers

iti 
Mala

ya



 
57 

 

 

 

frequent terms. Patterns or more frequent terms matching clusters will be considered and 

those clustered documents will be moved into the judgment sets (Djenouri et al., 2018). 

By combining both clustering and incremental relevance feedback, the search 

effectiveness can be increased. The relevance feedbacks work by collecting the relevance 

judgment list from two or three systems and considering it as an initial judgment list. 

These initial judgments have been sent back to all the other systems and the documents 

from those systems are based on these initial judgments. By incorporating document 

clusters with relevance feedback, the initial judgments were categorized based on 

relevance and irrelevance judgment list Then using clustering techniques, the documents 

from the other systems were retrieved and easily have separated relevant and irrelevant 

documents based on the initial judgment clusters. This helps to judge the relevant 

documents easily and can reduce the methods that focus only on a particular set of topics-

based evaluations. In this clustering, all the documents are clustered based on the initial 

judgment feedback, not on the ranking of the documents. Based on density strategies, the 

best clusters will be found and the documents in it will be sorted by their relevance score. 

Top-k documents from these clusters will be considered for the evaluation process 

(Iwayama,2000). 

One of the common approaches to the retrieval evaluation process is to cluster the 

documents based on user queries. These clustered documents are used for ranking the 

documents. At the same time, all the clusters are running to retrieve the similar features 

of these documents by considering the rankings. These document rankings based on 

various features helped to increase the document similarities in a vector space 

(Markovskiy et al., 2022). Another approach to improve the retrieval effectiveness based 

on clustering is by considering topic modeling and each topic in the cluster is evaluated 
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with a set of terms in the document collections from the cluster and find out the frequency 

of each term that occurred in those documents. Then the topics with the same frequency 

are considered to represent various themes. Through this methodology, the results show 

that it helps to retrieve meaningful representations of clusters and also helps to predict the 

clusters' quality (Yuan et al., 2021). 

Clustering the documents based on k-means to group documents have a greater impact in 

retrieving more relevant documents (Aliwy et al., 2022; Wang, 2021). K-means clustering 

based on its findability effort is another concept. Clustering the documents as relevant or 

irrelevant is done based on the effort needed to find the relevant documents. The results 

show that the performance of the participated systems varies when findability effort is 

combined with relevance in the system-based evaluation (Rajagopal et al., 2022).  

Manifold-based 

The inter-document similarity between the documents will be considered in this 

model called Manifold-based. While the inter-document similarity, the similar documents 

will be grouped, and new scores will be assigned to all the similar documents. When a 

new user query comes, the similarity between these grouped documents and the query 

will be found out and the group has the higher similarity, they consider all the documents 

in that manifold to be the same and assign a similar score to all the documents and 

consider that groups into the relevance judgment list. This model shows that both 

effectiveness and efficiency can be improved with in terms of relevant judgments. This 

methodology assigns new scores to the documents based on their relevance during the 

rank aggregation process. The weight matrix Z for the lower ranked documents (d (1…i) 

gets compared with high ranked documents(a(1..j) calculated with 
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where the more similar documents (di) and (aj) get the higher weight for Zij. (Liang et 

al., 2018). 

For pooled documents, to have a better-ranked score, passage-based, and manifold-based 

document similarity techniques help a lot. In Passage based model, scores have been 

assigned based on the weightage of the document term frequencies in that passage. In the 

manifold-based passage model, the term frequency is calculated based on the inter-

document similarity by using term modalities. This technique helps to relook the scores 

in the pooled document list and can help to re-rank the documents with updated scores 

(Sharga et al.,2020). A rank-based manifold model has been developed to improve the 

efficiency of the clustering technique. Based on similarity measures, this model helps to 

create different clusters. An unsupervised similarity checking was done on the document 

clusters to compute the effective measures in the data collection manifold (Rozin et al., 

2021). 

Classification 

Classification can be done just by classifying the documents based on their similarity is 

another methodology without considering pooling and system ranking. For each topic, a 

topic-specific document classification has been considered. This approach is done with 

an Active learning algorithm which selects the documents first and then classifies the 

documents based on their similarity. Active learning technique first considers a subset of 

documents which might selected by the judges. Based on this subset of documents, 

classify the documents that have not been considered for the pooling. This technique 

considers both document selection and also labelling of documents that have not been 
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considered in the judgment sets. Comparisons of the subset selected and the documents 

that have not been considered in the pooled list help to improve the relevance score of the 

judgment list. However, this methodology might create biases in the evaluation process 

when considering the subset of the documents. As an alternative, the hybrid combination 

of human accessors and automated classification techniques has been considered 

(Rahman et al., 2020). 

Usually, in many evaluation processes, only the pooled documents were considered for 

the evaluation process. The documents that are not in the pooled list are considered 

irrelevant documents and not considered for the evaluation process. Another 

methodology was to overcome some of these issues by training a classifier in the pooled 

list and based on those classified documents, the similar documents from the irrelevant 

sets were considered and if found a similarity, moved those documents into the judgment 

sets and it helped to improve the effectiveness of the systems (Buttcher et al., 2007). 

Another methodology was to find the similarity measures by calculating both frequency 

terms and sparse data in various dimensions proving that the classified documents 

performance score increased a lot. Classifying the documents based on frequencies of the 

terms is the first step and finding the centroids and creating a vector space model to 

classify the documents. Many evaluation metrics like precision, recall, and f1 score 

increased with this methodology (Eminagaoglu, 2022).   

2.5.1.5 Summarize Findings and Gaps 

 

The literature review aim was to find out the various methodologies that help to increase 

the number of relevant judgments in the judgment list and through that improve the 

quality of the judgment list and increase the effectiveness of the systems and accuracy of 
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the evaluation process. The various methodologies considered were pooling, Human 

accessors, Topics, and Document similarity. One of the main concerns of the information 

retrieval evaluation process was retrieving the maximum number of relevant documents 

into the judgment list. Participated systems' performance is evaluated based on how many 

relevant documents have been retrieved into the judgment set by each system and based 

on that rankings are allocated for the participated systems. If more relevant documents 

can be retrieved, better ranks will be assigned through that system and indirectly it helps 

to increase the accuracy of the evaluation process. Research has used various 

methodologies to improve the accuracy of the evaluation process.   

Pooling is one of the most traditional and popular methodologies considered among the 

researchers. This technique helps to reduce the computational time of evaluation by 

reducing the number of documents to be judged. In the pooling technique, the top-k 

documents from each run will be considered, and these documents will be given for the 

evaluation process (Spark-Jones, 1975). The results show that the quality of the judgment 

sets will be maintained almost the same as with the whole judgment sets. Various types 

of pooling proposed by the researchers based on the criteria such as sampling (Buckley 

et al.,2007), based on evaluation measures (Li & Kanoulas, 2017) (Moffat et al., 2007) 

(Lipani et al., 2021) (Tonon et al., 2015), dynamic sampling (Cormack et al., 2018), 

Multi-armed Bandits (Losada et al., 2016) (Losada et al, 2018) and Shallow pooling based 

on preference judgments (Arabzadeh et al., 2021). 

Human accessors help to achieve a greater number of relevant documents was the other 

methodology considered by the researchers. Earlier the judgments of the retrieved 

documents were done by the expert judges. Evaluating the whole list based on the expert 

judges was not feasible and each time different decisions made by the different or same 

Univ
ers

iti 
Mala

ya



 
62 

 

 

 

accessors made the evaluation process repeat every time. These disagreements make the 

evaluation process so costly (Alonso et al., 2012). So as an alternative option, 

crowdsourcing was opted to reduce the cost of human accessors. Crowdsourcing has been 

done with the help of real users. This methodology helped to reduce the computational 

cost and sometimes more accurate results too (Roitero et al., 2021). But this might create 

a topic ambiguity, which can be solved by using topic-document pairs (Maddalena et al, 

2017). Also, another option to reduce the topic ambiguity was through pseudo-relevance 

judgments (Ravana & Rajagopal,2015), magnitude estimation, which means the 

frequency of terms in each term (Mizzaro et al., 2017) (Zhu et al., 2022) and a 

combination of different best methods described in (Roitero et al., 2020). Pair-wise 

preference judgment was another popular method (Bashir et al., 2013), Auto generating 

of pairs based on point-wise judgment (Roitero et al., 2022) and partial preference 

judgment (Clarke et al., 2021) were the different methods proposed by researchers to 

reduce the human accessors errors in evaluation process. 

Topics have a greater impact on the system's performance. A different set of topics 

produces different retrieved documents. Finding the best topics to retrieve the greatest 

number of relevant documents is a quite challenge among the researchers (Breto et al., 

2013). For that needs to know the topic difficulty or topic hardness (Pang et al., 2019). 

Based on the number of relevant documents retrieved, topic hardness can be identified. 

Based on this hardness, topics can be classified as easy, medium, and hard. 

(Mizzaro,2008). Most human accessors prefer to choose easy topics (Pang et al., 2019). 

However, some research shows that there is no evidence that easy topics can retrieve more 

relevant documents, even harder topics also can (Roitero et al., 2017). Classification and 

clustering techniques applied based on retrieved web snippets help to find the relevancy 

of the documents (Zhu et al., 2022). Prediction modeling and topic modeling (Zampieri 
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et al., 2019) (Culpepper et al., 2021) and evaluation metric NDCG’s impact (Gienapp et 

al., 2020) show the testing of topic hardness.  

Several topics to be considered were another challenge faced by the researchers. More 

topics always increase computational cost. The main aim is to reduce the number of topics 

and at the same time need to choose the best topics (Carterette et al., 2008,  Berto, et 

al.,2018 ) (Prabha & Sridevi,2019). Sometimes it has been shown that hard topics also 

produce better results. So the choice was choosing easy topics with lesser depth and hard 

topics with deeper depth were given better results (Rajagopal and Ravana,2019). Topic 

easiness was another study that concentrated on low-effort topics (Prabha and Sridevi., 

2019). Partitioning documents into different parts and system-topic pair combinations 

gives better results (Voorhees et al., 2007). However, this partitioning gave different 

results (Ferro et al., 2019) and topic topic-aware-balancing method was a solution to it 

(Hofstetter et al.,2021). Topic modeling has been used for large document collection. 

Topic modeling works differently based on different datasets and different techniques 

based on various evaluation metrics (Churchill et al., 2021) (Rudiger et al., 2022). Topic 

interest based on real users using predefined keywords and classification techniques helps 

to extract topic quality metrics that can predict better judgments (Nikolenko et al., 2017). 

Topic coverage (Korencic et al., 2021), query evaluation algorithm (Crane et al., 2013), 

Learned Sparse Representations (LSR) (Nguyen et al., 2023) (Mackenzie et al., 2023), 

Latent Semantic Analysis (LSA) and Latent Dirichlet Allocation (LDA) (LSA (Ateyah & 

Al-Augby, 2023) have given better results based on topic modeling.  

Document similarities between the documents helped to reduce the computational cost 

and time compared to the pooling method. Various types of clustering methodologies 

proposed such as frequent item set mining based on the k-means algorithm (Djenouri et 
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al., 2018), based on relevance feedback cluster the documents into categories 

(Iwayama,2020), based on user query cluster documents in different similarity vector 

space (Markovskiy et al., 2022) and topic modeling with clustering (Yuan et al., 2021).In 

Manifold-based, inter-document similarity will be considered and a new score assigned 

based on the similarity found (Liang et al., 2018) combination of both passage-based and 

manifold-based (Shraga et al., 2020) and rank-based manifold (Rozin et al., 2021) also 

have given better results. Classification of the documents based on human and automatic 

judgments (Rahman et al., 2020), trained pooled classifiers to predict unjudged 

documents (Buttcher et al., 2007), and combination of term frequencies with sparse data 

in different dimensions on classified documents (Eminagaoglu,2022) given better results 

based on document similarities. 

Judgments through pooling help to retrieve more relevant documents and because of that 

quality of the judgment set also increases well. Also, as it considers only the documents 

from top-k, it is cost-effective, and less time is required for evaluation purposes. However, 

the drawback of the pooling was, that the documents selected, top-k documents from each 

run will be considered as relevant documents and only these documents are considered 

for the evaluation process. The documents that have not moved into the pooled list are 

considered irrelevant and these documents will not be considered for the evaluation 

process. These documents are called unjudged documents. There might be relevant 

documents over the unjudged list, but due to some systems inefficiency, these documents 

were ranked lesser and not moved into the pooled list (Losada et al., 2018) (Cormack et 

al., 2018). Figure 2.11 shows the overall flow of the pooling techniques. 
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Figure 2.11:  Pooling methodology with pooled documents and unjudged 

documents 

For large data collection, document similarity through clustering and classification is 

faster than the traditional approaches. It's the cluster or class that has a high similar score 

that is only considered for the evaluation process. However, the drawback here is that the 

quality of the documents retrieved through clustering and classification is often lower 

than the traditional methods. Also, the documents within the class or cluster consider it 

as same and assume it with a similar score. Whenever a new query comes, mostly the 

document similarities are considered based on the term frequencies. Finding the best 

cluster or class based on this similarity is a quite challenging process (Djenouri et 

al.,2021, Djenouri et al.,2018, Rahman et al.,2020). Figure 2.14 shows the overall flow 

of document similarity using clustering and classification techniques. 
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Figure 2.12: Document similarity methodology using clustering and classification 

technique 

At the same time, judgment through human accessors is more error-prone. For a particular 

topic, judgments made by real users and expert judges are sometimes can be different. It 

depends on their readability effort, findability effort, and understandability effort and it 

varies from time to time based on different accessors or the same accessors (Rajagopal & 

Ravana, 2019). Also, topic hardness has an important role in judgment. Human accessors 

prefer easy topics compared to hard topics because hard topics might result in different 

output compared to easy topics. The hardness of the topic is quite a challenge among the 

researchers (Pang et al., 2019). Many studies have been done to solve the topic of 

hardness issues and human judgment errors. More research is needed in document 
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similarity and pooling methodology, so this research mainly focuses on these two 

methodologies and tries to overcome the limitations on these to some extent. The 

limitation mainly focused on partial relevant judgment, which means most of the relevant 

documents have not moved into the pooled list. And mainly focuses on how to increase 

the quality of the judgment sets based on document similarity with the help of pooling.  

2.5.2 Improving accuracy by considering test collections 

 

Test collections have a high impact on the quality of the relevant judgment sets. However, 

the evaluation of information retrieval evaluation systems is a challenging process as the 

information is getting added to the Web. The main components that have a role in 

evaluating systems are the topics and the efficiency of the participating systems. In many 

research, researchers in the information retrieval field have tried to achieve better 

evaluation accuracy with fewer topics and lesser relevance judgments (Voorhees & 

Buckley,2002) (Culpepper et al., 2014). This session aims to find out the influence of 

topics and participating systems in the quality of the relevance judgment in a better way. 

2.5.2.1 Improving accuracy based on topics from test collections 

 

Among the test collections, topics have an important role in the system performance. Each 

subset of documents from the same runs might produce different sets of relevance 

judgments. Some topics generate a quality judgment list compared to other topics. 

Finding the best topics that can produce more relevant documents helps to reduce the 

computational cost (Breto et al., 2013). 

 

 

Univ
ers

iti 
Mala

ya



 
68 

 

 

 

Topic Size 

For researchers, the evaluation of the information retrieval systems is a challenging 

process as the documents in the web collection are getting increased. Usually, the 

effectiveness of the system can be measured based on the quality of the topics that have 

been considered for the evaluation and also based on the topics and the number of 

relevance judgments produced. System effectiveness can be increased either by 

considering a particular set of topics or by a lesser number of topics or with good quality 

of the topics (Prabha & Sridevi, 2019). Done evaluation with a greater number of topics 

might get a greater number of relevance judgments, but the computational cost will be 

higher and also time-consuming. So, most of the research based on topics might prefer 

evaluation with lesser topic size and easy topics. It has been proven that even with lesser 

topics also can achieve better results and also can maintain good effectiveness scores 

(Carterette et al., 2008, Berto, et al.,2018). 

The cost of generating relevance judgments is proportional to the number of topics in the 

collection. One solution was reducing the number of topics required for the evaluation. 

Each topic has significant importance in the effectiveness of the system. Many studies 

have been done to find out how many topics need to be included in the test set to achieve 

a remarkable result. If choosing randomly, how many topics are required to obtain 

statistical results which have to be reliable? Many discussions have been done among the 

researchers to choose the best topic sizes. In the early stages, the topic size was 250 and 

later it was reduced to 75(Sparck Jones et al.,1976).  Later it was noticed that even with 

50 topics also maintained the quality of the judgment sets (Voorhees et al.,2002). 

The results have shown that as long as the topic sizes vary, the evaluation scores also vary 

(Voorhees & Buckley, 2002) (Buckley & Voorhees, 2000). Later it have been proven that 
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even though test collections had many topics, even with 25 topics can achieve almost 

similar results (Sakai, 2006). Also, it has been shown that considering statistical 

significance other than topic size difference has a better result and is more reliable 

(Sanderson & Zobel, 2005). Also, they have proven that 25 topics are less reliable and 

that 50 topics can produce reliable results. 

These all works lead to a conclusion on the choice of effectiveness metrics. Some metrics 

can retrieve similar accuracy even with a lesser number of topics. Many studies have been 

done with graded relevance judgments and results show that measures are stable and 

accurate (Sakhi,2007). Also, it has been shown that Average Precision is better than 

Precision at 10 among the evaluation metrics to show a better result (Sakhi, 2006) 

(Webber et al., 2008b). Paired t-test, one-way ANOVA, and confidence intervals were 

used to design the topic set sample size. These metrics required topic-by-run score 

matrices from past test collections to determine the performance of each system 

population variance for each evaluation measure (Sakhi 2016). 

Several studies have been done to find out the most effective way to reduce the 

computational cost. One among them is to reduce the topic size or choose the best topics 

for the evaluation process. But the choice was, to collect many relevance judgments for 

fewer topics, Narrow and Deep (NaD judging) or few relevance judgments for many 

topics, Wide and Shallow (WaS judging) (Carterette et al., 2009).  Best and worst subsets 

in a “bottom-up” approach describe the topic set reduction approach which proves that 

some sets of topics or topic subsets can retrieve more relevant documents compared to 

others (Mizzaro & Robertson,2007) (Guiver et al., 2009). Also “top to bottom” approach 

shows better evaluation using many queries judged shallowly and fewer queries in detail 

(Carterette et al., 2009b). Previous works have not considered the cost impact of judgment 
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with deeper depth, the judging speed. WaS were not considered topic construction time 

(Voorhees,2006). By considering all these drawbacks, an intelligent topic selection 

algorithm has been proposed based on learning to learning-to-rank method and these 

methods helped with better topic selection and better judgment (Kutlu et al.,2018). 

For better results and at the same time, to reduce the computational cost with lesser topic 

sizes, much research has been done with lesser topic sizes and varied evaluation depth. 

Based on the effort-based relevance judgment, better results were achieved with lesser 

topic size with deeper pool depth or more topic size with lesser pool depth. Gaining the 

best results based on this concept became an interesting part among the researchers. 

Always the number of topics is completely dependent on the user’s satisfaction. 

Accessors always prefer less effort topics for their easy access. Real users won’t prefer 

much time over the hard topics, but expert judges might do it. Due to that many relevant 

documents won’t get moved into the judgment list and it affects the system evaluation 

score. So, it has been noted that there is no correlation between system evaluation metrics 

and real users. So, considering low effort or easy topics with various evaluation depths 

will be preferable among the researchers to maintain the evaluation metric standardized 

(Rajagopal & Ravana, 2019). 

Earlier in TREC evaluation, systems were evaluated by accessing the set of topics, and 

based on these topics, the effectiveness of the system was evaluated.  Generally, Average 

Precision was used to measure the system performance with every topic, and the mean 

score of every topic was considered to rank the systems (Sanderson,2010).  However, this 

method doesn’t compare the system performance on different collections. Systems that 

performed well on one collection might not produce the same on the other collection. 

Each topic is important as the topic's results are highly variable. If the results of topics 
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are almost the same, then the retrieval process would be easier and more reliable too. The 

use of standardized scores is one way to reduce topic variance (Webbar et al., 2008). It 

calculates per-topic standardization scores that scale the scores to nearly 0.5 and sets the 

minimum scores to 0 and the maximum to 1. Another simple linear transformation of the 

score over the non-linear has been proposed by (Sakhi, 2016). It calculates the topic 

standardization score falls within the range of 0.05 and 0.95 and it was more accurate to 

predict the topic scores. Standardization score was introduced to reduce the errors in topic 

variability. However, the results show use of standardization scores does not reduce the 

score deltas, especially in the comparisons with paired significance tests (Vorhees,2019). 

 Compared to this, an empirical distribution as an alternative shows that these 

standardized ranking methods are done topic by topic, comparisons have been done on 

different scales altogether, and the standardization scores to make statements about new 

scores (Urbano et al., 2019). Correlation analysis has shown the relationship between 

evaluation measures and interval-scaled versions, overcoming most of the standardization 

scores issues faced earlier on the topic of performance on the system effectiveness 

(Ferrante et al., 2021).    

Topic easiness is another study that determines the easiness of the topics, based on the 

real user’s ability to understand the document, find out the relevant documents related to 

the topic, and understand the concept of the topic title and contents in the documents. The 

understandability, findability, and readability efforts have a greater impact on the 

evaluation score of system performance. Users always prefer to neglect the hard topics 

due to the difficulty in understanding the topic to judge the relevant documents. And they 

prefer easy topics for their easiness to make predictions. So as a solution, considering 
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topics that are easy and have deeper depth always helps to maintain the quality of the 

judgment set (Prabha & Sridevi, 2019). 

Another solution is to create a model of document topic combination based on the 

randomly generated clusters of documents. It helps to find out the document-topic pairs 

based on each system. It helps to reduce the number of topics to be chosen and at the 

same time can maintain the accuracy of the evaluation process (Voorhees et al., 2017). 

However, this methodology needs to be done carefully as the results show that the topic-

document clusters produce different results on different systems. So, the topic needs to 

be carefully chosen. Topic-document clusters produce different results compared to topic-

alone evaluation and due to that evaluation scores also vary (Ferro et al., 2019). A 

sampling of the topics needs to be chosen carefully; otherwise, it affects the results of the 

accuracy. Awareness of the topics and balancing will help to choose the topics and 

passages effectively. It helps to maintain the result same even with different ordering 

(Hofstetter et al., 2021). 

 Topic Hardness 

Determining topic hardness is an important feature in the information retrieval systems 

evaluation as it has a great impact on the system rankings. TREC-6 evaluated the topic 

difficulty based on the view of the human accessors and later it was proven that it did not 

correlate with the computational difficulty based on the evaluation of search results 

(Voorhees & Harman, 1997). So the topic hardness or topic difficulty have not to be 

biased. Not too easy and not too difficult to maintain the reliability of the test collection 

(Eguchi et al., 2002).  

To identify the actual topic difficulty or hardness, a median of the average precision has 

been considered by many research and it shows the actual retrieval effectiveness of the 
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systems. Using TF-IDF, topic terms were considered for the evaluation, and categorized 

the topics into easy, medium, and best. System ranks of top runs have significantly 

changed the topic hardness, but still, the difference in the total ranking is not as significant 

as the results of statistical tests. These results prove that topic hardness or topic difficulty 

has an impact on the systems rankings (Eguchi et al., 2002). Categorizing the topics into 

two groups for the best and worst queries gives a great difference in the average precision 

will be reflected in some attributes and easier to determine the prediction compared to the 

random sampling. The best combination of inverse document frequency and term 

frequencies average for the topic title can predict the average of 1/3 or to ½ of the correct 

best and worst topics (Kwok, 2005).  

If a topic based on an information retrieval system is easy, means for that particular topic, 

it is easy to determine if the document is relevant or non-relevant. Then the participating 

system performs better on that document, the system gets a boost on its overall 

effectiveness which is equal to the same rating it would get if those systems can perform 

well on the difficult topic. GMAP or Geometric Mean Average Precision has been used 

to gain more weight on the topic effectiveness scale (Mizzaro,2008). Another 

methodology has been used based on the mean or maximum average precision. The topics 

have been split up into four groups based on their difficulty. The splitting was done not 

based on the number of relevant documents found on each topic. It measures the 

correlation of each group's results with the full set and has noticed that the easiest topic 

groups have a higher correlation than the harder topics. This experiment was mainly done 

on the multilingual sub-task (Mandl,2009). 

 Always easy topics won’t be able to retrieve effective results in the consideration of the 

system's effectiveness. Easy topics help to differentiate the best and least effective 
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systems but from the view of the best effective system, the topics were not easy with the 

evaluation of geometric mean average precision (Roitero et al., 2017). Based on the 

permutation algorithm, topic difficulty was explored and results show that topic difficulty 

is variant and needs to be careful when relying on the ordering of the topic when 

evaluating the performance of the evaluation models. Also, it helps to measure the system 

performance with the topics and query formulations on the unique pooled documents 

(Culpepper et al., 2021). 

Apart from the Mean or Average of average precision, another measure is based on the 

topic difficulty score using the best average precision. The topic difficulty score 

methodology gives the conclusion that the evaluation performance goes down due to a 

sub-collection of topics. It shows the results that hard topics are hard for all the systems 

and hard for all the other document subcollections (Hu et al.,2003). In other work, topics 

were classified based on the topic difficulty scores. The low median score for the difficult 

topics and high median scores for the easy topics along with an outlier (Voorhees, 2003). 

Another approach to estimate the topic hardness was based on the NDCG topic difficulty 

score. This method is based on the ratio of the NDCG score to the pooled judged 

documents. It is more stabilized than the outlier systems too (Gienapp et al., 2020).  

2.5.2.2 Improving accuracy based on participated systems from the test collections 

 

The web collection is getting added in real-time and it causes the lack of inconsistency in 

performing the information retrieval evaluation process. As the data collection is getting 

increase many relevant and irrelevant documents are getting added. At the same time, 

many proxies also getting added to the data collection in the matter of topic titles, missing 

documents, topic descriptions, and unrelated titles (Rasmussen,2003). Due to that bias 
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happens to the systems during the pooling process and only particular systems documents 

were considered for the judgment process and it affects the evaluation of information 

retrieval systems. 

Generating relevant judgments from large test collections like TREC, with the help of 

human accessors is time-consuming and more error-prone throughout the judgment 

process (Smucker and Jethani, 2012). Relevance judgments created by human accessors 

are time-consuming and highly costly. Still, these documents are not feasible every time 

as each time these human accessors might produce different judgment decisions at 

different times with the same accessors or different accessors. Disagreement among the 

accessors is one of the major issues noticed among the researchers during the evaluation 

process (Alonso et al., 2012). The next major issue was the high cost of utilizing these 

human accessors every time for each round of the evaluation process. Many studies have 

been done by researchers to reduce the cost by considering the documents only from the 

pooled list instead of evaluating the whole document list retrieved (Carterette et al., 2008), 

(Cormack., 1998). Also, another alternative solution was reducing the number of topics 

accessed (Prabha & Sridevi, 2019).  

To reduce the involvement of human accessors, the alternative solution was 

crowdsourcing. Crowdsourcing has a lot of advantages which mainly include replacing 

human accessors' help and through that can be cost-effective and flexible. The previous 

research shows that the disagreement between the users and human accessors is not so 

high if they work individually, but it is quite large if they work as a group. Sometimes it 

shows that crowd-sourcing has produced better results compared to the expert judges. 

Results show that during the TREC collection evaluation process, the judgments were 

done faster with good results at low-cost Alonso et al., 2012). However, crowdsourcing 
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with large data set collection is always challenging. There can be a probability of a high 

chance of errors in the judgment process due to various disagreements, and issues in the 

indexing, searching, and even in the process of creating catalogs. The same word with 

different meanings might affect the quality of the retrieval documents and also the same 

way, different words with the same means might lead the accessors to choose the 

documents incorrectly and lead to a reduction in the number of relevant documents in the 

judgment set (Carpineto & Romano,2012). 

The magnitude estimation technique is an alternative solution for reducing the human 

accessors' effort. A scale measurement has been used for the estimation task that has been 

assigned to the crowdsource to obtain the judgments. This helps to obtain better results 

compared to classical binary relevance judgments. This estimation task helps to check the 

consistency of the ranking of documents mainly in terms of topic understandability based 

on the frequency of terms used in each topic. The results show overall better performance 

and a more robust evaluation of the relevancy of the documents (Mizzaro et al., 2017). 

pair-wise judgment methodology used a technique to find out a fixed number of relevant 

document pairs that are purely accurate and tried to auto-generate other document pairs 

similar to those pairs. It helps to generate a large number of preference judgments based 

on point-wise judgments. This technique helps to reduce the human accessors' 

involvement in all the documents and topics and also in the evaluation of system 

effectiveness (Roitero et al., 2022). Differences in the ranks also can be found based on 

top-ranked results by considering partial preference. It is done by taking top-k ranks of 

the documents and this process helps to increase the quality of the judgment sets (Clarke 

et al., 2021). 
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Building test collection judgment sets are expensive based on human accessors. At the 

same time, pooling with fixed pooled size failed to produce the judgment sets as expected 

due to the document collection size increases. This results in generating biased judgment 

sets and due to that the correct system effectiveness cannot be measured. It is due to 

unfairly ranking the documents in the systems and failing to predict the system behavior 

correctly (Buckley,2006). Many methods have been introduced by the researchers to 

overcome this issue of incompleteness judgments. It includes alternative strategies to 

increase the number of relevant documents in the judgment sets by constructing new 

judgment sets. One method is to increase the pool size of each query and apply simple 

regression on each query number of new relevant documents found on each pool depth. 

This technique helps to achieve more relevant documents with the given effort and 

increases the reliability of the systems (Zobel,1998). The next method considers topics 

with a greater number of relevant documents and judged them based on different pool 

depths. It helps to increase the effectiveness of the systems evaluation (Jayasinghe et al., 

2014). Some observations were based on the sub-topics. Topics subtopics might be 

relatively similar to one another. In the case of irrelevant documents, the subtopics might 

be widely different content. A language model has been used to find the documents 

possibly related to the subtopics of a query. Based on the results, gain values were 

calculated. Calculating the gain value in different ways and aggregating them into a single 

measure helps models generate the effectiveness of the judgment list (Hui et al., 2017). 

The relevance feedback method to prioritize the documents in the pooled list is another 

method that indirectly selects which documents from the document collection are relevant 

to the human assessments. It helps to retrieve more relevant documents with lesser 

assessment effort in the relevance judgment set (Otero et al., 2023). 
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The next approach was to reduce the number of judgments needed for the evaluation of 

the retrieval systems. Two different ways in which those judgment documents were 

selected. The first method was static selection, which choose a set of documents in 

advance based on the scoring. If a document is considered with a high score by multiple 

retrieval systems, that document will be considered on the judgment list. Scoring 

functions have been used to find the documents with high potential among the system 

runs. The second method is dynamic selection, which chooses the documents based on 

the previously completed judgments. These judgment lists decide which document should 

be chosen next (Moffat et al., 2007). 

For larger test collections, the documents in the pooled or relevant judgment sets are 

incomplete. This concept might be true with the small document collection. By applying 

various evaluation metrics, the system's effectiveness can be evaluated. However, due to 

this incompleteness, the results produced by the evaluation measures were varying. 

Different evaluation measures have different evaluation criteria concerning how much it 

is correlated to user satisfaction. Most of the evaluation measures are derived from 

precision and recall. Precision at 100 documents finds the number of relevant documents 

in the top 100 ranked list of each topic. However, it has been proven that the error rate is 

higher than the mean average precision. Mean Average Precision is the mean of the 

precision scores after each relevant document found in the relevance judgment sets. It’s 

a stable measure compared to other measures. 

Based on the evaluation metrics, many studies have been done to improve the 

incompleteness in the relevance judgment sets. Preference judgment is one of the most 

impacts ones. The preference is based on a particular topic. It helps to prevent the 

accessors from choosing one particular category of the document (Frei and Schauble, 
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1991). A new measure called bpref helps to find out the fraction of judged non-relevant 

documents retrieved over the relevant documents. It has shown that MAP and bpref 

system ranking are almost equivalent and an average of these two measures agree to 

retrieve the better system. Only judged documents with better help to build more relevant 

documents in the pooled list (Buckley and Voorhees,2004). 

But the drawback of the bpref is that judgment becomes more incomplete as long as it 

keeps on evaluating, at it deviates from the average precision score. It affects the average 

precision value and also the ranking of the systems. Average precision is considered a 

gold standard in the matter of incomplete judgments (Yilmaz and 

Aslam,2007).Evaluation measures with average precision such as induced average 

precision which considers sample documents from the pool and calculates the average 

precision once all the unjudged documents are removed. Subcollection average precision 

considers the samples and also considers the samples from the unjudged document list. 

Inferred average precision considers the average precision of all the documents from the 

pool and have noticed that inferred average precision has achieved better results 

compared to the whole document pool. This value is almost similar to the actual Average 

precision (Yilmaz and Aslam, 2006).  

2.5.3 Improving accuracy by considering incompleteness in judgment sets  and the 

biasness in ranking 

 

There might be many cases in which the judgment sets might be incomplete. For example, 

When the document collection is dynamic, documents are added to the document 

collection (document corpus) over time. During that time, judgments can become a 

smaller subset when compared with the whole document collection. At that time, the 

judgment set became incomplete. Also. for large test collections, only by pooling 
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technique with depth-100 cannot retrieve all the relevant documents into the judgment 

list. As an alternative solution, judging all the documents in the system runs will become 

costly too. So only by using the pooling technique to find out the relevance judgment 

from large test collections always becomes incomplete or biased (Eguchi et al., 2002).  

In many cases, the system's effectiveness cannot be measured due to this incompleteness. 

One of the main reasons for the incompleteness is when the evaluation depth becomes 

greater than the pool depth. When evaluating depth=1000 and pool depth=100, many 

relevant documents might not be listed in the pooled list. If the pool depth==200, is 

compared to pool depth=100 more relevant documents might move into the judgment 

sets. However, if the pool depth increases, the evaluation cost also increases. At the same 

time, if a participating system fails to retrieve a relevant document into the pooled list, 

the contribution of that document to the system effectiveness scores becomes zero. It 

happens when most evaluation approaches consider that document as irrelevant (Yilmaz 

and Aslam,2006). 

If all the relevant documents have not been moved into the judgment sets, then the 

judgment sets are considered incomplete or biased to the pooled systems (Webber et al., 

2010). Much research has been done to overcome this issue. Pooling is based on non-

uniform distribution over different sampling probabilities (Aslam et al., 2006). Judging 

the documents based on relevant nuggets of information helps to automatically generate 

relevance judgments (Pavlu et al., 2012). Another method chose only a subset of topics 

to be accessed completely, not only pooled by ignoring irrelevant ones. The pool of topics 

is randomly chosen and it helps to correct the biasness of the un-pooled systems (Webber 

& Park, 2009). Other finding shows that a lack of participation systems leads to biasness 

in pooling. So merging the pooled and unpooled documents helps to reduce the bias by 
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applying a linear combination of ranks of each document to each run. The effect is 

measured based on the precision values and helps to increase the quality of the unjudged 

documents (Lipani et al., 2015).  

Due to the incompleteness in the relevance judgment sets, two different ways in which 

research has been done to manage the issue of relevance judgments. They are metric 

adjustments for incompleteness and document selection for relevance judgments. 

2.5.3.1 Metric adjustments for incompleteness  

 

Metrics play an important role in comparing the evaluation of the system's performance. 

Different metrics perform differently and evaluate different aspects of effectiveness. The 

most common evaluation metrics are precision and recall (Robertson et al., 2010). Metric 

adjustment means either the development of new effective metrics or enhancement in the 

already existing ones. The standard evaluation measures such as average precision and 

R-precision are not robust to the incompleteness relevance judgment. That’s why a new 

measure, bpref, was proposed by them which is highly correlated with average precision 

when the relevance judgments are complete and more robust to incomplete relevance 

judgments (Buckley and Voorhees,2004). Many studies have used this bpref metric 

(Sakai,2007) (Sakai and Kando,2008) and it has proven that NDCG and AP to condensed 

list have given better results than bpref (Sakai, 2007) (Bompada et al., 2007).  

Many measures like Q-measures, Normalized Discounted Cumulative Gain (NDCG) or 

AveP to condensed list can be obtained by filtering out all the unjudged documents from 

the core ranked judgment list which indirectly helps with a better solution for the 

incompleteness than bpref. Also, applying the graded relevance to obtain helps to have a 

better result based on the incompleteness, and through that Q-measure and NDCG have 
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also proven that it helps to reduce the biasness (Sakai,2007). Another metric RBP, 

assumes, measures the probability of the user moving from one document to another 

ranked document. If more relevant documents are in the judgment sets, it increases the 

RBP value (Sakai and Kando, 2008). 

Take the samples of the system runs and take the approximate values of average precision 

and score variance can be evaluated based on the number of samples (Aslam and 

Yilaz,2007) (Aslam et al., 2006). Adjusting the scores based on the degree of the biasness 

against the unpooled documents is one way to reduce incompleteness. For this not only 

based on the documents (pooled and unpooled) but all systems are also evaluated against 

all topics and find out which all topics in the unpooled document list have created biasness 

in the unpooled systems were found and adjust the scores on these topics-based 

documents (Webber and Park, 2009).  

Many metrics are worked on with average precision. Average precision is a system-

oriented evaluation metric that has top-heavy bias. It works with probabilistic 

interpretation. But when it plots with a precision-recall curve, the biasness can be viewed 

easily. It has a good performance ranking function when it works with learning to rank as 

its objective. Due to that most of the metrics use multi-graded relevance judgment 

concepts, especially in the area of learning to rank to optimize for ndcg. Based on the 

relevancy of the documents in the judgment list, a relevancy score is assigned based on 

the NDCG. This score is considered as a gain returned to the accessors based on a relevant 

document. Another metric called Gap graded average precision is a continuation of 

Average precision that helps to reduce the biasness by using multi-graded relevance 

judgment (Robertson et al., 2010). 
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Most of the information retrieval evaluation tasks are conducted based on the precision 

evaluation measure. Most of the information retrieval tasks are evaluated using a standard 

evaluation metric called Mean average precision. The evaluation based on patent retrieval 

is a wide research area in which its main objective is to find the relevant documents in 

the runs as early as possible by assigning higher ranks to the relevant documents to reduce 

the human effort. Patent retrieval is generally considered as a recall-oriented task but 

reassigning the score estimation with mean average precision helps to achieve a better 

patent score for the retrieved documents and helps to increase the quality of the judgment 

set (Magdy and Jones,2010). Some other score-based evaluation metrics helped to 

overcome the issues related to incompleteness judgment such as inferred average 

precision, infAP. This metric helped to show the robustness of the incompleteness 

judgments, and they are focused on the precision-based results (Magdy and Jones,2010).  

Sampling techniques help to estimate the information retrieval metric of the incomplete 

judgments. As per this method, the relevancy of a document can be estimated based on a 

particular topic, but with a cost. By considering the annotation of the samples of the 

corpus, choosing documents to accurately estimate the metric scores. The fairness of the 

system ranking can be evaluated based on this score (Kirnap et al., 2021). The 

incompleteness can be categorized based on the assumption of the non-relevant 

documents, relevancy prediction, score estimation issue, and condensed list. Also, the 

issue is in estimating the gain value of the unjudged documents. Also, the error bound of 

unjudged documents also the scoring in the condensed list. Also, the main concern with 

the systems is judgments were done without omitting the irrelevant ones. These issues 

can be solved by adjusting the pool depth and evaluation depth based on the various 

evaluation metrics (Lu et al.,2016). Previous research shows that point-wise evaluation 

has a lot of limitations and is based on preference metrics. For highly effective systems, 
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it shows that metric evaluations are more effective for offline evaluation. However, these 

evaluation measures reliability in the presence of errors in the judgment sets needs to be 

verified. These errors might be due to the human judges who provide the judgments as 

assessments of the relevance of a given document to a specific query. Random qrels flip 

strategy helps to system orderings and system-versus-system significance testings help to 

reduce the judgment error rate (Rashidi et al.,2023) 

2.5.3.2 Document selection for relevance judgments 

 

To increase the quality of the relevance judgment sets, researchers found an alternative 

way by considering documents as nominees for the relevance judgment. These have been 

done by either changing the order of the documents in the run list or by creating the test 

collection. Adjusting the order of the documents for the judgment based on the 

effectiveness (Moffat et al., 2007). Score adjustments based on the bias on the unjudged 

document list is another solution. Biasness estimation has been done with a leave-one-out 

method based on the pooled document list and adjusting the score based on it (Webber 

and Park,2009). One method is by adjusting the documents based on the ranks of the 

participating systems helps to increase the effectiveness. The document from the good 

systems helps to produce better effectiveness on relevance judgments compared to poor 

systems. The results show that the documents were ordered based on good systems help 

to achieve better performance (Sanderson,2010). Sampling distributions and variance-

optimizing strategies help to make the system pair-wise comparisons and this strategy 

helped to achieve better results with some evaluation measures (Schnabel et al., 2016). 

Document adjudication for pooling-based evaluation helps to early identify relevant 

documents in the pool with the help of multi-armed bandit problem models. This model 

is one of the best adjudication strategies (Lozada et al., 2016). The rank fusion approach 
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based on rank fusion models with the distribution of retrieval scores plays a critical role 

in creating samples by combining multiple search results (Lozada et al., 2018). For the 

pooled documents, Many document prioritization methods have been proposed earlier to 

get better-pooled documents to reduce the human accessors' effort. However, how many 

relevant documents can predict a better-pooled list was not researched much at that time. 

The diversified stopping method helped to determine when to stop making relevant 

judgments have studied and results show that these methods help to reduce 95% of the 

accessors' effort (Lozada et al., 2019). Documents are selected based on pseudo-relevance 

and based on prioritization. Otherwise, randomization is based on the level of accessors. 

The pooled document quality can be increased by examining the level of accessor quality, 

inter-accessor agreement, similarity of the system ranking, and systems robustness based 

on the topics (Sakai et al., 2023). 

However, most of these methods show that the process of selecting documents based on 

relevancy failed to produce enough relevant documents and through that failed to produce 

test collection properly. It is mainly because most of the topics have too many relevant 

documents and the pooling technique fails to retrieve all these documents into the 

judgment sets. Assessors have to create new strategies and tools to create test collections 

based on the Cranfield paradigm by reassigning the criteria of “truly relevant” to the 

desired participated systems (Voorhees et al., 2022). Most of the metrics based on graded 

judgments restrict the relevant documents into the judgment sets, preference-based 

judgments help to retrieve more relevant documents, and the test collection standard will 

increase based on it and it can be easily reusable (Clarke et al., 2023). 
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2.6 Evaluation Metrics 

Information Retrieval evaluation uses various evaluation metrics to find out the 

participated systems' effectiveness. Metrics help to assign scores to the systems based on 

how many relevant and non-relevant documents are retrieved based on a specific query 

given by the user. Many metrics are available for both quantitative and qualitative 

evaluation (Dalianis,2018). Some quantitative-based evaluations used in my research are 

recall, precision, average precision, mean average precision, normalized distributed 

cumulative gain, and rank-biased precision. 

Precision and Recall 

Precision and Recall are the dependent terms for the evaluation. Precision is calculated 

based on number of documents retrieved. Precision is calculated based on several 

retrieved relevant documents, R for a query Q, and total number of documents retrieved, 

D. Precision is calculated then as R/D. Recall is based on the relevant documents in the 

collection. To evaluate the performance of the systems by considering the relevant 

documents, a recall metric needs to be used. Recall is calculated based on several relevant 

documents retrieved, R with a total number of relevant documents in the document 

collection, C. Recall is calculated as R/C (Sanderson and Zobel,2005) (Arora et al., 2016). 

These two metric terms calculations are shown here. Equation 2.1 indicates Precision and 

Equation 2.2 indicates Recall 

Equation 2.1  

��������� = |��
�����_���������||���������|  
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 Equation 2.2        

������ = |��
�����_���������||����
_��
�����_��

������| 
For example, if the participated system identifies 40 documents from 100 documents, in 

which 35 are relevant and 5 are irrelevant base on a topic, Precision, and Recall are 

calculated as, 

                  Precision=35/40=0.875 (indicating 87.5 % were relevant) 

                                and 

                Recall = 35/100=0.35(indicating 35% of relevant documents were found) 

 Pooling techniques help to obtain several retrieved documents, so precision is considered 

a more effective metric compared to recall. Pooling concepts considers only a subset of 

the documents for the evaluation process. The effectiveness of the participated systems 

was calculated based on a cut-off rank, P@k. k indicates the top k documents from the 

run list. This technique calculates the effectiveness based on the relevancy of the 

document based on its ranking as shown as �� �n Equation 2.3. �� assumed as a binary 

relevant judgment. 

ie.,    

                   �� =  � 1         �! �ℎ� ���#$��� �% ��
�����0        �! �ℎ� ���#$��� �% ����
�����'                              

Equation 2.3  

                      P@k=      +, ∑ ��,�.+  
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  P@k can be interpreted as an average of values, �� … ..  �1 .The cut-off rank score get 

varies based on the k values as it depends on the ranking of the documents based on the 

query given by the user.          

Average Precision         

Average precision is defined as the mean of precision score obtained after each relevant 

document is found and assigned zero as the precision core if the relevant document is not 

retrieved (Kishida,2005). The quality of the retrieved document list based on the query 

given by the user matters the sequence in which the relevant and non-relevant documents 

are retrieved and the total number of relevant documents for that given query. Average 

precision varies based on the quality of the retrieved document list (Aslam et al., 2005).   

Average precision is calculated based on the precision value of the document and also the 

relevancy of the document for a particular topic. The average precision is shown in 

Equation 2.4. 

Similar to precision, Average Precision also has cut-off ranks to make the score higher. 

If enough relevant documents are not there in the retrieved list, the cut-off rank can be 

increased. Average precision             

 

Equation 2.4 

                        23���4� ���������, 2� = ∑ (�(78 9 ���3(7887�:; �  

      Here k indicates the cut off rate or top k documents, P(k) indicates the precision of k 

documents and R indicates the total number of relevant documents for that query. relv(k) 
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indicates the relevancy of the document for that topic or query. relv(k) shown in binary 

representation such as 

                                         ��
�(<8 = =0     �! >(�8 �% 01       ��ℎ��?�%�@                    
For example, from a retrieved list, top k=10 documents have considered. Out of these 10 

documents 6 documents are relevant. The average precision calculated shown in below 

Table 2.3. 

Table 2.3: Example of calculating Average Precision based on one query 

DOC ID RELEVANCY PRECISION SCORE 

D1 R 1 

D3 R 1 

D2 NR 0.66 

D6 NR 0.5 

D12 R 0.6 

D8 NR 0.5 

D4 R 0.57 

D9 R 0.62 

D10 NR 0.55 

D7 R 0.6 

 

Average precision of these documents is calculated based on  
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AP@10 = 
(+A+AB.CAB.DEAB.CFAB.C8

C  =0.731 

For all the non-relevant documents, the relevancy score is 0. The Average precision score 

increases based on the number of relevant documents on the top of the list. 

Mean Average Precision 

The average precision is calculated based on the topics. The performance of a system 

effectiveness based on several topics is calculated using Mean Average Precision (MAP) 

(Voorhees, 2007). Mean Average Precision is calculated based on the mean of all the 

average precision of topics over all the topics. The calculation shows in Equation 2.5. 

 

 

Equation 2.5 

GH> =  ∑ H>(�8IJ.+K  

Where, t indicates the topic, AP(t) indicates the average precision of that topic and N 

represents the total number of topics in the system runs.  

For the evaluation of the systems effectiveness, mean average precision is an effective 

metric which is used by the researchers. MAP retrieve the results based on the number of 

relevant documents retrieved and it is precision biased (Harman, 2011).  

Table 2.4: Example of calculating Mean Average Precision  

Topics Average Precision 

540 .69 
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541 .47 

542 .02 

543 .04 

544 .83 

545 0.31 

546 0.11 

547 0.30 

548 0.09 

549 0.80 

550 0.47 

 

An example of calculating Mean average precision is shown in the Table 2.4. Each topics 

average precision is shown the table. The average precision value will vary based on the 

topics performance and mean average precision is calculated based on the system 

performance over all the topics in that system runs. The Mean average precision is 

calculated as follows. 

GH>
= (0.69 + 0.47 + 0.02 + 0.04 + 0.83 + 0.31 + 0.11 + 0.30 + 0.09 + 0.80 + 0.47811  

MAP = 0.37 

Normalized Discounted Cumulative Gain (NDCG) 

NDCG is also an evaluation metric used to measure how well a participated system works 

not only by considering how relevant the results are but also considering how good the 

order is. NDCG is considering how well the participating systems ranked the documents 
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in the runs. Mean average Precision only calculates the precision, whether the documents 

are relevant or not. However, it is not considering how relevant the recommended results 

are.  

NDCG shows how the graded relevance affects the results of information retrieval 

evaluation. Gain is calculated based on the relevancy score of each document. The 

relevancy score is calculated based on two factors such as highly relevant documents are 

more valuable than marginally relevant documents. The greater the ranked position of the 

relevant document, the less valuable it is, as the user will be less likely to examine the 

document (Kekäläinen,2005).  

Gain is calculated based on the four-scale assessment such as 0 for irrelevant documents, 

1 for marginally relevant, 2 for fairly relevant documents and 3 for highly relevant 

documents (Sormunen, 2002).  

For example,  

                                      T���, TU =  〈3, 2, 3, 0,0, . . . 〉                (Järvelin & Kekäläinen, 

2002) 

Cumulative Gain, CG is calculated as sum of gains of the first k items recommended. Its 

calculated by summing from first position until kth position.  

                         XYZ�[ = \ YZ�[, �] � = ;XYZ� − ;[ + YZ�[,  �_`��a���   

For example, calculation is as follows:  

                   �#$#
����� T���, �TU =  〈3, 5, 8, 8, 8, . . . 〉         (Järvelin & Kekäläinen, 2002) 
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Discounted Cumulative Gain, DCG assign relevance score based on the position. The 

position of the relevant document is higher, the less valuable it for the user, because user 

less likely to go through the documents due to the effort. The relevance documents on the 

top gets the higher rank and lower ranked relevant documents gets the lower rank.  

                                          cXY@7 = ∑ Y�defg(�A;8h�.;  

                                           Or 

                         cXYZ�[ = i XYZ�[ ,      �] � < k
cXYZ� − ;[ + YZ�[

k��4 �  ,  �] � ≥ k 

The simple way of doing the discounting this requirement is to divide the document score 

by log of its rank. 

For example, b=2 . So DCG is calculated as  

                        m�%��#���� �#$#
����� T���, m�TU =  〈3, 5, 6.89, 6.89, 6.89, . . . 〉            
                                                                                       (Järvelin & Kekäläinen, 2002) 

NDCG is normalized discounted cumulative gain is the DCG with a normalization factor 

in the denominator. The denominator is the ideal DCG score, when most relevant 

documents come first. NDCG calculation shown in Equation 2.6 

Equation 2.6 

                                 ncXY@7 =  cXY@7
ocXY@7       

         were, 
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                         ocXY@7 =  ∑ Y�defg(�A;8h�.;  

   For example, 

            K��$�
�p�� m�%��#���� �#$#
����� T���, Km�TU =
 〈1, 0.83, 0.87, 0.78, 0.71, . . . 〉            
                                                                                       (Järvelin & Kekäläinen, 2002) 

NDCG can be used to apply to a condensed list, means ranked list of documents obtained 

by removing all unjudged documents from the original list. It is a simple solution to 

evaluate the incompleteness of the relevance data (Sakai, 2007a).  

Rank Biased Precision 

One of the limitations in the metrics such as average precision and recall were lacking in 

evaluating the user’s behaviour. This drawback has been overcome by the rank biased 

precision (RBP). RBP is a metric that measure the utility gained based on the user 

persistence. In RBP metric, a parameter named p represent the user behaviour on 

probability to proceed to the next rank (Moffat & Zobel, 2008). It shows how the user 

examining each document from the top of the list and will proceed to the next document 

with the probability of p, or finishes the searches with the probability of 1-p (Park & 

Zhang, 2007).  

RBP is calculated as shown in Equation 2.7 

Equation 2.7 

�q�(r8 = (; − r8 s �� 
t

�.;
. r(�u;8 
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where ��  ∈ Z0,1[ , relevance judgment of ith element and (1-p) is the factor used to scale 

the RBP measure within [0,1]. If the user is with low persistence, (close to 0) means user 

not likely to examine after the first document, and high persistence, (close to 1) means 

users might examine many documents. 

For an example, with p=0.5, 

      ranked relevant judgment list shown as (1,1 ,0,1,?, 0, 0, 1).  Here 1 indicates relevant, 

0 indicates irrelevant, and ? indicates not judged.  

                      RBP (0.5) = (1-0.5) X (0.50 + 0.51 + 0.53 +0.57) =0.816         (Park & Zhang, 

2007) 

2.7 Statistical Significance Tests 

One of the main aims of the information retrieval researchers is to find out the best 

retrieval methods which can increase the effectiveness of the participated systems. Given 

two participating systems, during the evaluation process we need to find out the best 

system which can perform better on a particular retrieval method. TREC based evaluation 

follows the typical way of collecting a set of documents, create a set of queries and find 

the relevant judgements based on it and measure the effectiveness based on the evaluation 

metrics (Voorhees & Harman, 2005).  

Sometimes, there will be some noises in the evaluation process. Such as topic difficulty, 

judges' behaviour, document collection limitations, and all. These noises sometimes 

produce false positive results. Statistical significance tests help to overcome this 

drawback by finding out the better retrieval methods or techniques that can perform truly 

better instead of by chance performing well. Statistical significance test provides 
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information about whether the observed evaluation score difference is really meaningful 

or not (Hull, 1993).  

Two categories of significance testing are there. Parametric or model-based test and non-

parametric. Parametric based testing involves precision and recall, they make a number 

of specific assumptions about the distribution of measurements and their errors. Non-

parametric-based testing includes Student’s paired t-test, Wilcoxon signed rank, sign test 

shifted bootstrap, and randomization tests (Smucker et al., 2007). A significance test 

consists of a statistical test to judge the two systems based on the difference in any one 

evaluation metric, mostly Mean Average precision. Second, it consists of a null 

hypothesis. Thirdly a significance level that determines the system performance based on 

this value is either above or below the significance level (Box et al., 2005). All the above-

mentioned significance tests have their criteria and null hypothesis. All these tests aim to 

measure the probability of the similarity in the performance of the two systems are same 

or occurring by chance only (Smucker et al.,2007). 

The null hypothesis, Ho, or the initial assumption of the statistical testing will be that all 

the retrieval methods' performance will be the same. The testing aim is to disapprove this 

hypothesis by assigning a p-value. This p-value will be considered as the probability that 

the difference could occur in the performance of these methods (Hull, 1993). Before the 

testing a significance level will be assigned, indicated with the symbol α. Usually, α value 

will be 0.05 (Andrade, 2019).  If the p-value is less than the significance level, the null 

hypothesis can be rejected, and if the p-value is greater than the significance level, an 

alternative view of estimation of the likelihood of the two methods merely be different 

(Hull, 1993). The interpretation of these significance levels and p-values is explained in 

(Andrade, 2019).  
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In Fisher’s Randomization test, a null hypothesis is created as two systems are identical 

and have no effect over each other on their Mean average precision. There is a total 50 

topics were there, so 250 ways to label the results under the null hypothesis. 

Randomization test measures the differences between two systems' Mean average 

precision in each permutation. If 250 permutations were created, it could measure the 

number of times the differences in MAP would be greater or lesser. This number divided 

by 250 would give an exact p-value. This kind of test is known as the randomization test 

or permutation test (Smucker et al.,2007), (Basu, 2011). 

The Wilcoxon Signed Rank test also has the same null hypothesis as of Randomization 

test. However, in randomization test, the test can use any test statistic, but Wilcoxon must 

have a specific test statistic. This test takes the difference in the paired score and ranks 

them in ascending order based on the value. The minimum sum of both positive and 

negative rank is the test statistics. The Wilcoxon test statistics throw away the true 

differences and replace its with a magnitude of differences. This helps to make the 

computation easy and distribution of rank sums. This helps to determine the p-value 

(Zimmerman & Zumbo, 1993), (Smucker et al.,2007). 

As same as the above two tests, the Sign test also have a null hypothesis which states that 

the two systems are similar and have no effect on each other. Sign test statistics is the 

number of pairs of one system will be better than the other system. It has a binomial 

distribution with the number of trials being the total number of pairs. This distribution is 

obtained by counting the number of successes in 250 permutations of the scores of 50 

topics. However, the Wilcoxon and sign test were not preferred by the researchers due to 

test statistics (Smucker et al., 2007),(Parapar et al., 2020). 
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The Student t-test measures the difference in the mean of the two systems. The null 

hypothesis states that both means are equal whereas the alternative hypothesis states that 

one will be greater or lesser than another or both are not equal. Three types of t-tests are 

there. One sample t-test, independent samples t-test, and paired samples t-tests. In One 

sample t-test, measures the mean value of a sample is statistically the same or different 

from the mean value of the parent data from where this sample was taken. For this mean 

value, standard deviation, and t-value are used for the calculation. One sample t-test will 

be used if the sample size is less than 30 (Winter, 2019). The independent t-sample test 

is an unpaired t-test that determines the means of two unrelated groups. Two categorical 

variables and one normally distributed variable are used for the test. Significance level is 

calculated based on mean, standard deviation, and number of observations. Paired t-test 

measures the two dependent systems. The student-t-distribution is similar to the 

continuous, normal distribution with bell-shaped and symmetrical. Mean differences, 

standard deviation, and t-test statics were calculated. If the t value is less than 0.05. can 

reject the null hypothesis (Mishra et al., 2019), (Wilkerson, 2008). 

2.8 Summary 

This chapter has described the overall literature review of Information Retrieval, 

Information retrieval Evaluation, the types of evaluation, the benefits of doing the 

evaluation, and the evaluation process have described in detail. Followed the TREC 

collection and components of the test collection have been described in detail. The 

overview of the different TREC versions is mentioned here. A detailed description of the 

test collection which has been used for this research is shown here. Other test collections 

like Cranfield, CLEF, NTCIR, FIRE, and INEX overviews are also shown. During the 

Univ
ers

iti 
Mala

ya



 
99 

 

 

 

evaluation process in these test collections, it has been noticed that the number of relevant 

documents retrieved in the relevance judgment sets is lesser. It affected the overall quality 

of the judgment sets. While doing the evaluation process, due to the lesser quality of the 

judgment sets, the accuracy of the evaluation process is also lesser. This literature studied 

that much research has been conducted to improve the accuracy of the IR evaluation 

process. It considered based on a number of relevant documents, based on the test 

collections and based on incompleteness of the judgment sets and biasness in the ranking 

are described in detail. The limitations of these existing methodologies are also 

highlighted in this session. These limitations need to be overcome in order to improve the 

quality of the judgment set and also through that it increases user satisfaction and rely on 

the contributed systems.  Also, various evaluation metrics used in this research to evaluate 

the proposed methodology have been explained in detail, and also given the statistical 

significance tests that have been used here to measure the performance of the systems 

using the proposed methodology are also listed.  
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CHAPTER 3: ENHANCING INFORMATION RETRIEVAL ACCURACY BY 

INCREASING RELEVANT DOCUMENTS 

 

This chapter covers an overview of how to improve the accuracy of the information 

retrieval evaluation process by increasing the quality of the judgment sets. This can be 

achieved by increasing the number of relevant documents in the relevant judgment sets. 

In order to achieve this accuracy, an experimental methodology has been proposed here. 

These experimental methodologies focus on increasing the number of relevant documents 

in the judgment sets and through that increase the effectiveness of the information 

retrieval evaluation process. Section 3.1 starts with explaining the research approach on 

the importance of the quality of the judgment sets and the limitations on the baseline 

works. The research framework and proposed experimental methodology have been 

shown in Section 3.2. The various research techniques used in this experiment are 

described in Section 3.3. 

The evaluation of information retrieval systems' performance is not only based on their 

efficiency but also their effectiveness. Effectiveness is calculated based on several 

relevant documents retrieved by the participating systems. The ability of the systems to 

retrieve as much of relevant documents and at the same time suppress the irrelevant ones 

(Ferro, 2017). The main aim of information retrieval evaluation is to increase the accuracy 

of the information retrieval evaluation by increasing the quality of the relevant judgment 

sets and it can be achieved by increasing the number of relevant documents in the 

judgment sets.  
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3.1 Research Approach 

This section describes how the unjudged clustered or classified documents increase the 

number of relevant documents in the pooled list based on relevance judgment and through 

that increase the quality of the judgment sets. In document similarity, only clustered or 

classified documents are considered for the evaluation process, and pooling only 

considers pooled documents for the evaluation process. As mentioned in the literature 

review, the pooling methodology provides better quality results compared to the 

document similarity. The baseline results of these two methodologies are shown in Figure 

3.1. For this baseline experiment, three methodologies were considered. One pooling 

methodology merged documents from the runs based on the Combsum rank aggregation 

technique. From these merged ranked lists, top-k relevant documents from each run have 

been considered and given for the evaluation process (Losada et al., 2018). The other two 

methodologies were based on document similarity. Document similarity has been done 

based on classification and clustering techniques. The cluster-based methodology, named 

ICIR (Intelligent cluster-based Information Retrieval) combines k-means clustering with 

frequent itemset mining to extract the clusters of documents to find the frequent terms in 

in the cluster. Whenever a new user query comes, the patterns are discovered in each 

cluster and find out the most relevant clusters that match the user query and the clustered 

documents are considered for the evaluation process (Djenouri et al.,2021, Djenouri et 

al.,2018). The classification-based methodology, namely CAL (Continuous Active 

Learning) considers a set of documents based on the Active Learning algorithm, which 

considers documents that might chosen by the accessors. Based on this subset, the Active 

learning algorithm automatically classifies the unjudged documents (Rahman et al.,2020). 

The baseline experiment with these methodologies has been done with the TREC-8 
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Adhoc Track collection and TREC-10 Web Track collection. The details of these TREC 

collections are shown in Table 3.1.  

Table 3.1: Datasets Overview 

Dataset Number of 

Topics 

Topics Total Systems 

TREC-8 50 401-450 129 

TREC-10 50 501-550 97 

  

 

 

Figure 3.1: Baseline results of pooling and document similarity results based on 

TREC-8 collection 

cluster-(ICIR) -(Djenouri et al.,2021), classif-(CAL)- (Rahman et al.,2020), pooling-(Losada 

et al.,2018) 

Univ
ers

iti 
Mala

ya



 
103 

 

 

 

 

Figure 3.2: Baseline results of pooling and document similarity results based on 

TREC-8 collection 

cluster-(ICIR) -(Djenouri et al.,2021), classif-(CAL)- (Rahman et al.,2020), pooling-(Losada 

et al.,2018) 

Fig 3.1 and Fig 3.2 show the baseline results of several relevant documents (in 

percentage) retrieved by each methodology based on the range of several judgments. The 

X-axis shows the number of judgment ranges and the y-axis shows the number of relevant 

documents retrieved in percentage. As mentioned earlier, the results show that the pooling 

methodology performed better compared to the document similarity-based methodology.   

The main problem concern here is that considering document similarity through a 

classifier or cluster globally can achieve the number of relevant documents, but the 

quality of these documents is comparatively lesser compared to the traditional 

methodologies (Djenouri et al.,2021, Djenouri et al.,2018, Rahman et al.,2020). 
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To overcome this problem, a methodology has been proposed by combining the pooling 

technique and document similarity. For the experimental design, TREC data collection 

has been used. TREC-8 Adhoc collection and TREC-10 Web collection. The Adhoc 

retrieval task investigates the performance of the participated systems that search a static 

set of documents using topics or queries. NIST provides participants with around 2 

gigabytes of document collection and a set of 50 topic statements to participants to create 

a set of queries based on the topic statements and run these queries against the document 

collection. Participants have retrieved the best 1000 documents for each topic for 

evaluation purposes. The output of these runs is the official test results for the ad-hoc 

tasks. The relevance judgments were not known to the participants when they generated 

the runs. Participants have used only documents, topics, and relevance judgments from 

previous TREC were used to generate their runs. Fifty topics from 401-450 were created 

in the TREC-8 dataset (Hawking et al., 1999).  The Web Track has been created with 

100GB of test collection and a smaller Web task of 2 GB. The Web Track started in 1999 

and was evaluated every year until 2003. Then re-continued in the year of 2009. TREC-

2001 Web Track mainly focused on the topic relevance task. In this web track also 50 

topics were generated from 501 to 550. TREC 2001 uses a GOV test collection which 

consists of 1.25 million pages.  

3.2 Research Framework and Methodology 

For this experiment, the TREC-8 and TREC-10 datasets were used. Data cleaning was 

done, and baseline experiments were done with pooling and document similarity 

techniques. Implementation of the proposed methodology has been done by incorporating 
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pooling and document similarity techniques like clustering and classification. The overall 

framework for the implementation of this proposed methodology is shown in Figure 3.3.  

 

Figure 3.3: Research methodology flow diagram 

To improve the quality of the relevant judgment set, more relevant documents have to be 

in the judgment list. For the experiment, as a baseline, the pooling technique has been 

used based on top-k documents from each run that have been considered, and these 

documents are called pooled documents. Documents that have not been considered in the 

pooled list are always considered irrelevant and those documents here are called an 

unjudged list. The pooling was done based on the Combsum rank aggregation technique 

(Losada et al., 2018). The documents from the unjudged list are clustered based on ICIR 
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(Djenouri et al.,2021, Djenouri et al.,2018) and classified based on CAL (Rahman et 

al.,2020). 

Based on a test collection, each participating system retrieves a set of ranked lists of 

documents from the document corpus based on the user query. These ranked documents 

are called runs. If N participated systems are there, N runs have been created. These runs 

were merged with the help of a rank aggregation technique called Combsum. Judging the 

whole merged ranked list of documents is considered high-cost and time-consuming. So 

only a subset of documents is considered by using the depth-k technique. With the pool 

depth of k, the top relevant documents from all the runs were considered based on the 

topics and merged and this subset is called as pooled documents or judgment list 

documents (p1,p2…pn). Remaining all the documents that are not considered for the 

judgment process are called unjudged documents (UCi…Cn,di…dn ). These unjudged 

documents were plotted either by using clustering or classification techniques. The 

clustering technique is based on an agglomerative hierarchical clustering model and by 

the k-means clustering technique by considering the similarity of the documents. The next 

step is to find the similarity of the documents between the pooled list and the unjudged 

list. Next, find the highest-scored document from the pooled list. Find the similarity 

between the pi and the unjudged clustered documents. Like di is checking the similarity 

with p1, based on considering the topic title using the TF-IDF technique. The same p1 will 

do the similarity checking with all the top documents in each cluster. Find out the cluster 

which has the highest similarity score. The top-k documents from that cluster will be 

assigned a new score based on equation 3.1 and move those documents into the pooled 

list. 

                 New Score assigning= 
w�1(x�,yz{|8

∑ w�1(x�,yz{|8}~:�         Equation 3.1 
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                                                                                   (Liang et al.,2018) 

The same process continues with the second high-ranked document from the pooled list. 

Once the similarity is found, those top-k clustered documents also move into the judgment 

list by assigning new scores. The same process continues with all the pooled documents. 

Once the iteration is completed, the pooled documents will be sent for the evaluation 

process. The overall framework of the proposed methodology is shown in Figure 3.4.  

 

Figure 3.4: Experimental Methodology based on pooling and document similarity 

using clustering technique 

 

 

The same experiment was done with the classification technique. The documents were 

classified based on the similarity of the documents in the unjudged list. Document 

similarity checking between the pooled document list and each class has been done. 
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Which class has produced the high similarity score, top-k documents from this class have 

moved into the pooled list. The second high-scored document from the pooled list has 

continued with the same process. Figure 3.5 shows the overall framework of the proposed 

methodology using the classification technique. 

 

Figure 3.5: Experimental Methodology framework based on pooling and document 

similarity using classification technique 

 

Step-by-step process of proposed methodology: 

1. Runs have been created from the participating systems 

2. These runs were merged using a rank aggregation technique 

3. Choose top-k documents from these merged lists, pooled document list  

4. Using clustering/classification technique partition unjudged docs based on the 

similarity  
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5.  Choose the highest-scored doc from the pooled list  

6. Do document similarity checking with this high-scored pooled doc with each 

cluster/class document. 

7. Find out the highest-scored cluster/class that matches with that doc. 

8. Move top-k documents from this HC to the pooled list by assigning a new 

score. 

9. Repeat the step with the second high-scored doc from the pooled list until all 

pooled docs are considered. 

10. This updated pooled list has been given for the evaluation process. 

3.3 Research Techniques 

The various techniques used in this proposed methodology have been explained here. 

K-means clustering 

Clustering analysis is a technique used to group similar objects into clusters. K-means 

clustering is the most used cluster analysis which helps to partition the objects into k 

number of clusters. One of the main properties of k-means clustering is to make sure that 

all objects in the cluster are similar to each other. In the same way, the objects from the 

different clusters should be as different as possible. We assign objects to a cluster based 

on the distance of that object from the centroid. 

The main aim of the k-means clustering is to divide M objects in N dimensions into K 

clusters. The algorithm requires an input of M points in N dimensions and K initial 

clusters in N dimensions. Euclidean distance has been used to find the distance between 

the objects to the cluster. The general procedure is to search for k-partitions with locally 
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optimal within-cluster sum of squares by moving points from one cluster to another. The 

generalized k-means cluster is shown here. 

Steps for k-means clustering: 

1. Choose the number of clusters, k 

2. Select k random points from the objects as centroids 

3. Assign all the objects to the closest centroid. 

4. Recompute the centroids based on the newly formed cluster 

5. Repeat steps 3 and 4. 

This iteration goes until the centroids of the clusters are not changed.  

                                                           (Hartigan & Wong, 1979) (Likas et al., 2003) 

 

Agglomerative Hierarchical Clustering 

Agglomerative hierarchical clustering algorithms can be characterized as greedy, in the 

algorithmic sense. An irreversible algorithm has been used to create the data structure 

(Murtagh & Contreras,2012). Agglomerative Hierarchical Clustering helps to group 

documents into clusters based on their similarity. This clustering is a bottom-up clustering 

method where clusters have sub-clusters, which in turn have sub-clusters (Sasireka & 

Baby,2013). This algorithm starts considering each document as a singleton cluster. Next, 

pairs of clusters are successively merged based on their similarities until all the clusters 

are merged into one big cluster containing all the documents. The result is a tree-based 

representation of the documents based on its similarity. It means all the similar documents 

will be merged under one branch. 
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Efficient Fusion technique 

 The cluster hypothesis states that the documents within the same cluster or manifold are 

likely to have the same degree of relevance to the same information needed in a given 

query (Liang & Rijke,2015). These concepts have given a solution to many ranking 

problems, but only to a limited extent. It sometimes led to a negative impact on the 

efficiency. A novel manifold-based data fusion approach helps to provide support by 

using inter-document similarities within the document manifold of documents being 

fused. This fusion technique has been used for the fusion score regularization. This fusion 

method integrates with the standard unsupervised data fusion method such as CombSUM. 

This method aims to calculate a fusion score for each document that appears in the input 

result lists to be fused. This one is mainly used for the inter-document similarities of all 

the documents in the collection. The new score assigned to the documents is based on the 

similarity of the document and the document from a particular clustered documents list 

(Equation 3.1). 

                                       New Score assigning= 
w�1(x�,yz{|8

∑ w�1(x�,yz{|8}~:�           

Hence the more similar document �� and ���� (ith document from the jth cluster), the 

higher the score of the documents.                                                                   (Liang et 

al.,2018) 

Combsum (Rank aggregation technique) 

Rank aggregation approaches also called data fusion approaches, combine the results of 

participating systems to produce a new better ranking. Rank aggregation methods 

improve the performance of the evaluation process concerning those of the input methods 

(Bartell et al., 1994). Various Rank aggregation techniques have already been introduced 
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like Combsum, CombMNZ, Borda, etc. It is used to merge all the multiple ranked 

documents. Combsum is the most popular rank aggregation algorithm which has been 

used in our experiments. Combsum sums the document’s retrieval scores from all search 

systems that retrieved the documents. It helps the documents that are relevant get high 

scores and appear in the judgment list. In the pooled list, we computed the score of the 

documents based on the Combsum and ranked the documents in the decreasing order of 

that score (Shaw & Fox, 1994). Each run will be merged together and ranked according 

to its relevancy. These documents are given for the evaluation process. 
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CHAPTER 4: INCREASING THE QUALITY OF RELEVANT JUDGEMENTS 

BY CONSIDERING TOPICS AND PARTICIPATING SYSTEMS FROM TEST 

COLLECTIONS 

Test collections have a high impact on the quality of the relevance judgment sets. 

However, the evaluation of information retrieval evaluation systems is a challenging 

process as the information is getting added to the Web. The main components that have 

a role in evaluating systems are the topics and the efficiency of the participating systems. 

In many research, researchers in the information retrieval field have tried to achieve better 

evaluation accuracy with fewer topics and lesser relevance judgments (Voorhees & 

Buckley,2002) (Culpepper et al., 2014). This session aims to find out the influence of 

topics and participating systems in the quality of the relevance judgment in a better way. 

Section 4.1 explains how the proposed methodology can be beneficial by considering the 

topics from the test collections in a cost-effective way and Section 4.2. explains how the 

proposed methodology can further enhance the result on the quality of the judgment sets 

by considering participated systems. The performance of the proposed methodologies in 

terms of incompleteness and biasness in the ranking of documents is shown in detail in 

Section 4.3 

4.1 Effect of Topic size to improve the quality of the pooled list 

Among the test collections, topics have an important role in the system performance. Each 

subset of documents from the same runs might produce different sets of relevance 

judgments. Some topics generate a quality judgment list compared to other topics. 

Finding the best topics that can produce more relevant documents helps to reduce the 

computational cost (Breto et al., 2013). 
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It is essential to consider the topics while evaluating the participating systems. As the 

topic size increased, the cost of the evaluation also increased. So need to reduce the 

number of topics to be evaluated without affecting the quality of the judgment sets. Also, 

choosing the best topics matters. Some topics can retrieve more relevant documents 

compared to others. Topic difficulty or topic hardness can be defined as how well a 

participating system can perform in retrieving more relevant documents when evaluating 

a topic. If the topic is high scored, then most of the participating systems achieve high 

scores when evaluating these systems against that topic and that topic can be considered 

as an easy topic. At the same time, the low-scored topics make the systems scores less 

which considered those topics as hard topics. This session covers how effectively can 

maintain the quality of the relevance judgment sets with reduced topic size and at the 

same time by considering topic hardness.  

4.1.1 Research Approach 

 

Each topic generates a different number of relevant documents based on its performance. 

The variation in the topic’s performance can be due to various factors, such as variation 

in the number of relevant documents per topic in the test collections. Some topics might 

have more relevant documents compared to other topics.  
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Figure 4.1: Number of documents judged per topic in TREC-8 Adhoc Track 

 

As an example, Figure 4.1 shows the topic performance over the whole test collection 

run. Experiments have been done based on the TREC-8 Adhoc track. It consists of 50 

topics from 401 until 450 and 129 participated systems. The horizontal lines indicate the 

number of documents judged per topic and the y axis indicates the number of relevant 

documents found based on per topic. The results show that the number of documents 

judged by each topic varies much to the judgment pool. At the same time, it has been 

noticed that even with a lesser judgment pool itself can achieve most of the relevant 

documents.  

The topics that have contributed less to the judgment pool might be due to the topic's 

hardness or the topic's difficulty. Topic difficulty can be found based on the topic 

difficulty score. Calculating the topic difficulty score of all topics helps to determine the 

difficulty of each topic and also helps to select the topics based on their score. The 
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hardness of the topics can be calculated either based on the Average of Average Precision 

(AAP) or Topic Difficulty Score (TD)(Carterette et al., 2009) (Berto et al.,2013) (Ting 

Pang et al.,2019) (Gienapp et al.,2021). Average of Average Precision can be calculated 

based on the summation of the average precision of all the systems on a particular topic 

and also the total number of systems. Figure 4.2 shows how to evaluate the topic's 

performance over the systems. The average of average precision (AAP) is calculated to 

find the topic hardness. For n systems, APt1 shows the Average precision of topic t1 over 

all the systems from S1 until Sn.  AAPt1 is the summation of all Average Precision of topic 

t1 over all the systems. 

Based on the Average of Average Precision of topics, the topic difficulty was calculated 

as  

                             �e��� �������d�� (���8 = ∑ ��(��,�8  �{:� ��                    Equation 4.1 

       (Carterette et al., 2009) (Berto et al.,2013) (Ting Pang et al.,2019) (Gienapp et 

al.,2021)                                                 

 

 

 

 

 

 

Figure 4.2: Average of Average Precision to Calculate Topic Hardness 

Topic hardness 
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Figure 4.3 shows how the topic's performance varies based on the topic hardness using 

equation 4.1. The experiment was done with TREC-8 Adhoc collection which consists of 

129 systems with 50 topics. AAP scores of 129 systems over 50 topics range shown in 

the x-axis and the AP score of two systems' performance is shown in the y-axis. 

 

Figure 4.3: Example of two systems' performance based on topic hardness 

The results show that System A performs in achieving a high topic score compared to 

System B. System B is affected by the topic hardness due to the low average precision 

score of the topics. Another method of calculating topics is based on aggregation 

techniques. Many studies have shown the results that hard topics exist, and they are hard 

for all the systems. All the hard topics were classified with a low mean average precision 

score and with at least one high outlier score (Voorhees,2003). To define the topic t 

difficulty Dt as: 

 

mJ = 1���u1�������                       Equation 4.2 
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                      where,  

                                  mJ= Topic Difficulty score 

                                $��J=high score of average precision 

                               $���J= median average precision score 

                                 �mJ=Standard Deviation 

                                             where,   

                                                  �mJ = �∑(1��Ju1�����������82

�u+  

                                                            where, n=number of topics 

                                                                                    (Ravana et al., 2009) 

High average precision and high AAP or TD score of a topic means the topics are 

performing better and are considered as Easy topics. Low average precision and low AAP 

means the systems are performing badly on that topic, and it is considered as Hard topic.           

4.1.2 Research Framework and Methodology 

 

The experiment was done with the TREC-8 test collection which consists of 129 systems 

and 50 topics and the TREC-10 test collection with 97 systems with 50 topics. This 

experiment was conducted as a continuation of the proposed methodology. The proposed 

methodology has been done with pooling and document similarity techniques using 

clustering and classification concepts. The results show that compared to the baseline 

works, this proposed methodology performed well in retrieving more relevant documents 

into the judgment sets and through that increased the quality of the judgment sets. The 

impact of topics in the proposed methodology has been evaluated here and how 

Univ
ers

iti 
Mala

ya



 
119 

 

 

 

effectively these topics can perform on the proposed methodology has been evaluated 

here. The overall aim is to achieve or maintain the quality of the relevant judgment sets 

with reduced topic size and at the same time choose the best topics with minimal topic 

hardness.  The overall structure of the evaluation of topics is shown in Figure 4.4. 

 

 

Figure 4.4: Research framework on the effect of topics in the evaluation process 

with the proposed methodology 

The experiment based on the topic has been done with the proposed methodology and 

categorizes documents into easy and hard topics. Evaluation metrics of average precision 

and mean average precision have been calculated based on these topic categories. Kendal 

tau correlation was used to find the correlation of the overall mean average precision of 

all the topics with the average precision of the two categories of the topics (Ting Peng et 
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al., 2019). The experiment was done with both clustered and classified documents. The 

results show that both have categorized the topics almost a similar way and correlation 

also in the same category. 

The topics were categorized based on the difficulty of the Average of the average 

precision score. The score estimation is done based on a single query over all the 

participated system runs. The topics were categorized based on these AAP scores and 

classified into three intervals. These intervals have been chosen to distribute the topics 

evenly (Carterette et al., 2009). In our experiment, the intervals have split into two 

categories. Easy topics and Hard topics. The intervals have been distributed based on the 

(Carterette et al., 2009) and  

Hard topics: AAP ∈ [0,0.17] 

and 

Easy topics: AAP ∈ [0.17, max] 

 70% of the queries were hard which includes more queries because it includes most of 

the queries where no relevant documents were found. 30% of the topics were easy 

consisted of most of the relevant documents were found as per the TREC-8 data 

collection. The experimental methodology of the topic evaluation is shown in Figure 4.5. 

The experiment was conducted as a continuation of the proposed methodology. Calculate 

the mean average precision of all the topics over all the systems. Partition documents into 

easy and hard topics. Calculate the average precision of k-topics for some random choices 

(Tang et al.2019). The same experiment was done with both classified and clustered 

documents. The detailed experiment of the evaluation of topics is shown below. 

- Calculate the MAP of all topic's overall systems (actual MAP) 

Univ
ers

iti 
Mala

ya



 
121 

 

 

 

- Based on the AAP scores, topics were split into hard and easy topics 

- Randomly choose k-topics from each category 

- Calculate the Average Precision of those topics with all systems 

- Repeat this step for several times (10 or 100)  

- Calculate the mean average precision of these repeated processes of the topics 

separately 

- Calculate Kendal’s tau correlation with MAP and actual MAP 

 

Figure 4.5: Experimental methodology of the evaluation process based on the topic 

hardness. 
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4.2 Effect of Participated systems to improve the quality of the pooled list 

The web collection is getting added in real-time and it causes the lack of inconsistency in 

performing the information retrieval evaluation process. As the data collection is getting 

increase many relevant and irrelevant documents are getting added. At the same time, 

many proxies also getting added to the data collection in the matter of topic titles, missing 

documents, topic descriptions, and unrelated titles (Rasmussen,2003). Due to that 

biasness happens to the systems during the pooling process and only particular systems 

documents were considered for the judgment process and it affects the evaluation of 

information retrieval systems. 

System performance has a greater impact on the quality of the relevant judgment sets. 

The test collection called TREC,  is one of the most commonly used data collection to 

evaluate the performance of the retrieval systems. Generally, the general assumption of 

the Cranfield paradigm is that the documents in the relevant judgments are all relevant. 

This means the documents are complete. But for larger collections, obtaining all the 

documents in the judgment become relevant is impossible due to the large effort of human 

accessors. 

4.2.1 Research Approach 

 

In the area of research in information retrieval and machine learning, the evaluation of 

retrieval systems is an important part that can contribute many advantages to the 

information retrieval process. Many evaluation measures have been used to compare the 

performance of the retrieval systems (Raghavan et al., 1989). To evaluate the system 

performance, Cranfield Paradigm, also generally known as test collection has been used. 

In Cranfield methodology, based on the document collection and topics, a set of relevant 
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judgments were found. Based on these relevant judgment sets, the performance of the 

participated systems was evaluated (Voorhees,2002).  

As per the Cranfield Paradigm methodology, the general assumption is that the 

documents in the relevance judgment sets are all relevant. It means that all relevant 

documents based on each topic have been identified in the relevance judgment sets. But 

judging the whole document is practically difficult due to the human accessors cost. The 

judging of the whole relevance judgment set is time-consuming also. Many greedy 

techniques were proposed by the researchers to reduce the judgment sets and at the same 

time maintain the quality of the judgment sets (Aslam et al.,2003). 

The most popular technique to evaluate the retrieval or the participated systems with 

lesser relevance judgment sets is through the depth pooling method. TREC test collection 

is one of the best choices for these kinds of evaluations. In the depth pooling method with 

k means, only the top k documents from the relevance judgment sets were considered for 

the evaluation process and the rest of the documents were considered irrelevant and we 

called those documents an unjudged document list. The number of relevant documents to 

be judged varies based on the pool depth. Based on Table 3.1, the total number of relevant 

documents to be judged based on different pool depths is shown in Table 4.1.  

Table 4.1: Number of documents to be judged based on various pool depth 

Pool Depth-k TREC-8 TREC-10 

10 200 184 

20 379 339 

50 713 698 

100 1712 1414 
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A pool depth of 100, is a standard choice, and in many research, it has been proven that 

most of the relevant documents are found at these pool depths. And this depth is enough 

for the evaluation of the retrieval systems.  

But in the case of dynamic document collection, this concept sometimes won’t be correct. 

In dynamic document collection, the document collection is changing, and new 

documents are kept getting added or deleted from the test collection. In such cases, the 

results based on the evaluation of the retrieval systems might be incorrect. It happens due 

to the updated test collection with added or deleted documents was not considered for the 

evaluation process. So the pool depth might not be able to retrieve many documents in 

the dynamic document collection. 

On the other hand, sometimes the relevance judgment sets can be incomplete. For the 

smaller datasets, the concept of fixed pool depth might work. But for larger test 

collections, with a fixed pool depth, sometimes the number of relevant documents 

retrieved might not be correct. As the pool depth increases, the retrieval systems are 

retrieving more relevant documents into the judgment sets. Due to this, we cannot rely 

completely on a fixed pool depth with an assumption that all the relevant documents have 

been retrieved, and relevance judgment sets are complete.  

One of the main reasons for this drawback is the performance of the retrieval systems. 

Each retrieval system assigns different ranks for the documents that are actually relevant. 

Hence, with the standard pool depth, most of the relevant documents have not been 

considered in the judgment sets. As an example, Figure 4.6 shows the performance of two 

systems by assigning different ranks for a document for the same topic.  
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Figure 4.6: Rank assigned for a document for a topic by system fdut10wtc01 

From the TREC-10 test collection Figure 4.6 shows that, based on a system run named 

fdut10wtc01, for topic 501, the document named WT002-B-04-3, the system has assigned 

rank 2 for the document based on the topic relevancy.  

 

 

Figure 4.7: Rank assigned for a document for a topic by system ajouai0101 

At the same time, from the TREC-10 test collection Figure 4.7 shows that, based on 

another system run named fdut10wtc01, for the topic 501, the document named WT002-

B-04-3, the system has assigned rank 114 for the document based on the topic relevancy.  
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Figure 4.8: Judged relevance judgment set of TREC-10 qrels. 

As per the TREC-10 qrels Figure 4.8 shows that the already judged relevance judgment 

set, the document WTX002-B-04-3 for a topic 510 is shown as actually relevant. When 

the pooling is done with the top 10 or top 50 or classic top 100 document list, the system 

named fdut10wtc01 was able to move the document into the pooled list, but the system 

named fdut10wtc01could not send that document into the pooled list due to the rank 

assigned is lesser and the evaluation process consider this document as irrelevant. Due to 

that, the performance of the system varies based on the ranking.  

Various evaluation measures have been used by the researchers to find the performance 

of the retrieval systems. The standard evaluation measures used for this purpose are 

average precision and R-precision (Buckley and Voorhees, 2004). b-pref is also used to 

evaluate the incompleteness of the relevance judgment sets. B-pref is highly correlated to 

average precision. But it has been proven that by using b-pref the judgement sets get more 

and more incomplete. So, average precision is considered a gold standard and the best 

evaluation measure to evaluate the system performance based on the judgment sets 

(Yilmaz and Aslam, 2006). Figure 4.9 and Figure 4.10 shows the performance of the 

random relevant systems based on the complete judgment sets. Figure 4.9 and Figure 4.10 

show two random sample sets of systems performances. The experiment was done with 

the TREC-8 dataset and consisted of 129 systems and 50 topics. The mean average 
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precision of all topics with all systems was calculated and considered as actual MAP. 

10% of random samples of systems were considered from these 129 systems and 

calculated the mean average precision for the 13 systems. The correlation coefficient of 

the actual MAP and the MAP of these random sample systems are plotted here in Figure 

4.9. Another random sample of the system performance have shown in Figure 4.10. It has 

shown that some systems perform very well even with the same documents and same 

topics. Some systems can contribute well to the judgment set and others cannot. Choosing 

documents from performance systems will affect the quality of the judgment sets and later 

these documents considered for the evaluation process will affect the accuracy of the 

evaluation process. The effectiveness or performance of the systems can be measured 

with various evaluation measures such as MAP, AP, NDCG Rbp, etc. The variation in 

the effectiveness scores could contribute to the reliability of the participated systems. 

Based on these scores the retrieval or participated systems can categorized based on their 

performance.  

 

Figure 4.9: MAP vs Actual MAP for 10% of random retrieval systems from 

TREC-8 
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Figure 4.10: MAP vs Actual MAP for another 10% of random retrieval systems 

from TREC-8 

Good contributing systems: These systems can assign better ranks for the relevant 

documents and at the same time suppress the irrelevant ones. 

Less contributing systems: The systems that assign lower ranks to the documents or do 

not consider the documents that are actually relevant.  

The main concern is less contributing systems assign lower ranks to the documents that 

are actually relevant. The documents that are chosen from these types of systems or the 

irrelevant ones into the pooled list or relevance judgment sets and later considered 

documents for the evaluation process will affect the quality of the relevance judgment 

sets and through that affect the accuracy of the evaluation process (Iwayama,2000, 

Djenouri et al.,2018, Rahman et al.,2020). 

4.2.2 Research Framework and Methodology 

 Based on the performance of the retrieval systems, the quality of the judgment sets varies. 

If the contributed or retrieval systems can retrieve relevant documents into the judgment 
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sets and at the same time assign a better rank for these documents helps to increase the 

quality of the judgment sets. At the same time, good systems can suppress the irrelevant 

ones too. The main aim of this research is to increase the quality of the judgment sets 

most efficiently. For that, a better methodology is proposed based on the methodology 

proposed in Section 3.1. In this methodology, the system's performances were considered. 

The system performances were calculated based on the evaluation measures. The 

evaluation measures assign a score for each participating system based on its performance 

in retrieving relevant documents into the judgment set. Categorization of the systems was 

done based on these evaluation scores. The documents from the high-score assigned 

systems received a high preference for the judgment list. The documents from the low-

scored systems were considered as an unjudged list. The experiment has been done based 

on the proposed methodology mentioned earlier and has done document similarity 

checking with both clustering and classification techniques. The experiment was done 

with TREC-8 and TREC-10 datasets. The framework of the proposed methodology is 

shown in Figure 4.11.  
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 Figure 4.11: Research methodology flow diagram 

The methodology works as follows. 

Based on a test collection, each participating system retrieves a set of ranked lists of 

documents from the document corpus based on the user query. These ranked documents 

are called runs. If N participated systems are there, N runs have been created. These runs 

were merged together with the help of a rank aggregation technique called Combsum. 

Judging the whole merged ranked list of documents is considered high-cost and time-

consuming. So only a subset of documents is considered by using the depth-k technique. 

With the pool depth of k, the top relevant documents from all the runs were considered 

based on the topics and merged and this subset is called pooled documents or judgment 

list documents (p1,p2…pn). Remaining all the documents that are not considered for the 
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judgment process are called unjudged documents (UCi…Cn,di…dn ). Evaluation measures 

have been applied to these pooled documents to find out the better-performed systems. 

For this experiment, average precision-based evaluation measures were used. As many 

irrelevant documents are there in the pooled list, the average precision values vary, and it 

affects the ranking of the retrieval systems. Induced Average Precision is used in order to 

make the judgment correctly. For a topic with R-relevant documents, induced AP works 

almost similar to the average precision with only a slight change. In the induced AP, the 

documents that are irrelevant to the judgment list or the pooled list were removed and not 

considered for evaluation. Once these irrelevant documents were removed, induced AP 

was calculated the same way as average precision. Induced AP provides a better 

precision-recall curve with the pooled documents as it considers only relevant documents 

(Yilmaz and Aslam, 2006), (Yilmaz and Aslam, 2008).  

The modified version of the induced AP based on our methodology is shown below. Here 

are the documents from the pooled list considered for the evaluation purpose. It is done 

by ignoring the irrelevant documents from the pooled list and calculating the average 

precision to find the system performance and through that find out which system are 

producing the better results.  

Given a topic T with R relevant documents in the pooled list P, induced AP can be 

calculated as  

Induced AP=
+
� ∑ ��1��� �  ����¡��Jw �¢ J� ���, (�8

���,(�8�      Equation 3.4 

Where r is a relevant document and rank(r) is the rank assigned for the document of a 

retrieval system 

                                                (Yilmaz and Aslam, 2006), (Yilmaz and Aslam, 2008 ) 
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Based on the evaluation score, the systems were classified into good contributing and less 

contributing systems. The documents from the good contributing systems were 

considered as pooled documents by reshuffling the pooled list and the documents from 

the low participated systems were considered as irrelevant documents and considered as 

unjudged documents. These unjudged documents from the less participated systems were 

plotted either by using clustering or classification techniques. The clustering technique is 

based on an agglomerative hierarchical clustering model and by the k-means clustering 

technique by considering the similarity of the documents. The next step is to find the 

similarity of the documents between the pooled list and the unjudged list. Next, find the 

highest scored document from the pooled list. Find the similarity between the pi and the 

unjudged clustered documents. Like di is checking the similarity with p1, based on 

considering the topic title using the TF-IDF technique. The same p1 will do the similarity 

checking with all the top documents in each cluster. Find out the cluster which has the 

highest similarity score. The top-k documents from that cluster will be assigned a new 

score and move those documents into the pooled list. 

                                       New Score assigning= 
w�1(x�,yz{|8

∑ w�1(x�,yz{|8}~:�  

                                                                                                                     (Liang et al.,2018) 

The same process continues with the second high-ranked document from the pooled list. 

Once the similarity is found, those top-k clustered documents or pooled documents also 

move into the judgment list by assigning new scores. The same process continues with 

all the pooled documents. Once the iteration is completed, the pooled documents will be 

sent for the evaluation process. The overall framework of the proposed methodology is 

shown in Figure 4.12.  
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Figure 4.12: Experimental Methodology framework based on pooling and 

document similarity with evaluation scores using clustering technique 

 

The same experiment was done with the classification techniques. For clustering, k-

means clustering, and hierarchical clustering techniques have been used. For 

classification, active learning classification techniques have been used. The documents 

were classified based on the similarity of the documents in the unjudged list. Document 

similarity checking between the pooled document list and each class has been done. 

Which class has produced the high similarity score, top-k documents from this class have 

moved into the pooled list. The second high-scored document from the pooled list has 

continued with the same process. Figure 4.13 shows the overall framework of the 

proposed methodology using the classification technique. 
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Figure 4.13: Experimental Methodology framework based on pooling and 

document similarity with evaluation scores using classification technique 

 

The step-by-step flow of the methodology is shown here. 

- 1. Apply Induced AP@100 to the pooled list. 

- 2. Based on the score, find out good contributing systems and less contributing 

systems. 

- 3. Reallocate the pooled list by choosing top-k documents from the good 

participation systems into the pooled list 

- 2. Using K-means clustering or active learning classification to partition unjudged 

docs (from less contributing systems) based on similarity using TF-IDF 

- 3. Choose the highest-scored doc from the pooled list  
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- 4. Do document similarity checking with this high-scored pooled doc with each 

top-k document from each cluster or class. 

- 5. Find out the highest-scored cluster or class that matches with that doc. 

- 6. Move top-k documents from this HC to the pooled list 

- 7. Repeat the step with the second high-scored doc from the pooled list until all 

pooled docs are considered. 

- 8. Once all the iterations are done, the pooled list is given for the evaluation 

process.  

4.3 Evaluating the effectiveness of the proposed evaluation methodology in terms of 

incompleteness and biasness in ranking 

The basic assumption of the Cranfield paradigm is that the relevance judgment sets are 

complete. i.e., every document based on each topic is relevant. For smaller test 

collections, this assumption might be correct. But for large test collections like TREC, 

this assumption might not be true. The results might be closer to the completeness. To 

know the degree of completeness, an evaluation of retrieval systems is needed. TREC-

based test collection is one of the most commonly used methodologies to evaluate 

retrieval systems. In this methodology, three components are there, document collection, 

topics, and a set of relevant documents. (Yilmaz and Aslam, 2006).  

To avoid the judgment of the entire collection, the pooling method was used. Depth-100 

pooling means, that only the top 100 documents for each topic from each system run were 

considered for the judgment process. Other remaining documents considered are 

irrelevant. The standard assumption of the test collection is that with this depth itself, 
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most of the relevant documents can be achieved and can maintain the effectiveness of the 

systems (Harman,1995) (Zobel,1998). Even though even after pooling, relevant judgment 

sets are incomplete and biased. Much research has been done to address this issue with 

the large test collections. Many evaluation measures are there to find out the biasness or 

incompleteness of the judgment sets when the number of documents in the judgment set 

is limited (Yilmaz and Aslam, 2006). 

4.3.1 Research approach 

 

Pooling has been used to identify a subset of relevant documents from the multiple-ranked 

list to reduce the human accessor's effort in system-based evaluation. Still, with the help 

of evaluation metrics, it has been proven that many relevant documents have not moved 

into the pooled list due to many reasons. If most of the relevant documents have not 

moved into the judgment set, then that set can be called an incompleteness judgment. 

Much research has been done to reduce the incompleteness. (Buckley and 

Voorhees,2004) shows that the most commonly used evaluation measures such as average 

precision, R-precision, Precision@10, and MAP are not robust to the incompleteness 

relevance judgment. They proposed one of the best evaluation measures to find the 

incompleteness effectiveness is with bpref@k. This measure is finding faulty documents, 

which means judging irrelevant documents that are assigned with a higher rank than the 

documents that are relevant. This evaluation is done only with the judgment set 

documents. 

For a topic T, with R relevant documents where r is a relevant document and n is the first 

non-relevant document of the of R which retrieved by the systems S, bpref is calculated 

as  
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Based on equation 4.3, bpref works as follows Figure 4.14 and Figure 4.15 shows the 

performance of the two systems. Each system produced a set of documents which are 

ranked according to their relevancy. Assume 10 judged documents,4 Relevant docs (R ), 

and 6 Irrelevant docs (N), eval depth=5 

 

System A Ranks 

 
1 2 3 4 5 

               Relevance vector r 1 0 0 0 1 

|�� ���<�� ℎ�£ℎ�� �ℎ�� ��| 0 - - - 3 

 

¤¥��!@5 =  14 �¦1 − 04§ + ¦1 − 34§' = 0.312 

Figure 4.14: Bpref calculation for system A 

 

 In this example, assume R=4 and N=6 and evaluation depth=5. Bpref is calculated based 

on the relevant documents which are represented as “1” in the relevance vector. The 

quantity |dn ranked higher than dr| shows the number of non-relevant documents judged 

with a high rank before the actual relevant document.  

For system B, with the same number of relevant and non-relevance as same as system A, 

System B retrieved the document and ranked as shown below. 

¤¥��! =  +
�  ∑ 1 − |� ���,�x ¨�©¨�� J¨�� �|

�  �                     Equation 4.3 
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¤¥��!@5 = 0.687 

Figure 4.15:  Bpref calculation for system B 

 

As per the above two systems' performance, System A assigned higher ranks for the 

documents which are irrelevant so that the bpref score becomes lesser. System B, 

performed better in ranking the documents correctly. Hence, it scored a good bpref result.  

Average Precision and Mean Average precision have been used to measure the 

effectiveness of the systems. When the relevance judgment is complete, bpref will be 

highly correlated with average precision. But bpref is a better evaluation metric than Ap 

when compared to the incompleteness of the relevance judgment (Buckley and Voorhees, 

2004). But sometimes when bpref deviates from actual precision more incompleteness 

happens in the relevance judgment sets. Other evaluation measures such as induced AP, 

subcollection AP, and inferred AP have been proposed to overcome this incompleteness 

(Yilmaz and Aslam,2007), but it is highly correlated in terms of system rankings when 

the judgment set is complete. In this research bpref measures have been used to evaluate 

how the proposed methodologies work well in the matter of incompleteness. 

System B Ranks 

 
1 2 3 4 5 

Relevance vector r 1 1 0 1 0 

|�� ���<�� ℎ�£ℎ�� �ℎ�� ��| 0 0 - 1 - 
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4.3.2 Research framework and methodology 

This section highlights the issues of biasness in the pooled list. It calculates the bias of 

the pooled list and adjusts the scores of the documents from the unpooled documents 

which matches the similarity with the pooled documents. For the score adjustment, the 

whole system is not considered, only the documents from the pooled list are evaluated. 

The relevant documents from the unpooled systems are not considered in the pooled list 

due to the ranking biasness. The systems have assigned lower ranks to the documents 

which are actually relevant. The ranks assigned for the unpooled systems are not 

considered in this evaluation. If a similarity of any document is found with pooled 

documents, the new score is assigned to it based on the pooled document rank. Similarity 

checking between pooled documents and unjudged documents has been done. If a 

similarity is found, a new score is assigned based on the relevant documents in the pooled 

list scores. In this pooled list the documents from the good participating systems are 

considered as pooled lists and documents from the less contributing systems are 

considered as unjudged document lists. Once all the document similarity with the pooled 

document list is done, the mean score of the pooled list and the unpooled list is calculated. 

Based on this mean score biasness in ranking is calculated. Various pool depth and qrels 

sets have to be considered and the experiment has to be repeated multiple times to know 

the variation in the biasness in ranking with different qrels sizes. The various qrels size 

will be used until less biasness is found in the differences in the pooled and unjudged 

document lists. Bpref measures have been used for the experiment and this measure works 

effectively with the incompleteness of the judgment sets. Previous results show that as 

the qrels size increases bpref value becomes inconsistent. But with reduced qrels, bpref 

works well to show the incompleteness of the judgment sets. The overall framework of 

the biasness calculation in terms of ranking is shown in Figure 4.16.  
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Figure 4.16:  Research methodology flow diagram 

 

The measures that depend only on the ranks of the relevant documents have used 

evaluation measures such as MAP and P@10. The biasness in the incompleteness of the 

judgment set have calculated with the bpref measure. Figure 4.17 shows how the 

relevance judgments are performed in the matter of relevant documents' effectiveness and 

also the matter of incompleteness of the judgment sets. 

For this experiment, the TREC-8 dataset was used with 528k documents (1.9GB) 50 

topics (401-450), and 124 runs. For this experiment, various qrels sizes have been used 

to measure the effectiveness changes as the qrels value varies. 6 qrels sets were used for 

the experiments, The results show that as the qrels size increases, MAP and P@10 value 

increase while at the same time, as the qrels size increases bpref value decreases. It 

happens due to the incompleteness in the relevance judgments as the document size 
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increases. Ranking inconsistency is very much increasing as the relevance judgment size 

is increasing. This makes the performance effectiveness of the participating systems go 

down and affects the accuracy of the evaluation process.  

 

 

 

Figure 4.17:  Changes in the average score of the evaluation measures based on 

different judgments set in TREC-8 

As the bpref measure decreases, the inconsistency occurs. Consistency of the scores is an 

important feature for the practical implementation of the test collection. To maintain 

consistency, we need to increase the relevant judgment sets quality, for that, we need to 

adjust the order of the documents by assigning higher ranks to the unjudged documents 

and move into the pooled list. 

Algorithm 1 shows how the biasness is calculated with pooled and unjudged document 

lists and how the biasness is measured. The algorithm used here aims to show how the 
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similarity between pooled and clustered unjudged documents has found the similarity of 

how a new score is assigned to a similar document found in the judgment list and how 

these documents have moved to the pooled list with the new score assigned. The steps 

continue with different qrels sets until the biasness is lesser. The biasness in the relevance 

judgment set is calculated with bpref measure.  

Algorithm 1: Reduce the biasness in ranking by assigning new scores to the unjudged documents 

 ª ← ��_ �] ª�r��� ]��¬ r����t ���_  

 � ← ��_ �] r����t t��� ]��¬ �­�_�¬�  

®¯X°,±­² ← ��³�_���t ³�´³t4�t t��³¬��_� 
µ
← ��_ �] ¶���� �� ª k���t �� · ]��¬ r����t ���_ 

 

�U ← ��_ �] ³��¶³� r����t t���  
µU  ← ��_ �] ¶���� a�_` t�]]����_ ��¸� 

for µ ∈ µU do  

 

 

 

   for r ∈ �U do  

·�¬®X°, ±­½r² 

 

Find the similarity of the cluster x unjudged 

document Jy with the pooled document 

  if matches found, ·����±­=
��¬®r,X°,´­²

∑ ��¬(r�,¯X´­87�:;  

�′ ← X°,±­ + �′ 
New score assigning based on pooled doc 

rank 

 

repeat until r ∈ �U docs consider  

    end for 

 

 

��  ← ¬��� �] r����t �����  
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(¯X°,±­8�  ← ¬��� �] ³�r����t �����  

¿�  ← �� − (¯X°,±­8� 

return ¿�  
repeat until enough µ ∈ µU consider 

end for 

Calculate bpref measure and MAP 

Calculate biasness  
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CHAPTER 5: RESULTS AND DISCUSSIONS 

 

The main aim of this thesis is to increase the quality of the judgment sets by increasing 

the number of relevant documents in the judgment sets and through that increase the 

accuracy of the evaluation process. For that, a methodology has been proposed and 

evaluated based on the baseline works. This section covers the results and discussions of 

the methodologies proposed in Chapter 3 and Chapter 4.  Section 5.1 covers the 

performance of the methodology proposed in Chapter 3 has been evaluated by comparing 

it with the baseline methodologies. The effectiveness of this methodology has been 

evaluated using various evaluation metrics by considering different pool depths and 

evaluation depths. and also found out which clustering technique might perform better 

results in the matter of increasing the quality of the judgment sets. Section 5.2 covers the 

effectiveness of the improved proposed methodologies from Section 4.1 and Section 4.2, 

based on reduced topic size and considered documents from systems based on evaluation 

scores also explored in this session. Section 5.3 covers the effectiveness of the proposed 

methodologies in order to reduce the biasness in ranking documents compared to the 

baselines and at the same time how effectively increased the quality of the judgment sets 

are shown in detail section 4.3.  

5.1 Improving the accuracy of the Information Retrieval Evaluation process by 

increasing the number of relevant documents 

5.1.1 Results and Discussions 

The methodology by combining pooling and document similarity techniques, proposed 

in Chapter 3 has mainly aimed to retrieve the maximum number of relevant documents 
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into the judgment list and through that increase the quality of the judgment sets. For the 

document similarity checking, both classification and clustering techniques have been 

used. For the pooling technique, only pooled documents are considered for the evaluation 

process. For the experiment, baseline works have been used for the comparison and 

evaluation of the performance of the proposed methodology. For this baseline 

experiment, three methodologies were considered. One pooling methodology merged 

documents from the runs based on the Combsum rank aggregation technique. From these 

merged ranked lists, top-k relevant documents from each run have been considered and 

given for the evaluation process (Losada et al., 2018). The other two methodologies were 

based on document similarity. Document similarity has been done based on classification 

and clustering techniques. The cluster-based methodology, named ICIR (Intelligent 

cluster-based Information Retrieval) combines k-means clustering with frequent itemset 

mining to extract the clusters of documents to find the frequent terms in in the cluster. 

Whenever a new user query comes, the patterns discovered in each cluster and find out 

the most relevant clusters that match the user query and the clustered documents are 

considered for the evaluation process (Djenouri et al.,2021, Djenouri et al.,2018). The 

classification-based methodology, namely CAL (Continuous Active Learning) which 

considers a set of documents based on the Active Learning algorithm, which considers 

documents that might be chosen by the accessors. Based on this subset, the Active 

learning algorithm automatically classifies the documents that are unjudged (Rahman et 

al.,2020). The performance of these methodologies is shown in Figure 3.1.  

For the experiment, TREC dataset collection was used for evaluation purposes. TREC-8 

and TREC-10 collections have been used. The ad hoc retrieval task investigates the 

performance of the participating systems that search a static set of documents using topics 

or queries (Hawking et al., 1999). And Web Track mainly focused on the topic relevance 
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task(Hawking and Voorhees, 2001). Participants have used only documents, topics, and 

relevance judgments from previous TREC were used to generate their runs. The details 

of each TREC collection used in this experiment are shown in Table 5.1. 

Table 5.1: Datasets Overview 

Dataset TREC-8 TREC-10 

Track Adhoc Track Web Track 

Number of Topics 50 50 

Topics 401-450 501-550 

Total systems 129 97 

Systems 

considered 

124 77 

Document 

collection in 

numbers 

528k 1700k 

Document 

collection in GB 

2 GB 10GB 

 

The baseline work implementation is shown in Figure 3.1. The proposed methodology 

has been implemented based on pooling and document similarity techniques using 

clustering and classification techniques. The results of the proposed methodologies (both 

based on clustering and classification) compared to the baseline works are shown below. 

Figure 5.1 shows the performance of the proposed methodologies based on the TREC- 8 

test collection. The proposed methodologies were compared with the baseline works such 

as base_cluster-(ICIR) -(Djenouri et al.,2021), base_classification-(CAL)- (Rahman et 
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al.,2020), pooling-(Losada et al.,2018). The proposed methodology aimed to find out 

how many relevant documents were retrieved with different numbers of judgments. The 

x-axis shows the number of relevant documents considered and the y-axis shows the 

number of relevant documents retrieved in percentages. The experiment was done with 

pool depth=100 and evaluation depth=1000. 

 

Figure 5.1: Relevant documents retrieved using various methodologies (in %) 

using the TREC-8 dataset 

  base_cluster-(ICIR) -(Djenouri et al.,2021), base_classification-(CAL)- (Rahman et 

al.,2020), pooling-(Losada et al.,2018), pool_classification- (proposed methodology based on 

classification technique), pool_cluster- (proposed methodology based on clustering technique) 
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The same experiment of the proposed methodologies was done with TRCE-10 dataset 

collection and was compared against the baseline works. The performance of the 

proposed methodologies in retrieving the number of relevant documents based on the 

TREC-10 collections is shown in Figure 5.2. The experiment was done the same way as 

the TREC-8 test collection with pool depth =100 and evaluation depth = 1000.  

 

Figure 5.2:  Relevant documents retrieved using various methodologies (in %) 

using the TREC-10 dataset 

  base_cluster-(ICIR) -(Djenouri et al.,2021), base_classification-(CAL)- (Rahman et 

al.,2020), pooling-(Losada et al.,2018), pool_classification- (proposed methodology based on 

classification technique), pool_cluster- (proposed methodology based on clustering technique) 
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The results show that the proposed methodologies, based on clustering and classification 

techniques outperformed compared to the baseline line works. This means the proposed 

methodology could be able to retrieve a greater number of relevant documents into the 

judgment sets even with the lesser pool depth. The results show the same with both the 

test collections. And the methodology helped to retrieve more relevant documents even 

with the lesser pool depth which is cost-effective and more efficient.  

The clear view of the number of relevant documents retrieved by the proposed 

methodology based on pooling and document similarity using clustering compared to the 

baseline works such as clust (ICIR)-(Djenouri et al.,2021) and Pool Diff-(Losada et 

al.,2018) is shown in Figure 5.3. 

 

Figure 5.3:  Additional number of relevant documents retrieved using a proposed 

methodology (in %) using the TREC-8 dataset 

clust(ICIR)-(Djenouri et al.,2021), Pool Diff-(Losada et al.,2018),   pool_clust -

(proposed) 
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Cluster diff shows how many relevant documents were retrieved in percentages by the 

proposed methodology and how many extra documents were retrieved compared to the 

cluster (ICIR) methodology. For example, In TREC-8 data collection, for the top 300 

documents, 57.3% of relevant documents were retrieved by the proposed methodology 

and compared to the baseline work based on clustering, ICIR, 25.67% of extra documents 

were found. But with the top 900 relevant documents. 73.8 % of relevant documents were 

found, but only 10.66% of extra documents only found. It has been noticed that these 

proposed methodologies were able to retrieve most of the relevant documents with lesser 

pool depth compared to ICIR.  

Pool diff shows how many relevant documents were retrieved by the proposed 

methodology in percentages and how many extra documents were retrieved compared to 

the pooling methodology. Compared to previous works, the difference between the 

proposed one and the pooling technique difference is not so much, but still, this 

methodology helped to achieve better results. It's because only the documents from the 

unjudged list were considered and those found as relevant based on pooled documents, 

moved into the pooled list. 

Various evaluation measures have been used to evaluate the performance of the system 

based on the proposed methodology. Different evaluation measures have different criteria 

and different properties based on the user’s satisfaction. MAP, Mean Average Precision 

is calculated based on the mean of all the average precision of topics over all the topics. 

Mean average precision is the mean of the precision values scored after each relevant 

document was found and at the same time by considering relevant documents that are not 

considered by ignoring it and assigning value 0 for it.  
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The performance of the methodologies in order to retrieve the number of relevant 

documents into the judgment sets is shown in Table 5.2. The comparison of the proposed 

methodologies with clustering and pooling with baseline works has been done. The 

average precision of topics overall topics was calculated based on the pool depth of 100 

and evaluation depth of 1000. Later, mean average precision is calculated based on the 

mean of the average precision of the topics over all the topics were done. The experiments 

have been done with both TREC-8 and TREC-10 test collections. The results were 

ordered according to the ascending order of their performance scores.  

Table 5.2: Mean Average Precision (MAP) results 

Methodology TREC-8 TREC-10 

(Adhoc Track) (Web 
Track) 

Classification (CAL) 0.693 0.704 

Clustering (ICIR) 0.748 0.726 

Pooling (Combsum) 0.751 0.781 

Pooling+Classification 

(proposed) 

0.772 0.784 

Pooling +Clustering 

(proposed) 

0.794 0.81 

 

The results show that the performance of the proposed methodology is performed well 

compared to the baseline works. Pooling+Classification methodology outperformed 

Classification, CAL technique. And the same way, the Pooling+Clustering methodology 
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outperformed the Clustering, ICIR technique. Both these methodologies performed better 

than the traditional Pooling method.  

Metric stability has a greater impact on the methodologies' performance in system 

evaluation. That is the consistency of the metrics results from one set of topics or systems 

to another set. Discounted cumulative gain (DCG) calculated with each rank of the 

document has a fixed weight generally called a discount, which is multiplied with multi-

graded relevance, also called gain of the document (Järvelin and Kekäläinen,2002). Later, 

they included normalization, Normalized Discounted Cumulative Gain (NDCG), to 

normalize each topic score with the ideal score. Mean Average Precision assumes binary 

relevance. Graded relevance is done by NDCG in which the ranking score is related to 

the relevance vector. A detailed explanation of the NDCG calculation of Equation 5.1 is 

shown in Equation 2.6 in the previous chapters.             

Equation 5.1 

                              

     ncXY@7 =  cXY@7
ocXY@7 

were,ocXY@7 =  ∑ Y�defg(�A;8h�.;  

 

 The effect of evaluation depth and the pool depth on metric behavior is evaluated here 

using NDCG. The correlation of the NDCG metric over pooled depth 10 and pool depth 

100 over various evaluation depths using TREC-8 test collection has been done in Figure 

5.4. Various combinations of evaluation and pool depth on TREC-8 data collection have 

been considered here. Pool depth and evaluation depth of 10 are considered as shallow, 
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pool depth and evaluation depth of 100 is considered as deep, and pool depth of 10 and 

100 with evaluation depth of 1000 are considered as extended. The correlation of pool 

depth and evaluation depth with 10 and pool depth with 10 and different evaluation depths 

have been plotted here. Also, the correlation of pool depth and evaluation depth with 100 

and pool depth with 100 and different evaluation depths also plotted in this graph to know 

the difference of systems performance in shallow, deep, and extended depths.  

The results show that if the pool depth is greater than the evaluation depth and the pool 

depth is equal to the evaluation depth, the correlation score increases. Also, noticed that 

when the pool depth is lesser than the evaluation depth, a decrease in the system 

correlation can be found. This indicates that for this test collection, extending the 

evaluation depth to 1000 on a pool depth of 10 and 100 gives a reliable result that the 

ranking has been misled by some irrelevant documents in the relevance judgment sets. 

 

 

Figure 5.4:  NDCG@d, where pool depth, d=10 and 100 using TREC-8 dataset 
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NDCG scores are between a defined range due to the ranks weight in logarithmic is not 

convergent. A convergent and geometric weighted metric called Rank Biased Precision, 

Rbp.  In the Rbp metric, a parameter named p represents the user behavior on the 

probability of proceeding to the next rank (Moffat & Zobel, 2008). It shows how the user 

examines each document from the top of the list and will proceed to the next document 

with the probability of p or finish the searches with the probability of 1-p (Park & Zhang, 

2007).  

RBP is calculated as shown in Equation 5.2 

Equation 5.2 

�q�(r8 = (; − r8 s �� 
t

�.;
. r(�u;8 

where ��  ∈ Z0,1[ , relevance judgment of ith element, and (1-p) is the factor used to scale 

the RBP measure within [0,1]. If the user is with low persistence, (close to 0) means the 

user not likely to examine after the first document, and high persistence, (close to 1) 

means users might examine many documents. 

NDCG and Rbp are different in their ranking weights. Rbp is not dependent on the 

evaluation depth. DCG weights go down sharply once the evaluation depth goes down. 

Rbp weights go down in proportion at each rank. The correlation of the Rbp metric with 

p=0.977 over pooled depth 10 and pool depth 100 over various evaluation depths using 

TREC-8 test collection have been done in Figure 5.5.  
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Figure 5.5:  Rbp, where pool depth d=10 and 100 using the TREC-8 dataset 

 

The results show almost similar to NDCG, that if the pool depth is greater than the 

evaluation depth and the pool depth is equal to the evaluation depth, the correlation score 

increases steadily. Also, noticed that when the pool depth is lesser than the evaluation 

depth, a slow decrease in the system correlation can be found. This decrease is almost 

proportional to the evaluation depth. This indicates that for this test collection, extending 

the evaluation depth to 1000 on a pool depth of 10 and 100 gives a reliable result that the 

ranking has been misled by some irrelevant documents in the relevance judgment sets. 

Discriminative power is one of the measures to evaluate the stability of the evaluation 

metrics. Discriminative measures calculate the proportion of a set of evaluation systems, 

in which the difference in their effectiveness is found statistically significant (Sakai 

2006b, 2007b). Based on the standard pool depth of 100 and the evaluation depth of 1000, 

with TREC-8 dataset collection with randomly paired systems, the comparison of the 

metric stability using discriminative measures is shown in Table 5.3.  
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Table 5.3:  Discriminative power of various metrics on TREC-8 and TREC-10 

collection 

Metric 

TREC-8 TREC-10 

Adhoc Web 

MAP@1000 0.768 0.694 

ndcg@1000 0.741 0.689 

Rbp, p=0.8 0.671 0.632 

Rbp, p=0.95 0.706 0.641 

 

The table shows that discriminative power varies based on TREC collection. The results 

show that ndcg got a more discriminative score than Rbp. The variation happens due to 

the different evaluation depths and pool depths. Based on different evaluation depths and 

pool depths, significant tests have been done. Here the significant test was done with a 

two-tailed t-test, paired with a significant level α=0.05. Figure 5.6 and Figure 5.7 shows 

the mean average precision metric stability measured using discriminative power. TREC-

8 data collection was used with various pool depths and evaluation depths.  
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Figure 5.6:  T-test: Mean average precision metric stability based on 

discriminative power - TREC-8 collection 

 

Figure 5.7:  T-test: Mean average precision metric stability based on 

discriminative power (detailed evaluation depth) - TREC-8 collection 

The results show that discriminative power increases steadily if the pool depth is greater 

than the evaluation depth and also when the pool depth is equal to the evaluation depth. 
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It is mostly because greater pool depth allows relevant documents retrieved to exceed the 

total number of relevant documents for more topics. But when the evaluation depth is 

greater than the pool depth and the number of relevant documents retrieved is greater than 

the pool depth, results show up in different ways significantly at α=0.05. This shows that 

pooling beyond evaluation depth affects the discriminative power. This is because deeper 

pooling increases the value of a total number of relevant documents without increasing 

the ability of runs to retrieve more relevant documents. However, the impact and 

importance of evaluating the deeper pool depth and also the importance of the evaluation 

depth need to be out. Table 5.4 shows Kendall’s correlation for carious evaluation depth 

and pool depth using paired, two-tailed t-tests based on TREC-8 data collection shown in 

Table 5.4. Ranking based on paired test values is more similar to the same pool depth and 

evaluation depth. However, the correlation value is different with different evaluation 

depths and pool depths. However, as per the results with the same depths, the correlation 

values are higher compared to the different depths. When the comparison was done with 

the different depths, the pool depth of 10 and evaluation depth of 100 had a closer 

correlation with pool depth of 100 and evaluation with 100 than the pool depth of 10 and 

evaluation depth of 10. The same variation can be found extended with pool depths of 10 

and 100 with various evaluation depths of 100 and 1000.  

These results suggest that evaluating beyond pool depth still can retrieve more reliable 

results based on the proposed methodology also it has proven that evaluation depth has 

an important impact on the results compared to the pooled depth. It also shows that 

evaluation depth and pool depth are more important in the selecting of metrics to evaluate 

the system performance. 
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Table 5.4:  Kendall’s correlation between system pairs with various metrics with 

different evaluation depth and pool depth based on TREC-8 dataset collection 
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Based on the evaluation measures, it has shown that the proposed methodologies can 

performed better. In all these experiments, methodologies based on clustering have been 

done with k-means. Considering k-means clustering mainly because of the baseline work, 

ICIR has used clustering techniques with k-means and with k-5. The methodology has 

been implemented with agglomerative hierarchical clustering using average linkage also 

to know the variation or the similarity in the performance. Here the performance is 

evaluated with MAP value. The methodology has been compared with k-means and 

agglomerative hierarchical clustering with three TREC collections such as TREC-8, 

TREC-9, and TREC-10 shown in Figure 5.8, Figure 5.9 and Figure 5.10.  

 

Figure 5.8: Comparison of clustering techniques on the proposed methodology 

based on TREC-8 Univ
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Figure 5.9:  Comparison of clustering techniques on the proposed methodology 

based on TREC-9 

 

 

Figure 5.10:  Comparison of clustering techniques on the proposed methodology 

based on TREC-10 
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The results show that the hierarchical clustering performed well on the proposed 

methodology compared to the k-means clustering. Also, it has shown that even with lesser 

pool depth, hierarchical clustering was able to retrieve a greater number of relevant 

documents. As the pool depth increases, the retrieval efficiency is almost the same with 

both clustering techniques. However as the number of clusters is not fixed in hierarchical 

clustering, the visualization of the dendrogram is time-consuming. So, in the remaining 

experiments, the k-means clustering has continued for evaluation purposes. 

5.1.2 Significance and Contributions 

 

The main aim of this objective was to increase the quality of the judgment sets in the 

information retrieval evaluation process. The proposed methodologies based on pooling 

and document similarity with clustering and classification techniques help to achieve a 

greater number of relevant documents in the judgment list and through that it helps to 

increase the quality of the judgment sets. Also, compared to the baseline works, the 

proposed methodologies were able to retrieve a greater number of relevant documents 

with lesser pool depth. It helps indirectly to improve the accuracy of the evaluation 

process by improving the system effectiveness score.  

Also, through the evaluation measures, it has been noticed that the systems perform better 

based on different pool depths and evaluation depths. It has been noticed that the system 

performs better when the pool depth is greater than the evaluation depth and also when 

the pool depth is equal to the evaluation depth. It also has been noticed that when the 

number of relevant documents in the qrels is greater than the pool depth and when the 

evaluation depth becomes greater than the pool depth, the performance of the system 
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varies significantly. It is due to the methodology implemented without considering 

increasing the ability of runs to retrieve more relevant documents within that pool depth.  

Also, it has been noticed that in the clustering-based methodology, hierarchical clustering 

performed better compared to k-means clustering. It has shown that with lesser pool 

depth, the systems were able to retrieve a greater number of relevant documents based on 

hierarchical clustering.  

5.2 Increasing the quality of relevant judgments by considering topics and 

participating systems from the test collections 

This objective aims to find out how the topics and participating systems can effectively 

work on increasing the quality of the judgment sets. The objective has split up into two 

categories such as topics and participated systems.  

5.2.1 Results and Discussion 

5.2.1.1 Effect of Topic size to improve the quality of the pooled list 

The experiment based on topic size has been done as a continuation of the proposed 

methodologies. The proposed methodology has been done with pooling and document 

similarity techniques using clustering and classification techniques. The topic-based 

experiment was done with pooling and cluster-based document similarity. The impact of 

topics in the proposed methodology has been evaluated here and how effectively these 

topics can perform on the proposed methodology have evaluated here. The overall aim is 

to achieve or maintain the quality of the relevant judgment sets with reduced topic size 

and at the same time choose the best topics with minimal topic hardness. For this 

experiment, the TREC-8 test collection was used with 129 systems and 50 topics and the 
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TREC-10 test collection has used with 97 systems with 50 topics. The MAP value of the 

TREC-8 test collection for each topic is shown in Figure 5.11. The x-axis shows the topic 

numbers and the y-axis shows the difference in the mean average precision from the 

median value for 50 topics from the TREC-8 test collection.  

 

Figure 5.11: Every 50 topics mean average precision difference from the median 

from TREC-8 

For this experiment, topics were categorized into easy and hard based on the average of 

the average precision score, AAP. If the value is less than 0.17, it considers are hard topic 

and greater than 0.17, considers as easy topics. Based on TREC-8 dataset, out of 129 

systems, 124 systems were considered 70% of the topics were hard and 30% of topics 

were easy. Same way, based on the TREC-10 test collection, out of 97 systems, 77 

systems were considered. Based on the methodology proposed in Section 4.1, actual MAP 

was calculated with all systems and topics and compared with easy topics and hard topics. 

Figure 5.12 shows the Kendall correlation of easy topics and hard topics MAP with the 

actual MAP value based on the TREC-8 test collection. Figure 5.13 shows the Kendall 

correlation with the TREC-10 test collection.  
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Figure 5.12:  Kendall correlation of easy and hard topics MAP with actual MAP 

based on TREC-8 data collection 

 

Figure 5.13:  Kendall correlation of easy and hard topics MAP with actual MAP 

based on TREC-10 data collection 

Topics are split up into easy and hard topics based on average of average precision. Some 

random sets of easy topics and hard topics have been considered with different topic sizes. 

These data have been plotted on the x-axis and compared with the actual MAP value. 

Kendall’s correlation of these values is shown in the y-axis. The results show that easy 
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topics are highly correlated to actual MAP and it can be achieved even with a lesser 

number of topic sizes. Hard topics are less correlated to the actual MAP with the lesser 

number of topics. But it can be closer to the actual MAP if can consider a large set of 

topic sizes. However, larger sets of topics have an impact on the higher computational 

cost. 

These results have proven that topics and topic sizes have a greater impact on the quality 

of the judgment sets. By only considering easy topics, the evaluation can be done and will 

be almost similar results to the actual whole topic results. With a smaller number of easy 

topics itself, can maintain the effectiveness measurement of the information retrieval 

systems. It is actually cost-effective with fewer resources.  

5.2.1.2 Effect of Participated systems to improve the quality of the pooled list 

 

The effectiveness of an information retrieval system can be measured using various 

evaluation measures such as average precision, mean average precision, f-measure, ndcg, 

and rbp. The variation in the results of their effectiveness score contributes to the 

reliability of the retrieval systems. Based on these scores can find out the good 

contributing systems and less contributing systems. The systems that assign better rank 

for the relevant documents by suppressing the irrelevant ones are called good contributing 

systems. The systems that assign a lower rank for the documents that are actually relevant 

or do not consider those documents in the judgment sets are called less contributing 

systems. The documents that are chosen from these types of less contributing systems or 

the irrelevant documents into the pooled list and later considered for evaluation purposes 

will affect the quality of the relevant judgment sets (Iwayama,2000) (Djenouri et al., 

2018) (Rahman et al., 2020).  
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Based on the methodology proposed in Section 4.2 induced AP evaluation measures have 

been used instead of AP. If the number of documents in the judgment set reduces, the 

average precision value also reduces and due to that ranking of the systems also changes. 

This is because all the unjudged documents are considered as irrelevant in average 

precision. If the number of documents in the judgment set is reduced, the number of 

relevant documents retrieved before a relevant document, hence precision is also reduced 

for that relevant document. Through that average precision also reduced (Buckley and 

Voorhees,2004). It affects the ranking of the systems and indirectly affects the accuracy 

of the evaluation process. Figure 5.14 shows the mean average precision of 10% of 

sample randomly chosen systems performance with the actual mean average precision 

with correlation coefficient value of r=0.87 of the TREC-8 test collection. Actual MAP 

indicates the MAP value of all the topics of all the systems.  

 

Figure 5.14:  MAP vs Actual MAP for 10% of random retrieval systems from 

TREC-8 
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Another version of average precision called induced average precision (indAP) proposed 

by (Yilmaz and Aslam,2006) did not consider unjudged documents. Induced Average 

Precision calculated the relevant document score the same way as average precision with 

a change in that. First itself the unjudged documents were removed from the list and with 

the remaining documents only evaluation was done. Once the unjudged documents are 

removed, later the calculation is exactly the same way as average precision. The result of 

the performance of the same system which is shown in Figure 5.14 has been evaluated 

again with induced AP have shown in Figure 5.15. In this result, it has shown that the 

results are better compared to average precision. Based on this induced AP value, TREC-

8 data collection systems were split up into good participating and less participating 

systems. This calculation is based on the number of relevant documents for each topic in 

each system.  

 

Figure 5.15:  IndAP vs Actual MAP for 10% of random retrieval systems from 

TREC-8 
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Once the systems are split up into good and less contributed systems, documents from the 

good participated systems are considered in the pooled list. Top-k documents from the 

good participated systems are considered into the pooled list and documents from the less 

contributed systems are considered into the unjudged list. These documents were 

clustered and classified based on their similarity using the TF-IDF technique. And the 

methodology is continuous as proposed in Chapter 3. For TREC-8 data collection out of 

129 systems, 124 systems were considered. Among those, 84 systems are considered as 

good contributing systems, and 40 systems are considered as less contributing systems. 

The same experiment was done with the TREC-10 test collection. 

The experiment was done with this methodology and found out how many relevant 

documents were retrieved into the judgment set. Figure 5.16 shows the number of relevant 

documents retrieved based on the number of judgments. The results were compared with 

an earlier proposed methodology which was proposed in Section 5.1. Figure 5.17 shows 

the results of the proposed methodology based on the TREC-10 test collection.  
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Figure 5.16:  Relevant documents retrieved using proposed methodologies (in %) 

using TREC-8 test collection 

 

Figure 5.17:  Relevant documents retrieved using proposed methodologies (in %) 

using TREC-10 test collection 
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Based on the results of TREC-8 and TREC-10 data collection from Figure 5.16 and Figure 

5.17, it has proven that the proposed methodologies were able to retrieve a greater number 

of relevant documents into the judgment set compared to the proposed one in Section 5.1. 

Also, it has shown that with lesser pool depth itself, the systems were able to retrieve 

many relevant documents into the judgment set. It is cost-effective based on the 

evaluation process. 

The performance of these methodologies based on the evaluation score in order to retrieve 

the number of relevant documents into the judgment sets is shown in Table 5.5. The 

comparison of these proposed methodologies with evaluation scores and the proposed 

ones in Section 5.1 has been done. The average precision of topics overall topics was 

calculated based on the pool depth of 100 and evaluation depth of 1000. Later, mean 

average precision is calculated based on the mean of the average precision of the topics 

over all the topics were done. The experiments have been done with both TREC-8 and 

TREC-10 test collections. The results were ordered according to the ascending order of 

their performance scores.  

Table 5.5: Comparison of Mean average precision score of the enhanced proposed 

methodologies with previous ones 

Methodology 
TREC-8 

(Adhoc) 

TREC-10  

(Web Track) 

Pooling+Classification 0.772 0.784 

Pooling+Clustering 0.794 0.81 

Pooling+Classification+Evaluation_Score 0.806 0.801 
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Pooling+Cluster+Evaluation_Score 0.827 0.835 

 

5.2.2 Significance and Contributions 

 

Test collections have a greater impact on increasing the quality of the judgment sets. 

Topics and participation systems' involvement in the enhancing quality of the judgment 

sets were evaluated here. For topics, a number of topics, topic size, and quality of the 

topics were considered. The main aim of the topics was to maintain the quality of the 

judgment sets with reduced topic size.  For that topics were classified into easy and 

difficult topics. Based on the results it has proven that if considering only easy topics, can 

maintain the quality of the judgment sets.  Even hard topics also can be considered for 

the judgment purpose, but the topic size need to increase. However with a smaller number 

of effective topics, easy topics can maintain the reliability of the effectiveness 

measurement of information retrieval systems.  

By considering the participated systems' performance, the quality of the judgment sets 

can be increased. So the system performance was considered based on the evaluation 

measures and based on these scores systems were categorized into good contributing 

systems and less contributing systems. An enhancement of the proposed methodologies 

has been done based on these categorizations of the systems. The results show that a 

greater number of relevant documents were able to achieve the relevance judgment set 

based on the enhanced proposed methodologies. Also, it has shown that with lesser depth 

itself, systems were able to achieve more relevant documents. Also, it has shown that as 

the judgment document size increases, the MAP value gets closer to all the 

methodologies. 
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As per the evaluation of the quality of the judgment sets, it has shown that test collections 

have a greater impact on increasing the number of relevant documents in the judgment 

sets. Lesser topic sizes and enhanced proposed methodologies by considering systems 

performance with lesser depth help to increase the quality of the judgment sets and 

through that, it reduces the computational cost of the evaluation process.  

5.3 Evaluating the effectiveness of the proposed evaluation methodology in terms of 

the incompleteness of the judgment sets and biasness in ranking 

5.3.1 Results and Discussions 

The pooling technique in the Cranfield paradigm has biasness in the judgment sets. 

Biasness is calculated based on how many irrelevant documents have moved into the 

judgment sets and ranked higher than the relevant documents. This creates the biasness 

or incompleteness in the judgment sets and systems are not able to evaluate correctly, 

which affects the performance of the systems. This research mainly focuses on the 

biasness in ranking of the documents in the judgment sets. The biasness in the ranking 

can be calculated with evaluation measures such as average precision, mean average 

precision, recall, etc. However, the error rate of different measures is marked differently 

(Voorhees, 2019).  

Bpref measures have been introduced to evaluate the incompleteness in the judgment set 

(Buckley and Voorhees,2004). Later this bpref evaluated against MAP over judged 

documents and computed scores by removing unjudged documents from the ranking 

instead of assuming that they were not relevant. Later, the results have proven that MAP 

performs better compared to bpref in terms of defining different run sets and also the 

similarity of runs with Kendall’s correlation scores (Sakai and Kando, 2008). Other 
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evaluation measures such as induced AP, subcollection AP, and inferred AP have been 

always proposed to overcome this incompleteness (Yilmaz and Aslam,2008), but it is 

highly correlated in terms of system rankings when the judgment set is complete. These 

measures can be used in the assumption that uniform random samples of relevant 

judgments are known, so these above AP values can perform better. But practically, 

relevance judgment cannot be with uniform random samples. So our experiments are 

continuing with bpref measures. Later, many studies have been done with the 

incompleteness and biasness in the judgment sets using different evaluation measures 

described in (Valcarce et al., 2020). Various ranking evaluation measures based on 

incompleteness in the judgment sets and estimation of these metrics with incompleteness 

of judgments have been done (Kirnap et al., 2021).  

Based on the algorithm proposed in Section 4.3 and the proposed methodologies, ranking 

biasness in the judgment sets have reduced with the help of score adjustment. New scores 

have been given to similar documents in the unjudged document list based on the 

similarity from the pooled list and moved those documents into the pooled list. The aim 

of the research itself is to increase the number of relevant documents in the judgment sets 

and at the same time, assign better ranks for the documents that are relevant over the 

irrelevant ones.  

For this experiment, the TREC-8 dataset was used with 528k documents (1.9GB) 50 

topics (401-450), and 124 runs. For this experiment, various qrels sizes have been used 

to measure the effectiveness changes as the qrels value varies. 6 qrels set with various 

sizes have been used for the experiment. Based on Figure 5.17, the results show that as 

the the qrels size increases, MAP and P@10 value increase while at the same time, as the 

qrels size increases bpref value decreases. It happens due to the incompleteness in the 
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relevance judgments as the document size increases. To maintain consistency, score 

adjustments have been made. Based on the score adjustment, the Mean absolute error rate 

has been calculated based on the Rbp@10 with p=0.8. Rbp assigns decaying weight to 

each rank and the adjusted score values with reduced error rates are shown in Table 5.6. 

In this MAE value is calculated based on the difference in the true value (original value) 

and the adjusted score value. The results show that with the lesser pool depth the 

difference is somehow higher compared to the deeper pool depth. As the pool depth 

increases, the biasness difference is somehow lesser.              

 

Table 5.6: Bias evaluation from systems 

Pool 

depth 

Raw value Adjusted value 

1 0.441 0.304 

5 0.389 0.296 

10 0.291 0.238 

20 0.235 0.198 

50 0.162 0.14 

 

Based on the score adjustments, system incompleteness has been calculated with baseline 

work and the proposed methodology with score adjustments. Here for comparison, the 

cluster-based ICIR has been compared with the proposed methodology with pooling and 

clustering technique. The incompleteness is calculated with different qrels sets with 

different sizes. Kendall τ correlations between system ranking produced with 100% qrels 

and system ranking produced with different qrels are shown in Figure 5.17.  
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Figure 5.17:  Kendall’s correlation based on different judgments in the TREC-8 

collection 

The results show that the bpref measure based on the proposed methodology is flatter 

than the proposed one. So, it's proven that consistency has been achieved even with the 

increased qrels. Consistent scores are an important part of the incomplete collection.  If 

bpref values are consistent at different sets of qrels with various sizes, shows that score 

and methodology are meaningful. The performance of the bpref compared to other 

measures is also evaluated and shown in Figure 5.18.  
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Figure 5.18:  Changes in Kendall’s correlation of measures based on different 

judgments in   TREC-8 collection 

 

The comparison of the baseline works (bpref and MAP) with proposed methodologies 

(bpref_P and MAP_P) shows that the bpref measure is more flatter than all the other 

measures. It shows that bpref measures continue to rank all the systems in the same 

preference order by using complete judgments for a higher level of incompleteness. This 

proves that proposed methodologies have shown better effectiveness results in the 

biasness of ranking of documents and also ranking in the systems.  

5.3.2 Significance and Contributions 

 

Biasness in ranking and the incompleteness of the judgments in relevance judgment sets 

is one of the main concerns of information retrieval evaluation researchers. The limitation 

in the consistency of the incompleteness in judgment sets as the number of documents in 
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the judgment set was an issue. This limitation has been reduced somehow by the proposed 

methodologies. With the help of score adjustments and document selection for the 

relevance judgments, incompleteness has been reduced. Also, the proposed 

methodologies were able to adjust the order in which the documents are added to the 

judgment set.  With the help of bpref measure, it has been proven that incompleteness has 

reduced, and it is almost flatter as the relevant judgment set size increases. Also, it 

continuously ranks all systems in the same preference order as when using the complete 

judgments for a higher level of incompleteness. 
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CHAPTER 6: CONCLUSION 

 

The main aim of the research is to improve the quality of the judgment sets by increasing 

the number of relevant documents in the judgment sets and through that increase the 

quality of the judgment sets. If the quality of the judgment sets increases, the accuracy of 

the information retrieval evaluation process also increases. In this thesis, the evaluation 

process is done with system-based evaluation. The main issues considered in this thesis 

are partial relevance judgments and biasness in the ranking. The contributions of this 

thesis are, Firstly, proposing an experimental methodology to improve the accuracy of 

the information retrieval evaluation process by improving the number of relevant 

documents in the judgment sets. Secondly, evaluate how this proposed methodology can 

improve the quality of the judgment sets with the impact of the test collections by 

considering topics and participated systems cost-effectively. Thirdly, measured the 

effectiveness of the proposed methodology in terms of biasness in ranking. The results 

and discussions have continued in the following chapter and concluded it with its 

contributions. Finally concluded this thesis with some future works. 

6.1 Thesis Contributions 

6.1.1 Improve the accuracy of the Information Retrieval Evaluation process by 

increasing the number of relevant documents 

 

One of the main aims of the information retrieval evaluation process is to improve the 

quality of the judgment sets. Pooling, topics consideration, human accessors 

consideration, and document similarity methodologies have been considered for this 

purpose. Pooling and document similarity based on the clustering and classification 
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techniques have been considered for our evaluation process. Pooling is well well-known 

and popular traditional methodology. But considering document similarity techniques 

have some limitations in the quality of the judgment sets. Partial relevance judgment 

means not considering or retrieving all the relevant documents into the judgment sets is 

one of the main concerns of this research.  

The first problem addressed in this experimentation is considering document similarity 

through a classifier and clustering globally can achieve the number of relevant documents, 

but the quality of the documents based on their relevancy is lesser compared to the 

traditional approaches. 

The second problem addressed is the variation in the system rankings during the 

evaluation process when considering different evaluation depths and pool depths.  

The third problem addressed is how the contribution of this thesis works helps to retrieve 

more relevant documents and increase the judgment sets compared to the baseline works. 

The objectives of this experimentation address the above problems.  

The first objective is to propose an experimental methodology to improve the accuracy 

of the evaluation process by increasing the number of relevant documents in the judgment 

sets.  

The second objective is to measure the performance of the system using various 

evaluation metrics by assigning various evaluation depths and pool depths.  

The third objective is to measure the performance of the proposed methodology by 

comparing it with the baseline works.  

The fourth objective was to explore the effectiveness of the proposed methodologies 

using different clustering techniques.  
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Summary  

The results show that the proposed methodologies based on pooling and document 

similarity with clustering and classification techniques help to achieve a greater number 

of relevant documents in the judgment list and through that it helped to increase the 

quality of the judgment sets. Also, compared to the baseline works, the proposed 

methodologies were able to retrieve a greater number of relevant documents with lesser 

pool depth. It helps indirectly to improve the accuracy of the evaluation process by 

improving the system effectiveness score.  

Also, through the evaluation measures, it has been noticed that the systems perform better 

based on different pool depths and evaluation depths. The system performs better when 

the pool depth is greater than the evaluation depth and also when the pool depth is equal 

to the evaluation depth. Also, when the number of relevant documents in the qrels is 

greater than the pool depth and when the evaluation depth becomes greater than the pool 

depth, the performance of the system varies significantly. Also, it has been noticed that 

hierarchical clustering techniques perform better compared to k-means clustering for this 

methodology.  

6.1.2 Increase the quality of relevance judgments by considering topics and 

participating systems in the test collections 

 

Test collections have a greater impact on the quality of the judgment sets. This research 

has considered topics and participated systems. The main aim here is to consider how 

effectively can use the topics and participated systems in a cost-effective way and at the 

same time maintain the quality of the judgment sets. Here cost effectiveness is considered 
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based on the topic sizes and participated systems efficiency. Less topic sizes and 

consideration of good participated systems reduced the computational cost.  

The first problem considered here is to reduce the computational cost of the proposed 

methodology by considering topics in an effective way and at the same time maintain the 

quality of the judgment sets.  

The second problem considered here is to reduce the computational cost of the proposed 

methodology by considering participated systems in an effective way and at the same 

time maintaining the quality of the judgment sets.  

Thirdly, how these proposed topic sizes and contributed systems perform effectively 

compared to the baseline methodologies  

The objectives of this experimentation address the above problems.  

The first objective is to reduce the computational cost of the proposed methodologies by 

considering reduced topic sizes and at the same time maintain the quality of the judgment 

sets. 

The second objective is to reduce the computational cost of the proposed methodologies 

by considering good contributing systems documents efficiently and increasing the 

quality of the judgment sets with reduced pool depth. 

The third objective is to measure the effectiveness of the proposed methodologies based 

on the topics and participating systems. 

Summary 

The results show that considering only easy topics can maintain the quality of the 

judgment sets.  Even hard topics can also be considered for judgment purposes, but the 
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topic size needs to increase. However, with a smaller number of effective topics, easy 

topics can maintain the reliability of the effectiveness measurement of information 

retrieval systems. With the enhancement of the proposed methodologies by considering 

good participated systems documents, the results show that a greater number of relevant 

documents were able to achieve the relevance judgment set. Also, it has shown that with 

lesser depth itself, systems were able to achieve more relevant documents. Also, it has 

shown that as the judgment document size increases, the MAP value gets closer to all the 

methodologies. These all results show that computational cost gets lesser with reduced 

topic size and good contributed systems documents.  

 

6.1.3 To measure the effectiveness of the proposed evaluation methodology in terms 

of incompleteness of the judgment sets and biasness in ranking 

 

The Cranfield paradigm assumes that all the documents that are retrieved are completely 

relevant and judgment sets are complete. For smaller datasets, this concept might be true. 

But for larger datasets like TREC, this will not always. Many irrelevant documents might 

be retrieved by the systems into the relevant judgment sets and assign higher ranks to 

these documents over relevant documents. This affects the quality of the judgment sets 

and through that affects the accuracy of the evaluation process.  

The first problem is the incompleteness or biased judgments. This means the judgments 

that are biased against the systems or systems that are not contributing enough relevant 

documents to the pooled document list.  

The second problem is the systems are assigning higher ranks to the documents that are 

irrelevant than the relevant documents.  
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The third problem is whenever the relevance judgment set size increases, the 

incompleteness or the biasness also increases. The consistency is not maintained well.  

The objectives of this experimentation address the above problems.  

The first objective is to measure the effectiveness of the proposed methodologies in the 

matter of biasness in relevance judgment sets by considering score adjustments to the 

documents which are not considered in the pooled list. 

The second objective is to measure the overall effectiveness of the proposed 

methodologies in order to improve the accuracy of the evaluation process.      

Summary        

The results show that with the help of score adjustments and document selection for the 

relevance judgments, incompleteness has been reduced. Also, the proposed 

methodologies were able to adjust the order in which the documents are added to the 

judgment set.  With the help of bpref measure, it has been proven that incompleteness has 

reduced, and it is almost flatter as the relevant judgment set size increases. Also, it 

continuously ranks all systems in the same preference order as when using the complete 

judgments for a higher level of incompleteness. 

 6.2 Limitations and Future Works 

This section highlights some of the limitations of the existing methodologies and 

interesting studies that can be extended from the work that is mentioned in this thesis. 

The main aim of this thesis is to improve the quality of the relevance judgment sets. For 

that, this thesis mainly focused only on increasing the number of relevant documents in 

the judgment sets. Here pooling and document similarity methodologies were used. 
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Pooling of the documents and later the document similarity of clustered or classified 

unjudged document list and the pooled document list have done and if found a similarity, 

then these documents were moved to the judgment sets by assigning a new score. This 

methodology helped to increase the number of relevant documents in the judgment sets 

and through that increased the quality of the judgment sets. But the execution time or the 

computational time is higher. This happens mainly because of the large test collection 

considered for the evaluation process and also, similarity checking was done with the 

whole test collection. As an enhancement to reduce the execution time, some similarity 

measures based on clustering and classification need to be considered in the vector space-

based model, where distance metrics can be applied to choose nearby similar documents 

(Eminagaoglu,2022) and word embedding. The word embedding can be created based on 

a document and helps to identify the most relevant document based on a topic (Brundha 

and Meera,2022). This might help to identify the most other relevant documents within a 

vector distance in less time and reduce the computational time in considering all the 

documents. 

The topic size reduction and consideration of good contributing systems documents help 

to increase the quality of the judgment sets. Also, it helped to reduce the computational 

cost. But still, for large document collections like TREC, pre-trained methods (Fan et al., 

2022) could evaluate the systems at document level scores and cut-off ranks. Also, the 

role of fair ranking of systems based on relevancy (Balagopalan et al., 2023) might help 

to reduce the biasness in the judgment sets.  

Finally, Information retrieval is still an ongoing process which helps to retrieve the 

relevant data based on the user’s query on the World Wide Web. It is achieved mainly 

through retrieval systems performance on query formation, accessing real-time document 
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corpus, and performance on retrieval algorithms. Search engines or retrieval systems have 

a major role in satisfying real user’s requests on the Web. For that web search engines 

must perform smarter with the retrieval algorithms on the fast-growing Web. The 

proposed methodologies in this thesis have helped to measure the quality of the retrieval 

effectiveness of the systems and have also proven that it has improved the results. 

Improvision of these methodologies in the system-oriented evaluation is an important 

aspect of the advanced user's queries and enhancing Web in the current era. 
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