
A PROXY-ASSISTED ROUTING FOR
EFFICIENT DATA TRANSMISSION IN

MOBILE AD HOC NETWORKS

MAY ZIN OO

THESIS SUBMITTED IN FULFILMENT
OF THE REQUIREMENTS

FOR THE DEGREE OF DOCTOR OF PHILOSOPHY

FACULTY OF COMPUTER SCIENCE AND
INFORMATION TECHNOLOGY

UNIVERSITY OF MALAYA
KUALA LUMPUR

JANUARY 2012



ii

UNIVERSITI MALAYA
ORIGINAL LITERARY WORK DECLARATION

Name of Candidate: May Zin Oo (I.C/Passport No: OM-143806)

Registration/Matric No: WHA070002

Name of Degree: Doctor of Philosophy

Title of Project Paper/Research Report/Dissertation/Thesis (“this Work”):
A Proxy-Assisted Routing for Efficient Data Transmission in
Mobile Ad Hoc Networks

Field of Study: Mobile Ad Hoc Networks

I do solemnly and sincerely declare that:

(1) I am the sole author/writer of this Work;
(2) This Work is original;
(3) Any use of any work in which copyright exists was done by way of fair dealing

and for permitted purposes and any excerpt or extract from, or reference to or
reproduction of any copyright work has been disclosed expressly and
sufficiently and the title of the Work and its authorship have been acknowledged
in this Work;

(4) I do not have any actual knowledge nor do I ought reasonably to know that the
making of this work constitutes an infringement of any copyright work;

(5) I hereby assign all and every rights in the copyright to this Work to the
University of Malaya (“UM”), who henceforth shall be owner of the copyright
in this Work and that any reproduction or use in any form or by any means
whatsoever is prohibited without the written consent of UM having been first
had and obtained;

(6) I am fully aware that if in the course of making this Work I have infringed any
copyright whether intentionally or otherwise, I may be subject to legal action or
any other action as may be determined by UM.

Candidate’s Signature Date

Subscribed and solemnly declared before,

Witness’s Signature Date

Name: Dr. Mazliza Othman
Designation:



iii

ABSTRACT

A new protocol, named Proxy-Assisted Routing for efficient data Transmission
(PART), that uses a cross layer approach is proposed to route packets to a destination
efficiently in Mobile Ad Hoc Networks (MANETs).

PART limits the number of control packets with the aid of proxy nodes, adapts
to route failures and avoids congestion quickly by broadcasting routing information
within a predefined zone. It utilizes the address information of the Medium Access
Control (MAC) layer to transmit unicast control messages and limit the broadcast
zone. Only mobile nodes that are in this zone are allowed to broadcast routing
information to reduce the control overhead and packet collision.

A middle node is selected to perform proxy duty for a TCP connection. The
responsibility of a proxy node is to reply to a new route request from a source node
and to request a new route to the destination when there is a link break. In order to
reduce the extra routing overhead of assigning a proxy node, a unicast route reply
packet is modified by adding a proxy address and a proxy hop count field in the
packet header.

A destination node determines whether a proxy node is needed based on the hop
count. If the hop count to the source node is longer than a pre-defined value, it
initiates a procedure to appoint a proxy node. Otherwise, a proxy node is not
appointed. Whenever a route failure occurs between a source and proxy node, the
source node takes the responsibility of searching for a new route to the proxy node.
The proxy node also does the same thing, as long as the proxy node is available.

In order to ensure the reliability of TCP, a proxy node acknowledgement
(PACK) is introduced to check the correctness of data packets and informing the
source node of missing packets by sending an acknowledgement to the source node in
advance. By doing so, the source node does not have to wait for an end-to-end
acknowledgement from a destination, resulting in increased throughput and decreased
delay.

For the purpose of performance analysis, an analytical framework is proposed to
compare the robustness and efficiency of PART to other routing protocols. The
comparisons were done across the mobility models that are intended for MANETs.
The simulation results show that PART improves the overall network performance in
terms of throughput, control overhead, delay, packet losses and packet collisions at
the MAC layer. Among the contributions of this research are to limit the broadcast
region by using a proxy node, to repair broken routes between source-proxy and
proxy-destination nodes, and the use of local acknowledgement from a proxy to a
source to ensure the reliability and correctness of TCP packets.
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ABSTRAK

Satu protokol baru, bernama Proxy-Assisted Routing for efficient data
Transmission (PART), yang menggunakan pendekatan lapisan silang dicadangkan
untuk menghalakan bingkisan ke destinasi dengan cekap dalam Mobile Ad Hoc
Network (MANET).

PART mengehadkan bilangan bingkisan kawalan dengan bantuan nod proksi,
menyuai terhadap kegagalan hala dan mengelakkan kesesakan dengan cepat dengan
menyiarkan maklumat penghalaan dalam lingkungan zon pra-takrif. Ia menggunakan
maklumat alamat di lapisan Medium Access Control (MAC) untuk menghantar utusan
kawalan secara unikas dan mengehadkan zon penyiaran.  Hanya nod kembara dalam
zon ini dibenarkan untuk menyiarkan maklumat penghalaan untuk mengurangkan
overhed kawalan dan pelanggaran bingkisan.

Satu nod tengah dipilih untuk menjalankan tugas proksi bagi satu sambungan
TCP.  Tanggungjawab nod proksi adalah untuk menjawab permintaan penghalaan
baru dari nod sumber dan meminta hala baru ke destinasi bila terdapat hala yang
terputus. Untuk mengurangkan overhed penghalaan semasa melantik nod proksi,
bingkisan jawapan hala unikas diubahsuai dengan menambah medan alamat proksi
dan medan bilangan lompatan proksi dalam kepala bingkisan.

Nod destinasi menentukan sama ada nod proksi diperlukan berdasarkan bilangan
lompatan. Jika bilangan lompatan ke nod sumber lebih panjang daripada nilai pra-
takrif, ia memulakan prosedur untuk melantik nod proksi.  Jika tidak, nod proksi tidak
dilantik. Apabila kegagalan hala berlaku di antara nod sumber dan nod proksi, nod
sumber memikul tanggungjawab mencari hala baru ke nod proksi.  Nod proksi
melakukan hal yang sama selagi mana nod proksi masih sedia ada.

Untuk memastikan kebolehpercayaan TCP, teknik perakuan nod proksi (PACK)
diperkenalkan untuk menyemak ketepatan bingkisan data dan memaklumkan nod
sumber mengenai sebarang bingkisan yang hilang dengan menghantar perakuan ke
nod sumber lebih awal. Dengan ini, nod sumber tidak perlu menunggu perakuan
hujung-ke-hujung dari destinasi.

Untuk tujuan analisis prestasi, suatu rangkakerja analitikal dicadangkan untuk
membandingkan keteguhan dan kecekapan PART dengan protokol-protokol
penghalaan lain. Perbandingan dilakukan merentas model mobiliti MANET.
Keputusan simulasi menunjukkan PART meningkatkan prestasi keseluruhan
rangkaian daripada sudut daya pemprosesan, overhed kawalan, lengah, kehilangan
bingkisan dan pelanggaran bingkisan di lapisan MAC. Antara sumbangan
penyelidikan ini adalah mengehadkan kawasan penyiaran dengan menggunakan nod
proksi, membaiki hala rosak antara nod sumber-proksi dan nod proksi-destinasi, dan
pengunaan perakuan setempat dari proksi ke sumber untuk memastikan
kebolehpercayaan dan ketepatan bingkisan TCP.
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