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ABSTRACT

The economic growth rates in Malaysia were rel&fivegher among Asian countries,
especially in the 1990s. Malaysia is also a highrngs country in the world, with the
savings rates above 25 percent consistently fron@4d % 2000s. This study attempts to
examine the relationship and causality betweenngaviand its determinants using
annual data from years 1970 to 2010 for Malaysiae Tresults of Johansen
Cointegration test show that savings and its detemts, namely real income,
dependency ratio, interest rates and foreign savarg cointegrated. There are two
long-run cointegrating relationships exist among ¥ariables. Vector Error Correction
Model (VECM) approach is employed to estimate #nrsys equation. In the long run,
savings in Malaysia is negatively related to degewg ratio and foreign savings while
positively related to real income. On the otherdashort-run savings is negatively
related to dependency ratio and interest ratesteftre, the phenomenon of declining
dependency ratio and high economic growth in Matayse said to be the main
determinants of high savings in Malaysia in thegloon. The Granger causality test
results reveal that there is a bilateral causdléiween savings and economic growth,
and also between savings and dependency ratio ridelass, interest rates and foreign
savings are found to Granger cause savings, andvinetversa. Thus, this study
supports both savings-led growth and growth-ledngsv hypotheses. Based on the
stronger causality found from economic growth twirsgs, Malaysian government
should implement more policies to accelerate ecanagrowth rather than policies to

stimulate savings in the country.



ABSTRAK

Kadar pertumbuhan ekonomi Malaysia adalah lebigiisecara bandingan di kalangan
negara Asia, terutamanya pada tahun 1990an. Malgyga merupakan negara dengan
tabungan yang tinggi di dunia, iaitu dengan kadaubgan melebihi 25 peratus secara
berterusan dari tahun 1970an hingga 2000an. Kajiabertujuan untuk menyelidiki
hubungan dan pergantungan antara tabungan danr fg¢oentunya dengan
menggunakan data tahunan dari tahun 1970 hingga @0¥alaysia. Keputusan ujian
Kointegrasi Johansen menunjukkan bahawa tabunganfaldor-faktor penentunya,
iaitu pendapatan benar, nisbah tanggungan, kadaialfiadan tabungan asing adalah
bersepadu. Dua hubungan jangka panjang didapatudwantara pembolehubah-
pembolehubah tersebut. Pendekatan Model PembetRlalat Vektor (VECM)
digunakan untuk menganggar persamaan tabunganmDpglagka masa panjang,
tabungan di Malaysia berhubungan secara negatifatemisbah tanggungan dan
tabungan asing manakala ia berhubungan secaraf pesitgan pendapatan benar.
Sebaliknya, tabungan jangka pendek berhubunganrasewegatif dengan nisbah
tanggungan dan kadar faedah. Oleh itu, fenomenaatia nisbah tanggungan yang
semakin menurun dan pertumbuhan ekonomi yang tidgdvialaysia diperkatakan
sebagai penentu utama bagi tabungan yang tingdiladlaysia dalam jangka masa
panjang. Keputusan ujian Kausaliti Granger memakhmm bahawa terdapatnya
pergantungan secara dua hala antara tabungan dampehan ekonomi, dan juga
antara tabungan dan nisbah tanggungan. Walaupuikidamdidapati bahawa kadar
faedah dan tabungan asing masing-masing mempemngtbbngan, dan bukan
sebaliknya. Oleh itu, kajian ini menyokong kedua-chipotesis pimpinan tabungan

terhadap pertumbuhan dan pimpinan pertumbuhandaphtabungan. Berdasarkan
iv



pergantungan yang lebih kuat daripada pertumbuHamoeni kepada tabungan,
kerajaan Malaysia harus melaksanakan lebih banydisi pyang mempercepatkan
pertumbuhan ekonomi berbanding dengan polisi yaagangsang tabungan di dalam

negara.
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CHAPTER 1 - INTRODUCTION

1.1 Background of the Study

Rapid economic growth is always one of the crumalcroeconomic objectives to be
achieved by every country in this world. This i<éase of economic growth is one of
the most important determinants for standardsvaidi and quality of life for the people

in a country. Therefore, in the past, there areyr&tndies and research works have

been carried out to explore the factors leadingigber economic growth in a country.

In the process of economic development for a cgunfigh savings rates and
investment rates are needed to ensure its sustaimedtigh rates of economic growth.
This is according to the growth theories for exammproposed by Solow (1956) and
Romer (1986) who stated that higher economic grawth country can be caused by
high savings rates through the impact on capitah&ion in the country. However, Lin
(1992) mentioned that economic growth can be sustiaonly if the resources such as
savings are mobilized efficiently and translatef@etfvely into the productive activities
in the country [cited in Tang (2008)]. Thus, thex@ possibility for higher savings rates
to lead to high economic growth provided that thadition of optimal mobilization of

resources is fulfilled.

Asian region had experienced rapid economic growththe past three decades
especially in the early of 1990s. It has been aisdor many foreign investors by way
of attracting almost half of the capital flows frodeveloped nations. However, the
Asian financial crisis that attacked Thailand ilyJ1LB97 and then spread to most of the

Asian countries had changed the scenario stateateb#ifis. As a result of the 1997
1



financial crisis, most of the Asian currencies Isaffered from sharp depreciation and
thereafter, this triggered a massive outflow ofi@hdrom the Asian region. As the
foreign capital is highly mobile in the internatanmarkets, it is crucial for every
government to understand the close relationshiwvd®at national savings and foreign
savings, and then make use of its national savimgievelop the economy and not just

rely on foreign savings or capital in this matter.

Based on the World Bank data from 1980s onwardst mbthe countries (including
Malaysia) in East Asian and Southeast Asian regiase shown higher savings rates
and economic growth rates compare with other casin the world. Thus, Malaysia is
suitable to be studied for analysis of relationshgiween savings and growth in a
country. In fact, this analysis has gained mucerditbn in the theoretical literature and
past empirical research. If high savings can loggm to Granger-cause to high growth
in Malaysia, this empirical finding can be usedet@lain the relatively higher growth

rates for the East Asian and Southeast Asian desntr

1.2 Savings in Malaysia: An Overview from World Perspetive

Despite the declining world’s average savings matéhe past four decades since the
early 1970s throughout the late 2000s, there avectmintries in this world which have
consistently achieved and managed to sustain $heings rates to be above 25 percent

of the country’s Gross Domestic Product (GDP) tdeast three decades in the past.

By using the World Development Indicators from VWoBank as a source, with the cut-

off of an average Gross Domestic Savings (GDS) oat@5 percent to GDP of a



country, Table 1.1 summarizes the high savings tt@snin the world for the time

period of 1970s to 2000s.

Table 1.1: High Savings Countries in the World, 190s — 2000s
(with percentage of average GDS to GDP %P5

Country 1970s 1980s 1990s 2000s
Algeria 35.17 31.49 30.14 49.15
Botswana 21.12 35.27 38.83 36.48
Brunei Darussalam 45.19 35.86 49.90
China 30.42 35.45 41.15 45.82
Congo, Rep. 12.01 31.94 28.82 48.27
Finland 28.34 27.25 24.61 26.82
Gabon 54.29 44.27 43.63 53.28
Hong Kong 30.78 33.67 31.90 31.21
Indonesia 24.97 31.59 30.17 30.46
Iran, Islamic Rep. 33.90 16.80 35.92 39.27
Japan 35.40 31.61 30.57 24.61
South Korea 22.12 30.87 36.30 31.59
Kuwait 59.40 33.07 10.40 43.70
Luxembourg 35.22 30.63 39.81 47.40
Macao 45,99 52.10 60.46
Malaysia 27.10 30.25 40.66 42.23
Netherlands 26.09 24.63 26.89 27.16
Norway 30.50 31.31 28.63 36.31
Oman 50.52 39.70 24.98 43.22
Panama 28.57 27.72 27.15
Russian Federation 34.73 31.48 33.11
Saudi Arabia 59.34 26.46 27.53 43.81
Singapore 29.13 42.39 48.67 47.57
Switzerland 31.00 29.01 28.70 29.42
Thailand 22.26 26.47 35.26 31.64
Trinidad and Tobago 35.27 24.20 27.98 39.61
Turkmenistan 28.08 28.90 42.25
Venezuela 37.82 25.02 26.50 34.50
World as a whole 24.64 22.83 22.51 21.39

Source: Computed from annual data in World Devalept Indicators 2011, World Bank.

From the total of 216 countries in the World BanR&11 database, 28 countries are
categorized as the consistent high savers, of whxbf them had shown the average

GDS rate above 25 percent for all the four decdéesn the 28 countries, there are ten
3



countries (including Malaysia) come from either EAsian or Southeast Asian region.
Besides, there are only five countries (includingld§sia) which able to achieve an
upward trend for its savings rates throughout the tlecades. For instance, the average
GDS rate of Malaysia had increased from 27.10 pencethe 1970s, 30.25 percent in

the 1980s, 40.66 percent in the 1990s, to 42.28péof GDP in the 2000s.

The relatively high savings rates of the East Asiad Pacific region are shown in a
global comparative context in Table 1.Brom the seven world geographical regions,
the East Asian and Pacific region (in which Malayisi grouping in) is the only region

which can sustain the average GDS above 25 peodgBDP continuously for all the

four decades. For instance, the average savings fat the East Asian and Pacific
region was in the range of 28 percent to 33 penaaiie the Europe and Central Asian
region and also the Latin American and Caribbegrorehave been around 22 percent.
In the case of Sub-Saharan African region, thenggwates had been declining from the

1970s to 1990s and achieved the average of 16mencthe 2000s.

Table 1.2: Average GDS as Percentage of GDP by WdrRegions, 1970s — 2000s
Geographical Region Number of  1970s 1980s 1990s 2000s

Countries

East Asia and Pacific 36 32.37 31.66 31.97 28.84
Europe and Central Asia 58 24.10 21.30 21.85 21.79
Latin America and Caribbean 41 21.84 22.77 19.36 21.33
Middle East and North Africa 21 34.55 22.51 22.63 33.21
North America 3 20.01 18.26 17.15 14.75
South Asia 8 15.09 17.36 20.77 25.61
Sub-Saharan Africa 49 22.81 20.12 15.40 16.05

Total 216
World as a whole 24.64 22.83 22.51 21.39
Malaysia 27.10 30.25 40.66 42.23

Source: Computed from annual data in World Devalept Indicators 2011, World Bank.

! Refer to Appendix A for the name list of countrieghe world categorized into the seven world gapbical regions defined by
the World Bank.
4



Table 1.3 summarizes the savings rates (shareevhge GDS in GDP) achieved by the
five country income groupslt can be seen that besides the high income: ri68ED

income group, the upper middle income group (inclvhiMalaysia is grouping in) is the
only income group in which the average savings wate above 25 percent of GDP for
all the four decades since 1970s. Furthermoreufper middle income group is the
only group which showed an upward trend in the ayersavings rates for the four

decades (i.e. increased from 25.05 percent in 1@< to 29.85 percent of GDP in the

2000s).

Table 1.3: Average GDS as Percentage of GDP by Cdunincome Groups,
1970s — 2000s

Income Group Numberof 19705  1980s  1990s  2000s
Countries
High income: non-OECD 39 38.25 33.19 29.99 35.33
High income: OECD 31 24.45 22.07 21.66 19.52
Upper middle income 54 25.05 26.93 27.25 29.85
Lower middle income 56 17.50 18.86 19.76 23.22
Low income 36 7.27 8.26 9.64 10.12
Total 216

World as a whole 24.64 22.83 22.51 21.39
Malaysia 27.10 30.25 40.66 42.23

Source: Computed from annual data in World Develent Indicators 2011, World Bank.

1.3 Savings in Malaysia: An Overview from Asian Region

The economy of Asian region is one of the most esgitl regional economies in the
world because this region consists of quite a nurabkarge and prosperous economies
located either in East Asian, Southeast Asian artlS@&sian region. For examples,

there are China, Hong Kong, Japan, South Korealangan located in the East Asian

2 Refer to Appendix B for the name list of countrieghe world categorized into the five country int® groups defined by the
World Bank.
5



region. Besides, there are Singapore, Indonesitgygia, Thailand and the rest of eight

countries located in the Southeast Aksia.

Table 1.4 shows a comparative picture of the Madayseal GDP per capita (2000 =
100), real GDP growth rates and ratio of GDS to Gt the corresponding data of
selected Asian countries from Southeast Asia, Bast and South Asia. It is observed
that in 1980, Malaysia was one of the highest @BIP per capita countries, after
Brunei, Japan, Hong Kong, Singapore and South Kofdas ranking remained

unchanged over the next three decades until 2010.

Besides, real GDP growth rates of Malaysia wereagex at 7.7 percent in the 1970s,
5.9 percent in the 1980s and 7.3 percent in theO49%hich were above the
performance of many Asian developing countries. &ww, Malaysian growth rates of
real GDP had declined to average 4.8 percent iR@©s prior to the global economic
crisis in 2008. Over the three decades from 19808990s, the average real GDP
growth rate of Malaysia was relatively higher titaa Philippines, Japan, Bangladesh,

India and Sri Lanka, but lower than that of the ofountries listed in the Table 1.4.

In contrast, besides Singapore and China, Malaggstze only Asian country which has
shown not only high, but at an upward trend for $hgings rates where the average
GDS rate was above 25 percent of GDP since thesl8#0ughout the four decades.
The savings rate of Malaysia is relatively highert many other Asian countries in the
world, especially all the South Asian countries amdst of the Southeast Asian

countries.

% Refer to Appendix C for the name list of Asian coigs according to six geographical locations, East Asia, Southeast Asia,
South Asia, West Asia, North Asia and Central Asia.
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Table 1.4: Real GDP per Capita, Average Real GDP ®Gmwth Rates and Average GDS as
Percentage of GDP for Selected Asian Countries, 18§ — 2000s

Redion / Count GDP per capita (constant 2000 US$) Real GDP gr¢¥sdh GDS (% of GDP)

egion F-ounty 1980 1990 2000 2010 1970s  1980s 1990s 2000s 1970880s  1990s  2000s
Southeast Asia
Brunei 30,504 19,075 18,350 n.a. 12.2 (2.4) 2.1 1.4 n.a. 45.2 35.9 49.9
Indonesia 390 592 773 1,144 7.8 6.4 4.8 5.1 25.0 31.6 30.2 30.5
Malaysia 1,910 2,593 4,006 5174 7.7 5.9 7.3 4.8 27.1 30.2 40.7 42.2
Philippines 1,098 991 1,048 1,383 5.8 2.0 2.8 4.5 24.7 20.6 15.9 16.0
Singapore 9,275 15,483 23,414 31,990 94 7.8 7.3 5.2 29.1 42.4 48.7 47.6
Thailand 785 1,391 1,943 2,712 7.5 7.3 5.3 4.1 22.3 26.5 35.3 31.6
Vietnam n.a. 227 402 723 n.a. 4.5 7.4 7.3 n.a. 4.4 16.0 28.3
East Asia
China 186 392 949 2,423 7.4 9.8 10.0 10.3 30.4 35.4 41.2 45.8
Hong Kong 11,880 20,188 25,374 35,537 9.6 7.4 3.6 4.2 30.8 33.7 31.9 31.2
Japan 22,590 33,595 36,789 39,733 4.6 4.4 15 0.6 35.4 31.6 30.6 24.6
South Korea 3,358 6,895 11,347 16,372 8.3 7.7 6.3 4.4 22.1 30.9 36.3 31.6
South Asia
Bangladesh 254 280 364 557 1.5 3.2 4.8 5.8 1.9 7.7 13.3 17.6
India 229 318 453 830 2.9 5.7 5.6 7.2 17.7 19.9 22.6 28.7
Pakistan 339 449 512 670 4.8 6.9 4.0 4.6 8.2 8.3 15.1 15.1
Sri Lanka 432 567 871 1,296 42 1 4. 5.3 5.0 13.7 12.9 16.0 16.5

Source: Computed from annual data in World Digvaent Indicators 2011, World Bank.



1.4 Savings and Economic Growth Rates in Malaysia

Malaysia can be said as one of the fast-growing@wes in the Southeast Asia due to
its high real GDP growth rates, especially from 1#9&0s to 1990s. Besides, real GDP
per capita of Malaysia is the third highest amohg Southeast Asian countries,

followed after Singapore and Brunei (see Table.1.4)

The relatively high economic growth rates in Malaysre always linked to the

intensive flows of Foreign Direct Investment (F2Bpecially in the 1980s and 1990s.
Furthermore, with the rapid expansion of internaiotrades at the same time, this
further aid to the achievement of high economicnghorates. Besides, the relatively
high savings rates could be one of the factorseterchinants of high economic growth
in Malaysia since the Malaysian savings rate istki& highest among the Southeast

Asian countries, followed after Singapore and Brisee Table 1.4).

Figure 1.1 depicts the GDS rates (as a percentb@D®) and the real GDP growth
rates in Malaysia from 1970 to 2009. In overalg f#avings rate shows an upward trend
in which it had increased from 24.3 percent in 18Y@6.0 percent in 2009. In 1998,
the savings rate achieved its highest rate in tbty, i.e. 48.7 percent. However, it
started to fall dramatically from 1998 to 2002. Fkould be resulting from the Asian
financial (or currency) crisis which attacked soofethe Asian countries (including

Malaysia) from mid of 1997 to end of 1998.

During 2001 to 2008, the savings rates seem tahstant and floated within the range
of 41 to 44 percent of GDP. However, there is aysliiall again in 2009 where the
savings rate fell from 42.3 percent in 2008 to 3&€cent in 2009. This could be due to
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the global financial crisis which was started wille subprime mortgage crisis in the
United States. Despite the dwi-crisis in the 1980d 2000s, Malaysia is still able to

sustain its high level of savings rate until noweada
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Figure 1.1: GDS as Percentage of GDP, and Real GIFowth Rates in Malaysia,
1970 — 2009

Source: World Development Indicators 2011, W@&#&hk.

On the other hand, Malaysian real GDP growth rhtevs a constant trend throughout
the period of this study but relatively high ecomomrowth rates among the Southeast
Asian countries, especially from 1988 to 1996 whéwe growth rates were floated in

the range of 8.9 percent to 10.0 percent. Theréoarestructural breaks in the trend due

to different causes.

In the 1970s, Malaysia had achieved an averageaamate of 7.7 percent for its
economic growth (see Table 1.4). Such a high groatih was achieved from the result

of significant improvement in the performance of nufacturing sector where this
9



sector managed to grow by an average annual ra22.6fpercent during 1971-1980
and furthermore contributed to 21.6 percent of sien GDP in 1980 (Ang, 2009).

Besides, Yusof et al. (1994) highlighted that tightgrowth rates in the 1970s was also
due to the government efforts where the governrhert aggressively promoting its

export-oriented industries through the establisitnoériree trade zones since early of
the 1970s [cited in Ang (2009)]. As a result, Malayenjoys a success in export-
oriented and labor-intensive industries, for exaapltextiles, electronics and wool

products.

However, there was the first time for the Malaysgmowth rate to fall sharply from 8.3
percent in 1974 to only 0.8 percent in 1975 duéh®oil crisis which had led to the
world recession in 1975. The Malaysian governmead hesponded to the crisis by
increasing government spending largely on pubhestment projects (Ang, 2009). As
a result, the growth rate of real GDP started wdase and achieved 11.6 percent

(which was also the second highest growth ratberpast decades) in 1976.

In the 1980s, Malaysian average annual rate of grovas 5.9 percent (see Table 1.4),
slightly lower than the previous decade. Accordmd@ng (2009), this relatively lower
growth rate was mainly caused by two reasons.I¥irftere was a prolonged global
economic recession in the early 1980s caused tamalic fall in commodity prices.
Secondly, the collapse of several main export coditp@rices in 1985 had led to the
economic recession again. Figure 1.1 shows thatetileGDP growth rate in 1985 was
—1.1 percent (the first time for Malaysian growtter to be negative). However, the
economy started to recover and managed to achrelswstain an annual growth of 9.0
to 10.0 percent from 1988 to 1996, as a resultxtéraal conditions which led to a

spectacular performance in the export sector dutB®g—-1990, active contribution of
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private sector in developing the economy and furtioge, the massive increase of FDI

into Malaysia during 1991-1996 (Ang, 2009).

As shown in Figure 1.1, there was another and #®0 most serious breakpoint
occurred in 1998 as the outcome of the Asian firrdmeisis started in mid of 1997. In

1998, Malaysian real GDP growth rate had recordeddwest rate in the four decades,
l.e. —7.4 percent. However, Malaysian economy hexbvered from the crisis and

achieved the growth rate within the range of 5.8.®percent for 1999-2007, with the
exception of year 2001. The growth rate was onbypg&rcent in 2001 due to the world
trade recession (Ang, 2009). Lastly, Malaysia rdedr—1.7 percent for the growth rate

in 2009 due to the global economic crisis in 2008.

1.5 Statement of Research Problem

Since the 1980s, there are many research pubksatidich discussed about the high
economic achievements among most of the Asian desrguch as China, Hong Kong,
Singapore, Taiwan, South Korea, Malaysia, Indonasid Thailand. The databank of
World Bank had revealed that the average annuahtgroate of GDP for these

countries was two times higher as compared to atkeeloping countries in the same

region.

The Malaysian economy is focused in this study beeaValaysia exhibits among the
higher savings and growth rates in the SoutheasinAsegion. Thus, Malaysia is

particularly suitable to be used for an analysishef relationship between savings and
economic growth in a country. Besides that, thealion of causation between savings

and growth will be investigated in this study adlwe
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The empirical findings and evidence found from grevious research works are still
unclear and ambiguous about the relationship betwagings and its determinants, and
also the direction of causation between savingsgradth in a country. Furthermore,
the empirical works have derived different resudtsd conclusions subject to the

country and time period used in the study.

In this study, the determinants of savings in Msiaywill be examined and Granger
causality between savings and its determinantseeslpy economic growth) in

Malaysia will be analyzed.

1.6 Significance of the Study

From the previous studies and research, savingsciountry is found to be significant
and closely related to its economic growth. Thikesaour study on savings behavior in
Malaysia and the causality between its savings grawth become crucial and
meaningful. However, there are not many studieagoearried out in the past to study
about this matter for the case of Malaysia. Thins,dresent study will be able to fill the

gap and to complement the previous studies.

In this study, a comprehensive set of data usingedtic data statistics, together with
some other relevant explanatory variables which expected to be the main

determinants of savings in Malaysia will be usekisTstudy also provides an estimated
long-run domestic savings equation over a relatil@iger time period than most of the

previous studies on Malaysia.
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The study conducted is important to the policymakar Malaysia because the results
obtained will be useful for macroeconomic analydalaysian government has to
ensure that the economy can sustain high econoroigtly rates in the forthcoming
decades in order for Malaysia to become a develagetl high-income nation, as
proposed by the seventh Prime Minister, Dato’ Sohlll Najib bin Tun Abdul Razak in

the year of 2010.

If savings is proved to be a factor Granger caasé&igh economic growth in the
country, one of the main goals and objectives ofegoment policies set by the
government is to encourage savings. In contragtoivth results less from savings but
more from other factors such as human capital, n@dgical innovation and
advancement, and trade policy, the government eathese targets for the government

policies.

1.7 Objectives of the Study

In general, this study attempts to study empiryctie relationship between savings and

economic growth in Malaysia using a relatively lengime period from 1970 to 2010.

Following from this, the specific objectives of theidy are:

)] To examine the relationship between savings andettsrminants in Malaysia in
both short run and long run.

i)  To investigate the direction of causality betweewnirsgs and its determinants

(especially economic growth).
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1.8 Research Organization

This study consists of five chapters. Chapter omeviges an introduction and
illustration for the statement of research problengnificance and objectives of the
study. The savings and growth in various countailesind the world and the relative

performance of Asian countries including Malaysia @iscussed briefly.

Chapter two reviews the determinants of savings @modides certain definitions of
how these variables are measured. This chapter raeldews the extant empirical

literature on savings model across many dimensaodscountries.

Chapter three highlights the sources of data usealdition, the research methodology

about econometric procedures used to estimateathegs function in Malaysia and the

analysis for direction of causality between saviagd growth will be explored.

Chapter four presents and discusses the empiesalts obtained from the study.

Chapter five concludes the thesis with a reviewhef main findings of the study and

highlights some implications that arise from thenie chapter also discusses the

limitations of the study and identifies issuesfidure research.
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CHAPTER 2 - LITERATURE REVIEW

2.1 Introduction

In the previous chapter, an overview about saviagd economic growth rates in
Malaysia, statement of research problem, signifieasnd objectives of the study have
been presented. In this chapter, Section 2.3 revibe determinants of savings. Review
of the literature related to the causality betwsawings and economic growth will be

presented in Section 2.4.

2.2 Theoretical Framework

Based on the objectives of the study, a theoretiaahework showing the relationship
among the variables used in this study was cortstlend depicted by Figure 2.1. The
study attempts to identify the determinants of sgsiin Malaysia. Besides, direction of

causality between savings and its determinantsh&iktxamined too.

Gross Domestic
Product (GDP) \ Gross / Interest Rates (INT)
Domestic
Savings
Age Dependency / (GDS) \ Balance on Current
Ratio (ADR) Account (CAB)

Figure 2.1: Theoretical Framework Describing the Ri&tionship between All
Variables Used in the Study

A multivariate model will be used to estimate thgiags function as follows.

LRGDS = ao + /1LRGDR + B:LADR + BaINT; + BaCAB+ & covovrreene. 2.1)

where L denotes natural logarithm (In)
15



RGDSis real Gross Domestic Savings

RGDPis real Gross Domestic Product

ADRis age dependency ratio

INT is interest rates

CABis Balance on Current Account (as a proxy forifpresavings)

oo IS the intercept parameter

[, P2, f3 andp, are the slope coefficients

& Is the error term which is assumed to be whitesarsd in normal distribution

(with zero mean and constant variance)

2.2.1 Operational Definition of Variables

A set of definition and brief notes for the varieblused is as follows. These definitions
are widely used and taken mostly from the sourcBafartment of Statistics (DOS),

Malaysia, Bank Negara Malaysia (BNM) and InternagioMonetary Fund (IMF).

Gross Domestic Savings (GDS) refer to the diffeeeetween GDP and total
consumption, where total consumption is the sum pdgfate consumption and
government consumption. In this study, GDS is dativby subtracting final

consumption expenditure from GDP at purchasersiezal

Gross Domestic Product (GDP) refer to the totali@aif producing all final goods and
services in a country within a calendar year, keefaeducting allowances for
consumption of fixed capital. GDP can be measunethiee but equivalent ways, i.e.
the sum of value added, sum of final expenditures sum of incomes. GDP based on
expenditure approach, i.e. the total final expenditat purchasers’ values, subtract the

free on board (f.0.b.) value of imports of goodd aarvices is used in this study.
16



Age Dependency Ratio (ADR) is the ratio of unprddiec or non-working age
population (below 15 and above 65 years old) to pheductive or working age

population (15 to 64 years old).

Interest rates (INT) used in this study is proxythg fixed deposit interest rates which
refer to the average fixed deposit rates of commakebanks, finance companies and

merchant banks for maturities of 12 months.

Balance on Current Account (CAB) is the sum of Hub-components balance on
goods, services, income, and net current transtergent account (which is one of the
accounts in the Balance of Payments) records afistictions other than those in

financial and capital items. CAB is used as a praxyforeign savings in this study.

2.3 Determinants of Savings

In general, the more significant and common deteamtis of savings found from the
literature review are economic growth, dependeratjor interest rates and foreign

savings.

2.3.1 Economic Growth

The concept of a simple savings function was #&sgilained by John Maynard Keynes
in the early of 1930s under his demand-determinedainof output and employment.
(Begg, Fisher, & Dornbusch, 2003). According to Key, the simplified savings
function is given as

S = =+ (1 =B)Yb oreeeeeeeeeeeeeee e (2.2)
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A savings function shows the relationship betweavings § and disposable income
(Yp) level. Sis a function ofYp indicates that income variabie a determinant of

savings.S is the sum of autonomous dissavings)(and income-induced savings
[(A — b)Yp]. —a is always constant while (1 b) is the Marginal Propensity to Save

(MPS), i.e. the proportion of any increasergthat is saved.

Figure 2.2 shows a savings function where saviegsositively related to disposable
income. It can be said that the higher is the escoo@rowth (and therefore income),

the higher is the savings in an economy.

Savings 9
A

= —a+(1-b)Yp

» Disposable incomé,j

Figure 2.2: Keynes’ Simplified Savings Function

From the literature review, there are variety ofialsles have been used as a proxy to
measure the economic growth in a country. For nt&areal income per capita was
used by Leff (1969), Collins (1991), Edwards (1996)ayza et al. (2000), Agrawal
(2001) and Agrawal et al. (2009). Besides, real GiaB used by Mohan (2006), Sajid
and Sarfraz (2008), Tang (2008, 2009, 2010), Tamdy @hua (2009), AbuAl-Foul
(2010) and Tang and Tan (2011). Baharumshah €2@03), Sajid and Sarfraz (2008)
and Tang and Lean (2009) had chosen Gross NatRmaaluct (GNP) in their studies
while Anoruo and Ahmad (2001), Thanoon and Bahahaing2005), Waithima (2008)

and Abu (2010) had used GDP growth rate. Furthezpgmowth rate of GDP per capita
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was used by Edwards (1996), Attanasio et al. (200) Agrawal et al. (2009).
Similarly, growth rate of GNP per capita was usgdigrawal (2001) while growth rate
of income per capita was used by Deaton and Pais@®7), Farugee and Husain
(1998) and Ang (2008). From the empirical testitiggre is a positive coefficient of
growth found in the savings function from almodtthe studies done, irrespective of
which variable is used as the proxy for growth.this study, real GDP is used to

measure the economic growth rate.

The relationship between savings and economic d¢romii be further discussed in

Section 2.4.

2.3.2 Dependency Ratio

Besides economic growth, dependency ratio is alsmaortant explanatory variable in
influencing the savings. There were many reseasciveo have been tried to study the
relationship between savings and demographic fawt@ country or region, such as
Leff (1969), Hamid and Kanbur (1993), Edwards (19®%6uradoglu and Taskin (1996),
Farugee and Husain (1998), Loayza et al. (2000)avigl (2001), Baharumshah et al.
(2003), Thanoon and Baharumshah (2005), Ang (200&)g (2008), Agrawal et al.
(2009), Tang and Tan (2011) and many more. In wtaeding the relationship between
these two variables, the Life Cycle Hypothesis (DQioposed by Modigliani (1970)
plays an essential role here. The LCH is a thevpjaining consumption (and therefore

savings) behavior according to an individual’s posiin the life cycle.

The LCH states that besides affected by income trawd population growth, savings
in a country affected by the population age stmgct{or dependency ratio) as well.

Dependency ratio is defined as the ratio of nonkimgr age population to the working
19



age population. It was noted that the non-prodecpepulation, which refers to the
young (i.e. below 15 years old) and elderly orreetigroup (i.e. 65 years old and above)
tend to have dissavings or negative savings, whiee will be positive savings for

those who are during their productive or workingnge(i.e. 15 - 64 years old).

According to the LCH, individuals will have dissags when they are young, have zero
or low income. During the productive or working ygahey will manage to save as the
income earned is higher than the consumption spgndihus, they will start to
accumulate savings. However, the savings will becomgative again when they are
old or have retired. This results in a hump-shagsadngs profile over the lifetime of an

individual, as shown by Figure 2.3.

Income, Consumption
A

consumption

digsavings dissavings

income >
0 Time (or stage of life cycle)
+—r—r¢—>
young working yeaskl or retired

Figure 2.3: Income and Consumption Age Profiles Coesponding Savings
over the Household Life Cycle

Source: modified from Mason (1988).
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It was noted that consumption and income vary ispoaese to the changing
demographic characteristics of the household. Hewethe proportionate change in
consumption is always smaller than the proportendtange in income due to the
pension motive of households as they have to coatio spend (by using their savings

during the working years) after their retirementa@dn, 1988).

In conclusion, savings rate will be higher if thepdndency ratio is lower (meaning a
larger working population relative to the non-wardgi population). Furthermore,
declining fertility rate and smaller aging poputattiwill help to increase savings rate of
a country as well. Thus, according to Lahiri (198Bpayza et al. (2000), Agrawal
(2001) and Agrawal et al. (2009), the sign of eated coefficient of dependency ratio

In a savings equation is expected to be negative.

Mason (1988) was in opinion that in looking at ttedationship between aggregate
savings and population growth rate of a countrygdpends on the relative strength
between the dependency effect (which states tlpéd @opulation growth discourages

savings) and the rate of growth effect (i.e. rgmg@ulation growth encourages savings).

In the context of a household, savings by a hoddetan be influenced by the number
of children in the household. It is logical to ghgt the higher is the number of children,
the higher is the household consumption spendimythns, the lower is the savings.
There is an inverse relationship between dependeatty and savings in a household.
However, according to Fry (1994), household withrenohildren may tend to have

higher savings due to the positive bequest moliliere is a possibility to have positive

relationship between savings and dependency matibis case. Thus, we can conclude

that the effect of dependency ratio on savingsrbiguous.
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From the previous empirical studies, it was foumat the influence of dependency ratio
on savings can be positive or negative and it saagxording to country and time frame
used. However, most of the empirical studies foandegative effect of dependency
ratio on savings. For instance, Leff (1969), Hamnd Kanbur (1993), Agrawal (2001),
Thanoon and Baharumshah (2005) and Tang and Tahl)2fdund a negative

coefficient of dependency ratio in the Malaysianiisgs equation. In other words, there

is an inverse relationship between dependency aatiosavings in Malaysia.

Besides, Rossi (1989) in her study on developinqttees found a significant negative
effect of dependency ratio on savings rate. Sityildioayza et al. (2000) agreed that an
increase in the young-age dependency ratio (YADR) ald-age dependency ratio
(OADR) tend to reduce the private savings rate Imctv this is in line with the LCH.

They pointed out that private savings rates will #bout 1 percentage point as the
YADR rises by 3.5 percentage points. Furthermdre,iegative impact on savings is
double-up if the OADR increases. In opposite, anbguwith declining YADR may

enjoy the increases in savings rate in the shortowever, this savings rate will start
to fall when the country faces increasing OADR I thext stage of demographic
maturity. China is an example to explain this scendt was noticed that the age

structure is likely to change as a country develops

Edwards (1996) in his study on 36 Latin Americanrdoes for period 1970-1992 and
Agrawal et al. (2009) in their study on five Souéirican countries also found

significant negative result for almost all courgri@volved in their respective studies.
Agrawal et al. commented that one of the factorstie increasing rates of savings in

South Asia is due to the declining dependency rates
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Conversely, the empirical studies which found anificant positive coefficient of
dependency ratio include Fry (1994), Farugee anslahkiu(1998), Baharumshah et al.
(2003) and Tang (2008). Baharumshah et al. argugtdtie positive coefficient found
for ADR could be due to the desire to leave a latgguest for the dependent as the
dependent ratio in a household become larger. Tantjer commented that this

scenario may occur due to the existence of premaary savings behavior in Malaysia.

Nevertheless, there are empirical studies whicimdothat dependency ratio does not
play any significant role in explaining the savirigshavior of a country, such as the
study on savings in the low income per capita aoemtby Gupta (1971) and the study
on growth, demographic structure and national gsvim Taiwan by Deaton and
Paxson (2000b). Deaton and Paxson stated that itheie overall correlation between
age structure and savings rates in Taiwan and theadife cycle model cannot be used

to explain about the savings rate.

In conclusion, the effect of dependency ratio onrggs is ambiguous and mixed. Thus,
empirical study on Malaysia can be done to re-eranthis relation using longer span

of data set.

From the literature review done, instead of usinQRAas one of the explanatory
variables, Tang (2008) and Tang and Chua (2012)phagosed and used a new self-
designed variable, i.e. modified version of dep@cgeaatio (MDR). MDR is measured

as the ratio of total unemployed labor force and-lador force to the total population
of a country. Tang argued that ADR has ignoreddkistence of unemployed labor

force who is also a dissavings population in a égun

23



ADR is the most appropriate proxy and commonly us®e@n explanatory variable in a
savings equation to capture the influence of deapgc factor to the savings in a
country. In contrast, other proxy measures sucMBR& is not a common proxy as it
had been used only by Tang (2008) and Tang and QQE2). Besides, Agrawal
(2001) pointed out that the share of labor forcenamber of employed in total
population is also not appropriate to be used axypdue to the incomplete data
collection on those self-employed and also laboo vane working in the informal
sectors and rural areas. Horioka (1997) mentiohatl it is possible and necessary to
segregate the ADR into YADR and OADR since these tatios may further explain
the savings behavior in a country [cited in AngQ&)). However, from the literature
review, YADR and OADR are not frequently to be use@ study. Thus, ADR will be

used in our study as one of the explanatory vagabl

2.3.3 Interest Rates

In layman’s term, interest refers the reward teespn who saves money in a financial
institution. The higher is the interest rates, thgher will be the savings. Besides,
interest rates can be the cost of capital paid dyoaower for the use of money
borrowed from a lender as well. The higher is titerest rates, the higher is the cost of
borrowing money and thus, the lower the investm@ntfirms will tend to make.
According to the theory of loanable funds suppotigdhe monetarists, interest rate is
determined by demand for and supply of loanableldumvhich are the funds available
to borrowers and are generally supplied by bankksaher financial institutions. The

determination of interest rates according to theoty is shown by Figure 2.4.
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Interest rates
A

»

0 g Savings, Investment

Figure 2.4: Determination of Interest rates Accordng to the
Theory of Loanable Funds

Besides economic growth and dependency ratio, eandthportant determinant of
savings is interest rates. It is believed that éighterest rates will encourage savings.
However, from the literature review, the effect gavings from a change in interest
rates is ambiguous and subject to uncertainty @sean interest rates may increase or
reduce the savings. As interest rates increasegntisavings may increase due to the
increased return on savings and also because digher price of present consumption
relative to the future price (substitution effe¢fpwever, current savings may fall when
interest rates rises because of the higher reegaived by the person if he is a net
lender and thus, he may decide to save lessernf@affect). Thus, the interest rates
elasticity of savings can be a positive or negatiaieie subject to the relative strengths
of substitution effect and income effect from a g in interest rates. In this case,
substitution effect is a scenario where currentrggvis increasing as the rising of
interest rates and therefore, consumption is posighdo the future. In contrast, income
effect is a scenario in which current consumptiocreéases at the expense of savings

(due to the increased real returns on saved wesdthjterest rates rises.
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In conclusion, an increase in interest rates witleéase the savings if the substitution
effect outweighs the income effect, and vice velda net effect of interest rates on

savings depends on the offset from the two effects.

Raut and Virmani (1989) had examined the deternttnah consumption and savings
using data from 23 developing countries. They fotlvat despite the real interest rates
has a positive effect on consumption (meaning aatnag effect on savings), the
nominal interest rates and inflation rates haveatieg effects on consumption
(meaning positive effects on savings) where thecefof inflation is significantly
greater than the effect of the nominal interestgdiecause of the uncertainty arises

from higher inflation.

Empirical past studies had derived different res@idir the effect of interest rates on
savings in different countries. For examples, bywgiseven Asian countries, Agrawal
(2001) found a positive coefficient of real intdrestes for Thailand and Malaysia, a
negative coefficient for Indonesia, and insignifitzoefficient for Singapore, Korea,
Taiwan and India. Besides, Baharumshah et al. (20@8 studied on the savings
dynamics in five of the fast growing Asian coundri@he interest coefficient was found
to be positive and significant for Singapore anddé&p negative but insignificant for
Thailand, and positive but insignificant for Mal&ys Thanoon and Baharumshah
(2005) in their study on five Asian countries (imting Malaysia) realized that the real

interest rates has a small negative effect on gayiior both short run and long run.

Waithima (2008) found a positive but insignificasdefficient in the private savings
function for Kenya for the period of 1960—2005. fiarthe studies on savings behavior

in five South Asian countries, Agrawal et al. (2P@und a positive and significant
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coefficient for Bangladesh and Nepal, negative sigdificant coefficient for India and
Pakistan, but insignificant coefficient for Sri lan The coefficients found are

relatively low for these South Asian countries gtder Bangladesh.

The recent empirical studies on Malaysian savingBabior which include the re-

investigation on the influence of interest ratessanings in Malaysia were done by
Tang (2008) and Tang and Tan (2011). By using drhata from 1970 to 2004, Tang
found that the coefficient of real interest ratasréal GDS function is negative and
significant in the short run, but is positive andignificant in the long run. The effect of
real interest rates on Malaysian savings is snsalha coefficients were only 0.006 and
0.011 for short run and long run respectively. lyastom the study by Tang and Tan
on seven East Asian countries, the long-run caefficof real interest rates was
negative for China, Hong Kong and Japan while pasior Indonesia, Malaysia, South

Korea and Thailand using the quarterly data from01® 2008.

In overall, it can be concluded that interest rgtlays a significant role in affecting the
savings only in certain countries. Besides, theherattical sign for the estimated
coefficient of interest rates remains ambiguous @&rhn be varied from country to
country. Nevertheless, from the previous studies,ibhterest rates was found to have

little impact on savings rate in Malaysia in thadaun.

2.3.4 Foreign Savings

In the concept of national income accounting, bfini@n, the savings-investment
identity states that the amount saved in an econaithype the amount invested in that
economy as well. For an open economy, the totaluatsaved (i.e. the total of private

savings and foreign savings) must be equal todta¢ &mount invested (i.e. the total of
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private investment and government borrowing). Hemo&stment in an economy will
be financed by private domestic savings, governmsawnings (refer to budget surplus)
and foreign savings (or known as foreign capitfllows). In this scenario, domestic
savings and foreign savings (or capital) can deeeitomplements or substitutes to each

other in financing the investment in an economy.

In the process of economic growth and developrmedgrnal resources which include
foreign capital flows play a crucial role either esmplement to or substitute for
domestic savings in the country, especially to timelerdeveloped and developing
countries. Chenery and Elkington (1979) stated thaional savings and foreign
savings are complements in the short run but dubssdi in the long run [cited in Tan

(2004)]. Thus, these two forms of savings can h@ositive or negative relationship.

In the past decades especially the 1990s, the grpwling Asian countries rely heavily
on foreign capital flows in financing the investrhém the country. In looking for the
determinants of savings in Malaysia, foreign sasisigould be taken into consideration
as one of the explanatory variables since it isrmmonly used variable. Furthermore,
the study will be able to examine whether the fgmesavings crowded out the savings
in Malaysia. The slope coefficient of foreign saysnin the savings equation is the
measurement for the degree of substitutability betwforeign savings and domestic
savings (Edwards, 1996; Thanoon & Baharumshah, 2@aseign savings will have

negative effect on domestic savings if the foredgmings crowd out domestic savings.

Hamid and Kanbur (1993), Agrawal (2001), Thanood &aharumshah (2005) and
Agrawal et al. (2009) stated that greater availgbibf foreign savings which will

increase the supply of resources in a country masease consumption spending and
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thus, lead to a lower national savings. In thisec&sreign savings and national savings
are likely to be substitutes and a negative es@thatoefficient of foreign savings

should be found in the savings equation.

In fact, in the study of Agrawal (2001) and Bahashah et al. (2003) using Malaysian
data, foreign savings was found to have a sigmfia@egative impact on national
savings. Agrawal et al. (2009) again found thaeifgm savings rate has a significant
negative impact on domestic savings rate in Soutfa Ae.g. India, Sri Lanka and

Nepal).

By using annual data from 1970 to 1990, Hamid aadbur (1993) found a significant
positive relationship between national savings fordign savings in Malaysia. They
explained that although there is an inflow of calpiforeign savings do not substitute
domestic savings since the level of national savisgstill high in Malaysia. Thanoon
and Baharumshah (2005) also found a significanitipescoefficient of foreign savings
in their domestic savings model when they studieddeterminants of savings rate in

five Asian countries (including Malaysia) for th87D—-2000 period.

By using a trivariate causality model, Odhiambo O@20 conducted a study which
incorporate foreign capital inflows to examine tbegection of causality between
savings and economic growth in South Africa for pexiod 1950-2005. He was in
opinion that with a low domestic savings rate, rdes to sustain a 6 percent of GDP
growth, the country will need to sustain the leokforeign capital inflows. His study
found bidirectional causality between foreign calpibflow and savings in which the

economic growth Granger causes the foreign capitiahv.
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In conclusion, the previous studies attempted tabdéish the relationship between
national savings (or domestic savings) and foresgwings failed to reach to an
agreement for the empirical findings whereby thgnsior the coefficient of foreign

savings remains ambiguous. It is of interestinget@xamine the above stated relation
using longer span of Malaysian data. In this st@lysrent Account Balance (CAB) as

the broadest measure of foreign savings (or capitialws) will be used.

2.4 Causality between Savings and Economic Growth

Besides determine the factors affecting savinga aountry, the direction of causality
between savings and its determinants (especiatiganic growth) is also important to
be examined as the empirical findings may help gbeernment in carrying out the

appropriate development policies.

Generally, there is existence of four types of aefitysbetween savings and economic
growth in which the first two types refer to theidirectional causality either from

savings to growth, or vice versa due to the comtr®y among two leading schools of
thought. The causality from savings to growth ipmarted by the “growth theorists”

who assume that savings are invested and transtagr@dwth through effect on capital
accumulation or investment (see Section 2.4.1 &aits) whereas the “consumption
theorists” argued that the level and growth of meodetermine consumption (and
therefore, savings), thus growth leads to savirgge (Section 2.4.2 for details).
According to the modern savings theory, there diréctional causality where growth

and savings Granger cause each other (see Sedliédhf@r details). In contrast, there
are cases to certain countries where there is grofisant relationship and causality

exists between the savings and growth (see Se2Zub# for details).
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2.4.1 Standard Growth Models

In the past history, there were many economistsrasdarchers attempted to look for
the reasons leading to high economic growth of anty. In general, savings in a
country is found to be one of the main factors ilegdo economic growth in the
country. In this case, these economists and rdsearcsupport the capital
fundamentalists’ point of view that capital fornzatiand accumulation through savings

is the main driving force for high growth. They ctuded that savings induces growth.

The earliest growth model was proposed by Roy HiamoEngland and Evsey Domar
in the United States who explained the one-factowth model. Harrod (1939) and
Domar (1946) implied that growth rate of outputairtountry would be proportional to
the investment and savings rate of the countryingavis the main source of funds
available for investment purposes. Higher savingd automatically increase the

investment and thus, triggers the economy to grow.

Solow (1956) had further discussed about the gromdldel. In his neoclassical growth
model, Solow assumed that there are diminishinggmal returns to capital and
diminishing returns to scale. Besides, he assunmed technological progress is
exogenous. Savings is an important factor leadingconomic growth through capital
formation. However, he explained that higher savimgtes will manage to lead to
higher level of income (or output) per capita ie ghort run, but not the higher level of
growth of income (or output) per capita in the long. This problem is mainly due to
the marginal returns to capital which will eventydbecome zero. In this case, the
equilibrium rate of growth will eventually stopscddoes not affected by the higher

savings rate anymore.
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In contrast, the endogenous growth model which suggported by economists such as
Romer (1986) and Lucas (1988) has different poinviews with the neoclassical
growth model. By assuming that there are constantrms to capital, technological
progress is determined endogenously, and the isiagaeturns to scale, higher savings
rates will lead to higher levels of growth of incerfor output) per capita in the long

run, through the higher capital formation.

In conclusion, neoclassical growth model states tigher savings leads to higher
temporary growth whereas endogenous growth modglear that permanent higher
growth rates of output can be achieved throughehiglavings rates and hence, higher

capital formation.

2.4.2 Keynesian Savings Theory

In the past empirical studies, direction of cadwgdfiom growth to savings was found in
certain countries. Keynesian consumption and savihgories, such as Life Cycle
Hypothesis (LCH) and Permanent Income Hypothesidd,(Por also known as
permanent income model of consumption) play a etumle here. The LCH was
initially proposed by Modigliani and Brumberg (1954nd then by Ando and
Modigliani (1963) while the PIH was proposed byddman (1957) [cited in Raut and

Virmani (1989)].

Based on the LCH, besides the demographic stru@umore specific, age structure of
population, as this has been discussed under 8&&8a2), economic growth or income
growth (or more specific, growth rate of real in@per capita) is also an important
determinant of savings rate in a country. Whenethgra higher economic growth rate

or a higher number of young population relativehe elderly population, the savings
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rate in a country will increase. The consequenomfthese two causes will be almost
the same, i.e. the increase of the lifetime we@ltid savings) of the younger-age group
relative to the older-age group (Deaton & Paxs@9,71 2000a). In conclusion, there is
causality from both population growth and incomevgh to savings rate in a country

and they are positively related to each other.

According to the LCH, consumption and savings affeceed by the current and
expected future income levels. Modigliani (1970)his simplified version of LCH
highlighted the positive relation between savingd amcome growth. Savings rate and
aggregate savings will increase if there is higheome growth because this increases

the savings of the young to be relatively gredtantthe dissavings of the old.

Carroll and Weil (1994) and Carroll et al. (200dpad that as income rises, if there is
habit formation in consumption, the consumption vaspond slowly to the increase in
income and lead to a smaller proportionate increasensumption. As a result, a larger
fraction of increased income can be saved. Thusetls positive correlation between

income growth and savings in which income growthr{@er causes savings.

However, there are certain circumstances for incgrmith to be negatively related to
savings. Carroll and Weil (1994) commented thatsebolds may feel wealthier as their
income growth increases. This may lead to highasemption and thus, lower savings.
Besides, anticipated growth in earnings over tleeclycle or in the future may also tend
to increase current consumption and reduces sayBgsworth, 1993; Deaton &

Paxson, 1997).
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On the other hand, if the borrowing constrainesss| stringent causes the young has the
ability to borrow, this may increase current conption and reduce the savings.
However, Modigliani (1986) argued that this scemamay not easily occur as the
younger group of population may find it difficult get the borrowing in large amount

to support their current consumption.

In looking at the relation between savings and ginpsthe PIH focuses on permanent
income and expected future income. This hypothesses that consumption is
proportional to permanent income. People will tétacconsume more (and thus save
lesser) when their current income is relatively éovbut they expected their future
income to rise. In contrast, people will tend teesanore (and thus spend lesser) if they
rationally anticipate their permanent income owfatincome to fall. This scenario is
known as “savings for a rainy day” (Campbell, 198Vhere is negative correlation

between income growth and savings in which growtin@er causes savings.

In conclusion, the PIH states that higher growthhigher future income) leads to lower
current savings. However, the effect of growth awirsgs is ambiguous and uncertain
according to the LCH. Therefore, it is necessargetexamine this issue for the case of

Malaysia using longer span of data in this study.

Carroll et al. (2000) concluded that savings ar@un have strong positive correlation
across countries and high growth will lead to hgglvings, not vice versa. They had
used the concept of habit formation in consumptiontheir paper to prove that
increases in growth can cause to increases in gsmvifhe evidence of growth-to-
savings causality is consistent with the findingespnted by Carroll and Weil (1994)

and Edwards (1995). According to Carroll et al.bihdormation in consumption can
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lead to a positive short-run response of savings fvorable shock. In other words, if
consumption is habit-based and changes in a snpatd@ortionate increase in response
to an increase in income, then savings rate weilease when income increases, due to
a larger fraction of increased income may be safsd result, this leads to a positive

correlation between savings and growth along ttemspath to the steady growth rate.

According to Rodrik (2000), savings transitiondefined as sustained increase in the
savings rate of 5 percentage points or more. Headothat the countries which
experienced savings transitions do not necessarperience sustained increases in
their Gross National Product (GNP) growth ratesweler, the countries which have
enjoyed for growth transitions (due to some otleasons other than higher savings
rates) will lead to permanent increases in savirass. In conclusion, increases in
savings tend to be one of the outcomes of econ@rowth, but not one of the

determinants of growth.

2.4.3 Bidirectional Causality

According to the Keynesian savings theory as wasudised in Section 2.4.2, economic
growth is an essential determinant of savings ooantry. Rapid growth rate of real
income per capita may increase the savings rate aountry. From the traditional
growth models, high level of savings is neededustan the high economic growth
through the process of capital accumulation andngavnvestment link. Thus, the
combination of these two schools of thought forrttesl modern savings theory which
explains the virtual cycle between economic groanld savings. Economic growth (G)
rate plays two important roles here. Firstly, itamines savings (S) and therefore links
savings to investment (I). Secondly, growth is lgagtetermined by investment level in

the country.
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G = ST = It = G1

In conclusion, there is a possibility to have adifonal causality between savings and

economic growth in a country in which these twaafales Granger cause each other.

The key findings of selected empirical studies @usality between savings and
economic growth are summarized in Table 2.1. Mdsthe past empirical studies
showed that there is at least unidirectional cdiysaktween savings and growth. In
addition, the summary of selected empirical studiesthe relationship and causality
between savings and economic growth in Malaysigprissented in Table 2.2. In
conclusion, a bidirectional causal relationshipaestn savings and economic growth in
Malaysia was found by almost all researchers, pegetve of the research period and

econometric methodology used in their study.

2.4.4 No Causality

Although most of the past studies had found a toeoof causality between savings
and economic growth in the country studied, theszewfew researchers did not get
evidence of causality between savings and growtthén country they studied. For
example, Baharumshah et al. (2003) had studied reralpy the savings behavior in

five fast growth Asian economies, namely Singap8yth Korea, Malaysia, Thailand
and the Philippines using annual data of 1960-1%98@y did not get any evidence of
causality between savings and economic growth enstiort run for all the countries
examined, except for Singapore. It can be said ghwings in the country may not an

important determinant of economic growth, and vieesa.
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Table 2.1: Summary of Selected Empirical Studies o@ausality between Savings and Economic Growth

Country(ies) to Research Methodology

Type of

Study be Studied Period used Causality Key Findings
Collins 10 Asian 1960 - OLS G— S From the study on 10 Asian developing countrie$\s#vings rates
(1991) developing 1984 range from 12% to 24% while the real economic ghorates range
countries (Annual) from 4% to 10%, the countries with the higher sgsimates in the
1980s are also found to be the countries with aéiséef real economic
growth rates. There is strong positive correlabetween savings and
real economic growth rates in countries such agédpore, Hong
Kong and Malaysia.
Saltz (1999) 18 Latin 1960 - Engle-Granger G— S  Higher growth rates of real GDP causes higher drovates of
American and 1991 ECM savings in 10 out of the 18 countries analyzed.
East Asian (Annual)
developing or
Newly
Industrialized
Countries
Agrawal 5 South Asian 1960 - VAR S— G  Savings rates Granger causes growth rates of i¢Bl i@ Bangladesh
(2000) countries 1998 and Pakistan. Thus, the low growth rates in thesecbuntries could
(Annual) be due to their low savings rates.

(Continued Overleaf)
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Table 2.1, continued

Country(ies) to

Research

Methodology Type of

Study be Studied Period used Causality Key Findings
Deaton and Taiwan, 1976 — Method for G— S By using individual age-savings profiles estimafeaim household
Paxson Thailand 1995 estimating data, increases in growth lead to large increasesavings rates in
(2000b) [Taiwan], individual Taiwan, especially when there is low populatiorvgtorate. However,
1976 — age-saving the empirical finding for Thailand was reverse véimr the relation is
1992 profiles using negative because of the increases in growth raesevealth of the very
[Thailand] household young individuals who are dissavers. Thus, the eggje savings rates
(Annual)  data is reduced.
Agrawal 7 Asian 1960 - VAR, VECM G — S High savings rates in East Asian are mainly du¢h® high growth
(2001) countries 1994 rates of income per capita and rapidly declining dgpendency ratio.
(Annual) High real income per capita or high growth rateGtanger cause the
savings rate to be high in six of the seven coeststudied, except for
Korea.
— Indonesia, G« S There is evidence of simultaneous reverse causfbiy savings to
Malaysia, growth for Indonesia, Malaysia and Taiwan. Howeubg causality
Taiwan from growth to savings is stronger than from sasit@growth.
Anoruo and 7 African 1960 - VECM
Ahmad countries 1997
(2001) (Annual)
—Congo S— G Growth rate of domestic savings in Congo is foumdstanger cause
its growth rate of GDP.
— Ghana, Kenya, G— S Economic growth Granger causes growth rate of domeavings in
Nigeria,Zambia Ghana, Kenya, Nigeria, and Zambia.
— Cote d’lvoire, G < S Thereis a bidirectional causality between savengs growth.
South Africa (Continued Overleaf)
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Table 2.1, continued

Country(ies) to Research Methodology Type of

Study be Studied Period used Causality Key Findings
Mavrotas and India and Sri 1960 - Toda and
Kelly (2001) Lanka 1999 Yamamota
(Annual)  Granger non-
causality test
— India G+ S There is no causality between GDP growth and pei\svings in
India.

— Sri Lanka G« S There is a bidirectional causality between privsgeings and growth.
Baharumshah Malaysia 1960 — Toda and G < S Bidirectional causality is detected between savirgso and GNP
and Thanoon 2000 Yamamota growth in Malaysia. It can be concluded that ecoicognowth plays
(2003) (Annual)  Granger non- an important role in explaining the high savingsosain the past

causality test decades.
Alguacil et Mexico 1970 - Toda and G<— S There is a bidirectional causality between savilgsl economic
al. (2004) 2000 Yamamota growth provided that the influence of foreign capinflows is taken
(Annual)  Granger non- into consideration in the study.

causality test

(Continued Overleaf)
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Table 2.1, continued

Country(ies) to

Research

Methodology Type of

Study be Studied Period used Causality Key Findings
Mohan 25 countries 1960- VAR,VECM G—S The income class of a country is a crucial deteamirof the direction
(2006) with different 2000 of causality although there is no firm conclusiorbe drawn for low-
income levels (Annual) income countries. However, most of the low-midaieome countries
show that economic growth rate Granger causes graté of savings.
Lastly, there is causality from economic growthsawings growth for
all high-income countries except for Singapore gnedUnited States.
Sajid and Pakistan 1973:Q1 - VECM G<— S The findings suggest a bidirectional long-run telahip between
Sarfraz 2003:Q4 savings and output level. However, there is a wveddional causality
(2008) (Quarterly) from public savings to both GNP and GDP, and aleonf private
savings to GNP in the long run.
Tang (2008) Malaysia 1970 - Todaand G« S There is a bilateral causal relationship betweennga and income
2004 Yamamota — growth in Malaysia. This supports savings leadsneouc growth
(Annual)  Augmented through the impact of capital formation. The sasimg mobilized and
VAR model financed into the productive activities.
Waithima Kenya 1960 - VECM G— S GDP per capita Granger causes private savings firyae
(2008) 2005
(Annual)

(Continued Overleaf)
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Table 2.1, continued

Country(ies) to

Research Methodology Type of

Study be Studied Period used Causality Key Findings
Lean and China 1955- VECM S— G China’s economic growth is found to have a long+miationship with
Song (2009) 2004 household savings and enterprise savings. A bélatarusality exists
(Annual) between the domestic savings growth and econonowtgrin the
short-run. In the long-run, a unidirectional cattgaéxists running
from domestic savings growth to the economic growth
Odhiambo  South Africa 1950 - VECM G—S There is a bidirectional causality between savirgsl economic
(2009) 2005 growth in the short run while a unidirectional cality from economic
(Annual) growth to savings in the long run. Furthermoreeign capital inflows
(FCIl) and savings are found to be Granger-causé ed#twer, and
economic growth Granger causes FCI.
Tang (2009) Malaysia 1991:Q1 - VAR, G+ S There is a bilateral causality between savings G@mP growth in
2006:Q3 Modified Sim Malaysia. Furthermore, the empirical results suggesat the causal
(Quarterly)  test, Cheng relationship between savings and economic growttanmes unchanged
test, irrespective to the causality test used.
Augmented
VAR,
Multiple
Rank F-test
Tang and Malaysia 1991:Q1 — Multiple G+~ S There is a bilateral causality between savingsemmhomic growth in
Chua (2009) 2006:Q3 Rank F-test Malaysia in the long run.

(Quarterly)

(Continued Overleaf)
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Table 2.1, continued

Country(ies) to  Research Methodology Type of -
Study be Studied Period used Causality Key Findings
Tang and Malaysia 1961 - Generalized S— G GNP growth in Malaysia is more dominated by dontestivings than
Lean (2009) 2000 forecast error its foreign savings. Thus, Malaysian governmentugh@adopt more
(Annual)  variance policies to promote domestic savings rather thamigm savings
decomposition because domestic resources and capital accumulatien more
within VAR effective to enhance economic growth in Malaysia.
2 Middle East
AbuAl-Foul and North Africa
(2010) )
countries
— Turnisia 1961 - VAR S— G There is a unidirectional Granger causality fromavgh of real GDS
2007 to growth of real GDP.
(Annual)
— Morocco 1965 - yaAR G«— S There is a bidirectional causality between econogrowth and
2007 savings growth in the long run.
(Annual)
Oladipo Nigeria 1970- TYDL S— G The results revealed a unidirectional causalitynfrooth real GDS
(2010) 2006  Granger and foreign direct inflow to real GDP in Nigeriaeckte, the Nigerian
(Annual)  causality test government should formulate policies which will anbe savings
and also improve the confidence of foreign investor
Shahbaz and Pakistan 12907017_ VAR G— S There is unidirectional causality from economicwito to domestic
Khan (2010) savings in Pakistan.
(Annual)
Tang (2010) Malaysia 1970:Q1 - TYDL S— G Real GDS is found to affect real GDP in Malaysi@he long run.
2008:Q4 Granger
(Quarterly) causality test
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Table 2.2: Summary of Selected Empirical Studies othe Relationship and Causality between Savings arteconomic Growth in Malaysia

N stud Research Econometric Methodology Variable for Variable Empirical Results
0. u . :
Y Period Cointegration Causality test Savings  for Growth Causality
1 Agrawal (2001) 1960 — 1994 - Granger (1969) — VAR savings rate growth rate irgm«— Growth
(= nominal of RGNP (positive)
GNS / nominal per capita
GNP)
2 Baharumshah et 1970 - 1998 Johansen and Granger (1988) - VECM LGNS LGNP Savings does nab
al. (2003) Juselius (1990) Growth
3 Baharumshah and 1960 — 2000 Johansen and Toda and Yamamoto (1995) GNSratio  Growth rate Savings— Growth
Thanoon (2003) Juselius (1990) — Augmented VAR model (= GNS/GNP)  of GNP (positive)
4 Tang (2008) 1970 — 2004 Pesaran, Shin and Toda and Yamamoto (1995) LRGDS LRGDP Savings— Growth
Smith (2001) — — Augmented VAR model (positive)
ARDL
5 Tang (2009) 1991:Q1 - - Granger (1969) — VAR LRGDS LRGDP Savings— Growth
2006:Q3 (positive)
Geweke, Meese, and Dent LRGDS LRGDP Savings— Growth
(1983) — Modified Sims test (positive)
Cheng (1981) test LRGDS LRGDP Savings— Growth
(positive)
Toda and Yamamoto (1995) LRGDS LRGDP Savings— Growth
— Augmented VAR model (positive)
Holmes and Hutton (1990) - LRGDS LRGDP Savings— Growth
Multiple Rank F-test (positive)

(Continued Overleaf)
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Table 2.2, continued

Econometric Methodology

Empirical Results

Research Variable for Variable
No. Study Period Savi tor Growth
ero Cointegration Causality test avings or Lrow Causality
6 Tangand Chua  1991:Q1 - Bierens (1997) Holmes and Hutton (1990) — LRGDS LRGDP Savings— Growth
(2009) 2006:Q3 Nonparametric Multiple Rank F-test (positive)
Cointegration test
7 Tang (2010) 1970:Q1 - - Toda and Yamamoto (1995) LRGDS LRGDP Savings— Growth
2008:Q4 and Dolado and Lutkepohl (positive)
(1996) — TYDL Granger
causality test
8 Tang and Tan 1970:Q1 — Johansen (1988) Toda and Yamamoto (1995) LRGDS LRGDP Savings— Growth
(2011) 2008:Q4 and Dolado and Litkepohl (positive)
(1996) — TYDL Granger
causality test
9 Tangand Chua  1970:Q1l - Pesaran, Shinand Toda and Yamamoto (1995) LRGDS LRGDP Savings— Growth
(2012) 2008:Q4 Smith (2001) — and Dolado and Litkepohl (positive)

ADRL

(1996) — TYDL Granger
causality test

Source: modified from Tang and Chua (2012)
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Sinha (1996) also did not get any causality betwssanngs and growth in India using
annual data of 1950-1993 in his study. He found ttere is no causality between the
growth rates of GDP and GDS, as well as betweemytbeth rates of GDP and gross
domestic private savings (GDPS) in India. He comtexbhat this could be due to the
savings not being channeled into productive investmn the country causing to the
insignificant relationship between savings and dhowhese empirical results were

confirmed by Mavrotas and Kelly (2001) when theyriea out a study on India.

The study on India was once again done by SinhaSama (2007) when they carried
out a study to examine the relationship betweercppita savings and per capita GDP
in India, which is one of the countries in the wiowith high savings rate, using data of
1950-2004. They distinguished the savings intoethgges, i.e. household savings,
corporate savings and public savings. By using TaxtthYamamota Granger causality
test which is seldom to be applied by researclieey, found that there is no evidence of
causality between per capita GDP and per capitaocate savings for India. The only
finding found from their study is that there is @likectional causality between per

capita household savings and per capita corposatiags.

2.5 Conclusion

This chapter has discussed the empirical work$ersavings model and its derivatives
across many dimensions. The determinants of saWiage been discussed. Empirical
works on causality between savings and economiwtfrbas also been discussed. The
following chapter discusses the data sources, thgahles and the econometric

techniques used in the empirical chapter.
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CHAPTER 3 - ECONOMETRIC METHODOLOGY

3.1 Introduction

The previous chapter introduced the savings functhy outlining its theoretical
background and empirical studies. In this chaf@ection 3.2 discusses the sample and
variables used while Section 3.3 explains the etmtioc techniques employed to test

the savings function in Malaysia.

3.2 Data Sources

The study examines the savings-led growth theoryMalaysia using multivariate
framework which consists of total five variablesastimating a savings equation. The
five variables are savings, income, age dependeaioy (ADR), interest rates (INT)
and Balance of Current Account (CAB) where CAB ssaaproxy for foreign savings.
From the literature review, there are different sugas used for savings and income (or
economic growth) in which the most common measues either domestic data
statistics or national data statistics. For instar@ross Domestic Savings (GDS) and
Gross Domestic Product (GDP) were used by Sinh@6)]1%altz (1999), Anoruo and
Ahmad (2001), Mohan (2006), Sajid and Sarfraz (200&ng (2008, 2009, 2010),
Tang and Chua (2009), AbuAl-Foul (2010), Oladipf1@) and Tang and Tan (2011) to

estimate the savings equation in their studies.

On the other hand, Gross National Savings (GNS)G$s National Product (GNP)
were used by Baharumshah et al. (2003) and Sagiccarfraz (2008). Despite domestic

savings is more common to be used, Agrawal (20@itgd that national savings is a
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more appropriate measure of savings because # tate@consideration of the net factor
income from abroad, whereby the domestic savingss dmt. This net factor income
from abroad forms part of the savings in a couatrg is available to finance domestic
investment which will lead to higher growth of auotry. In other words, national
savings reflects the total amount of resourceslabai for domestic investment in a

country (Mason, 1988).

An annual data set consists of GDS, GDP, ADR, IM@ &€AB for the period from
1970 to 2010 is used in this study to estimateGBS equatioff.Annual data is used
because of quarterly data is unavailable for cen@riables such as ADR, INT and
CAB. The advantage of using annual data is it cavidathe seasonal bias problem
(Tang, 2008; Tang & Lean, 2008). Furthermore, Hakknd Rush (1991) stated that
since cointegration is a long-run phenomenon, ukinger span of data to give more
power to the cointegration test is better than hgarereasing the data frequency but
shorter span of data [cited in Tang (2008)]. Imaosion, the span of data is more
important than the number of observations used study, as far as the ability of
cointegration is concerned [(Campbell & Perron, I139akkio & Rush, 1989; Hendry,
1987) cited in Thanoon and Baharumshah (2005)kzeAaind Shwiff (1998) argued that
data set containing fewer annual observations aviemger time period is preferable
than data set with more observations over a shdinee period for cointegration
analysis since increasing the sample size by timagdregation may not likely to

reflect the long-run cointegrated relationship.

4 Instead of using GNS and GNP, GDS and GDP areinghis study because of domestic data statiste€ammonly used in the
previous studies for the causal relation betweeimga and economic growth in a country. In fact,|&aian government adopts
GDP in measuring the economic growth. Gross ddterahan net data is used due to the availalwfitgata and also because of
the arbitrary nature of capital consumption alloees However, Mason (1988) was in opinion that Netional Savings (NNS) is
more ideal than GNS as NNS measures the total anwduesources from citizens of a country usedificreasing the physical
plant of that country whereas GNS may overestinfeactual increase in real wealth of a country.
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In the past studies, real interest rates (RINThésvariable which was more frequently
to be used for interest rates. However, from thié naot tests done in this study, RINT
was found to be stationary in level and cannot beduto proceed to cointegration

analysis. Thus, interest rates (INT) is used tes8ulie the RINT in this study.

The data of GDS, GDP, INT and CAB are extractednfrBank Negara Malaysia
publication, Monthly Statistical Bulletin while ADI& calculated using the data from
population statistics reports of Department of iStigs, Malaysia. The GDP deflatdr

(2000 = 100) is used to deflate GDS and GDP fromminal into real terms. To avoid
fluctuations in the data, all variables are transfed into natural logarithm (In) terms
(except for INT and CAB). The empirical analyses eonducted by using Eviews 6.0

software. The notation of variables used is preskint Table 3.%.

Table 3.1: Notation of Variables Used

Notation Variable
LRGDS Real Gross Domestic Savings
LRGDP Real Gross Domestic Product
LADR Age dependency ratio
INT Interest rates
CAB Balance on Current Account

Notes:All variables are expressed in natural logarittm) form except
for INT and CAB.

The data used with the source of data for seleetedirical studies on savings and

economic growth in Malaysia are summarized in T&uke

® Data extracted from World Development Indicatorgrid/ Bank.
® Refer to Appendix D for the summary statistics afigbles used.
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Table 3.2: Summary of Data Used in Selected Empirat Studies on Savings and Economic Growth in Malaya

No. Study Data type Period Variables used Source of Dat
1 Collins (1991) Annual 1960 — 1985 ratio of GNS to GNP, real per capita income, rean®mic IMF; World Bank.
growth rate, young-age dependency ratio.
2 Hamid and Annual 1970 — 1990 real GNS, gross real disposable income, real isteates, BNM; World Bank.
Kanbur (1993) dependency ratio, inflation rate, Balance on Curfatount (as
a proxy for foreign savings).
3 Farugee and Annual 1970 — 1992 ratio of private savings to private disposable mepworking- IMF; World Bank.
Husain (1998) age population ratio, growth in real private disgdde income
per capita, ratio of money plus quasi-money togigv
disposable income (as proxy to financial deepeniragio of
provident fund savings to private disposable income
4  Agrawal (2001) Annual 1960 — 1994 ratio of GNS to GNP, real GNP per capita, growtle it GNP World Bank; SEACEN
per capita, age dependency ratio, foreign savimgagured by Research & Training
Current Account Balance) as share of GNP, proviflerd rate, Centre, Malaysia.
real interest rates (on one year bank deposits).
5 Baharumshah Annual 1960 — 2000 ratio of GNS to GNP, growth rate of GNP, intereges, tax ADB; World Bank;Key

and Thanoon
(2003)

Indicators of Developing
Asian and Pacific
Countries, 2001Vol

XXXI, Oxford University
Press, New York.

rate, exports rate, dependency ratio, Foreign Dlre@stment.

(Continued Overleaf)
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Table 3.2, continued

No. Study Data type Period Variables used Source of Dat

6 Baharumshahet Annual 1970-1998 GNS, GNP, interest rates, dependency ratio, cuaecdgunt. IMF: BNM.
al. (2003)

7 Thanoon and Annual 1970 — 2000 ratio of GDS to GDP, age dependency ratio, ragrafvth of Key Indicators of Developing
Baharumshah GDP, per capita income, interest rates, ratio af€u Asian and Pacific Countries,
(2005) Account Balance to GDP, export ratio to GDP, M2/G@aPa 2002 Vol XXXI, Oxford

proxy to degree of financial development. University Press, New York.
Mohan (2006) Annual 1960 — 2001 GDS, GDP. World Bank
Tang (2008) Annual 1970 — 2004 real GDS, real GDP, modified version of dependenatip, World Bank; IMF; BNM.
real interest rates.
10 Tang (2009) Quarterly  Jan 1991 —  real GDS, real GDP. IMF; BNM.
Sept 2006

11 Tang and Chua Quarterly Jan 1991 — real GDS, real GDP. IMF; BNM.
(2009) Sept 2006

12 Tang and Lean Annual 1961 — 2000 real GNP, real disaggregate doo& foreign savings. IMF; ADB; BNM; Malaysian
(2009) Economic Report.

13 Tang (2010) Quarterly Jan 1970 — real GDS, real GDP, real foreign capital inflonalrenoney World Bank: BNM.

Dec 2008 supply M2 (as a proxy to financial development aadior).

14 Tang and Tan Quarterly Jan 1970 — real GDS, real GDP, real interest rates, dependeaiiy, World Bank; United Nations
(2011) Dec 2008 current account (as a proxy for foreign savings). (UN), Statistical Yearbook

for Asia and the Pacific.

15 Tang and Chua Quarterly Jan 1971 - real GDS, real GDP, real interest rates, modifiexsion of World Bank; IMF; BNM.
(2012) Dec 2008 dependency ratio, real foreign savings.
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3.3 Econometric Techniques

There are two main objectives for this empiricaldst The first objective is to estimate
the savings function for Malaysia while the secobgkctive is to examine the direction
of causality between savings and its determinasé® (Section 1.7 for details). In

achieving these objectives, the econometric tegiingedure involves four main steps.

The first step is to check for the stationary prtipe of every variable using unit root
test(s). This step is crucial as it will examine trder of integration for the variables

and decide which appropriate procedure to be usedtimating the savings function.

The second step is to employ the cointegrationyaisako examine whether there is
existence of long-run equilibrium relationship beem savings and its determinants. If
cointegration is detected (meaning the variablescamtegrated and having a common
trend), it can be said that there is existence @nGer causality between variables at
least in one direction. However, the cointegratoralysis did not manage to indicate

the direction of causality.

To investigate the direction of causality betweewirsgs and its determinants, the
following step is to obtain a long-run model usargunrestricted error correction model
(ECM). This model is namely Vector Error Correctiddodel (VECM) as it was

derived from the long-run cointegrating vector(s).

Various diagnostic tests on the estimated savingstion are carried out to check on

the white noise property of residuals and to seetldr the residuals are well-behaved.
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Figure 3.1 depicts a flow chart as the summarytiier flows of testing procedures

involved in this empirical study.

3.3.1 Stationary Tests — Unit Root Tests

In any empirical study or analysis using time sedata, test of data stationarity (which
is a prerequisite for cointegration analysis) nhestlone first to check whether the time
series data used are individually stationary aiso & avoid spurious regression. The
problem of spurious regression may occur when & series variable is regressed on
another time series variable which does not haydagical relationship between them.

According to Granger and Newbold (1974), spuriousi@ansense regression will exist
when there is presence of non-stationary varidisiésd in Enders (2004)]. As a result,

spurious regression model tends to have a Rfglsignificantt-statistics, a high degree

of autocorrelation for its estimated residuals, ahd assumption of the classical
regression model is violated (due to the variarmend is heteroscedastic i.e. non-
constant and could be explosive). The results foluach a spurious regression are

unreliable and without any economic meaning.

A stochastic process is said to be stationary iulfills the following requirements

simultaneously. The mean and variance are conataoss time. Furthermore, the value
of the covariance between two time periods doeslepéend on the actual time at which
the covariance is computed, but depends only omathéor distance) between two time

periods (Gujarati, 2003).
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Data Stationarity Test

Test whether time-series
data used ark0) orl(1)

Useunit root test(s):

i) Augmented Dickey-
Fuller (ADF) test

i) Phillips-Perron (PP) test

iii) Kwiatkowski-Phillips-
Schmidt-Shin (KPSS)

!

Data arel (1) or higher

)

Cointegration Analysis

* UseJohansen
Cointegration test

1) Trace Statistic test

i) Maximum-
Eigenvalue Statistic
test

Data ard(0), i.e. stationary at level

* Use Classical Normal
Linear Regression
Model (CNLRM) or
Vector Autoregression
(VAR) or other
techniques

Variables are cointegrated

l

Variables are not cointegrated

l

Vector Error Correction Model (VECM)

Vector Autoregression (VAR) Mode

A 4

iii) White’s test

Diagnostic Test (on estimated savings functior
i) Normality test
i) Lagrange Multiplier (LM) test

iv) Autoregressive Conditional
Heteroscedasticity (ARCH) test

\

'

Granger causality test

!
|
|

Granger causality test

Figure 3.1: Flows of Testing Procedures Involved ithis Empirical Study
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To determine the order of integration of all theiatles used (or to test for the presence
of stochastic non-stationarity in the data uselbed types of unit root tests, namely
Augmented Dickey-Fuller (ADF) test, Phillips-PerrdRP) test, and Kwiatkowski-
Phillips-Schmidt-Shin (KPSS) test will be employdebr these three unit root tests,
model with intercept and time trend will be chos&he optimal lag length will be
decided by Akaike Info Criterion (AIC) for ADF teswhile PP test and KPSS test will

be based on Newey-West Bandwidth with Barlett Keesémation method.

3.3.1.1 Augmented Dickey-Fuller (ADF) Test

Among the various unit root tests, ADF test is th@st commonly used test. ADF test
was originated from the Dickey-Fuller (DF) test wlnican be employed if the error
terms (k) are uncorrelated [i.e. independently and ideticdistributed (i.i.d.)].
However, DF test cannot be used if the error teamascorrelated. In this case, the ADF
test should be used as this test is conducted loymanting” the equation of DF test by
adding the lagged difference terms of the dependanéble, so that the; is serially

uncorrelated [(Dickey & Fuller, 1979, 1981) citedGujarati (2003)].

The regression (for a model with a drift and detarstic time trend) for ADF test is as

follows:

Ayt = U + St + 0V +§‘ 0 AYti F Ut eeeeeeeeeeeeeeeeeeeeeeiiiens (3.1)
whereA is the difference operatdris the time or trend variable; is a pure white noise
error termAyi1 = (Ye1 — Yi-2), A2 = (V2 — Vi-3) and so on. The drift or intercept (refers
1) and the deterministic time trend (ref@fsterms are retained if they are significantly
different from zero. The optimal lag lengh) (vill be determined by choosing the value

that minimizes the AIC.
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The null hypothesis is that series is non-stationary (i.e. contains a unit)regich
implies that the) in equation (3.1) equals zero whereas the alteméitypothesis states

that the series is stationary which impléeis smaller than zero.

The test statistic used is th@au) statistic computed using the following fotenu

wheres.e.is standard error. The test statistic is then camexgb with the critical values
tabulated by MacKinnon (1996). The null hypothegision-stationary is rejected if the
0 is negative and statistically significant (where tbomputed test-statistic value is
smaller than the critical value). Thus, there igernce to conclude that series is a
stationary process. In contrast, if the null hygsik is not rejected, this process is
repeated with the next higher order of differencungfil a rejection of null hypothesis is

found.

A variable or series without unit root is said ® $tationary or integrated of order zero
[denoted byl(0)]. Thus, a series (for examplg) which is stationary after being

differenced once is said to be integrated of oo [i.e.y; ~ 1(1) andAy; ~ 1(0)]. Most

of the time series data are found to be non-statiom the level form but is stationary

in the first-difference form.

3.3.1.2 Pnhillips-Perron (PP) Test

The ADF test assumes and ensures that the ernos &me uncorrelated in its regression.

However, the alternative unit root test, i.e. BpgiPerron (1988) test can be used if the
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residuals of a unit root process are weakly depanaleheterogeneous, since the PP test

allows for mildly correlated and heteroscedastiorterms (Enders, 2004).

The regression (for a model with a drift and detarstic time trend) for PP test is as
follows:

AV =+ Lt F 0Vi1F Ut oo (3.3)
where the only difference between the regressioARF and PP tests is that PP test
does not consider the augmented term (i.e. theethddgference terms of the dependent

variable).

The null hypothesis against alternative hypothehes critical values, and the procedure

used to reject a null hypothesis are the sameesAliit test.

A non-parametric correction to thest statistic is undertaken in the PP test ticiam
for the possibility of the existence of serial @ation. Thus, the asymptotic distribution

of the test statistic will not be affected by thhelgem of serial correlation (Ang, 2009).

3.3.1.3 Kwiatowski-Phillips-Schmidt and Shin (KPSS) Test

For the ADF and PP tests, the null hypothesisas d@hseries is non-stationary (i.e. there
is existence of a unit root). Thus, rejection & thull hypothesis is necessary to support
stationarity of a series. However, according to &eawski, Phillips, Schmidt and Shin
(1992), the tests designed on the basis of the mypbthesis that a series is non-
stationary (such as the ADF and PP tests) haveptomer to differentiate between unit
root and a near unit root stationary process awedetbre, unable to reject the null
hypothesis. Thus, it is necessary to perform th&&Rest as well to confirm the order

of integration for all the variables used [citadAng (2009) and Tang (2009)].
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The model with a drift and time trend for the KP&St is based on a time series as
given in equation (3.4).

Vi S H B PV F Ut e (3.4)
where is a drift or constantf; is the deterministic time trend terpy:.; refers to a
random walk process, anglis an error term. Because of a random walk procasde

represented by the sum of all past errors, equéBar) can be written as follows:

t
yt=“+'8t+¢z L0 T (35)
i=1

whereu; is assumed to follow i.i.d. (0, 1), apds a stationary process.

As inverse to the ADF and PP tests, the null hypsihof KPSS test states that the
series is trend stationary (i.e. stationary arcamgterministic trend) which implies that
the ¢ in equation (3.5) equals zero while the alterreatiypothesis states that the series

Is not trend stationary which implies tifatioes not equal to zero.

The test statistic used can be computed as follows:

whereT refers the number of observatio$s the partial sum process of the residuals

from a regression of; on an intercept and time?(p) is a consistent estimate of the
error variance from the same regression, pmepresents the lad truncation parameter

(Ang, 2009).

The LM-test statistic is then compared with the criticallues provided by Kwiatkowski

et al. (1992) based on Monte Carlo simulation. mtk hypothesis is rejected when the
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LM-test statistic is larger than the critical vallrethis case, there is evidence to say that

they; series is a non-stationary time series.

3.3.2 Cointegration Analysis

Despite the regression of a non-stationary variapleanother non-stationary variable
may produce the problem of spurious regressiongrdoty to Engle and Granger
(1987) who introduced the methodology of cointagrgta linear combination of two
non-stationary variables must be stationary if én®r term (from the combination of
these two series) is stationary, ue= 1(0). This is because of the underlying stochastic
trend in the two series will ‘cancel out’ one aratlwhen the cointegration takes place.
In this case, the two variables are said to betegmted and there will be existence of a
long-run equilibrium relationship among them. Gran(lL986) stated that cointegration

test can be used to avoid spurious regressiortisitisgcited in Gujarati (2003)].

Engle and Granger (1987) further highlighted thatntegration refer to a linear
combination, the variables which are cointegratedtbe non-stationary variables with
the same order of integration, and there may bemasy as f — 1) linearly
independently cointegrating vectors for a vectprwhich haven non-stationary
components (or variables). The number of coint@ggavectors is the cointegrating

rank ofy; as well which tells us the number of linear relasioip that exist in the model.

Engle and Granger (1987) mentioned that the existeri cointegrating relationship
between two variables also implies for the existeata valid error-correction model
(ECM) between the two variables in which the datagenerated according to a partial
adjustment or error-correction mechanism. After rshan deviations from the

equilibrium, the error term (which is known as difpuium error) will ensure the system
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to return to its long-run equilibrium. The linkagetween concept of cointegration and
ECM is the essence of Granger Representation Timedreconclusion, besides short-
run dynamic relationship between the variables immadel, the error correction term
(ect) in the ECM incorporates the long-run inforimatabout the variables as well. The
ect tells us the speed for the model to returrig@quilibrium following an exogenous

shock. A negative ect indicates a move back towagddibrium, and vice versa.

All the non-stationary variables used must be -ifferenced (in order to produce

stationary variables) because an ECM is deriveddasl (0) variables only.

When the sample size of a study grows larger, oenvthere are more than two
variables used which may lead to multiple cointégea vectors, Engle-Granger
methodology (which assumes that there is only oomtegrating vector) is not

appropriate to be used anymore. Methodology suchohansen (1988) Cointegration
test can be employed as it is able to test forgmess of multiple cointegrating vectors
by determining the cointegrating relationship amanget of integrated variables and

then incorporating then into an empirical model eBnVECM.

3.3.2.1 Johansen Cointegration Test

The cointegration test which was developed by Jedar§1988) and then extended by
Johansen and Juselius (1990) will be used in thidydo assess the existence of a long-

run relationship between savings and its deterntsnanMalaysia.

After examined the order of integration using uoit test(s), the next procedure is to
estimate a VAR model using the undifferenced dag.similar to the ADF test, a

multivariate model can also be generalized to alfowa higher-order autoregression
59



process (Enders, 2004). Assume thas a (0 x 1) vector ofi(1) variables, i.ey; = (i,
Vot s veeennns , Vo), @andy; is non-stationary, i.ey; ~ I(1), we can estimate the following
VAR(p) model fory; :
Vi =Ao+ A+ ANt ... FANep F Ut i, (3.7)
where y; = (n x 1) vector of variables
Ao = (n x 1) matrix of intercept terms [i.e.ot@aay, -....... , @)
A = (n x n) matrices of coefficients (or parameters)
p =lag length
U = an independently and identically distributedimensional vector with zero
mean and variance matiix
n = number of endogenous variables
Lag length p) can be determined by using the multivariate gareations of the AIC or
Schwartz Bayesian Criterion (SBC). Enders (2004858) stated that ‘most researchers

13

would begin with lag length of approximate where T refers the number of

observations used in a study.

Equation (3.7) can be re-written in the form of BGM as follows: [See Enders (2004,

p. 352) for the mathematical manipulations]

pl
A = Ao+ Y+ D m ARt U e, (3.8)

i=1

Form of matrix: Gx 1) (1 x1) (ixn)(nx1) oxn (hx1l) (x1)

wherez = — (I —iAi) and z; = —iA,- in which 7z = (n x n) matrix — (I —A),
i=l

ja+

I = an ( xn) identity matrix, andr; denotes the element in ravand column of z.

From equation (3.8)r refers to the rank of the matrix. The rankzofs equal to the

number of the independent cointegrating vectorsidwhs same number as the
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cointegrating rankrj of y;). The cointegrating rank will tell us whether tariables in
the model are cointegrated and also the numbeorg-tun cointegrating relationship
which exist in the estimated model. The Granger&smtation Theorem stated that the
rank ¢r) has a reduced rank where @ < n. This is because if the rank)(equals zero

(meaning no integration is found among the vargbline matrix will become null and

pi
equation (3.8) will becomay; = Ay + Z mi Ay + W (which is actually a usual VAR

i=1
model in first differences). Thus, we have to use &pproach of VAR instead of

VECM to estimate the regression.

In contrast, ifr equalsn (in other wordsz has full rank), the model given by equation
(3.8) can be reduced to equation (3.7), showingahaariables are stationary and thus,
a VAR model iny; (levels) should be used. This is a trivial casecahtegration. In
intermediate case, if ranlg)(equals one, there will be only one single comnating
vector and the expressiafy;.; in equation (3.8) is the ect of the model. In dosion,
there will be multiple cointegrating vectors if thenk ) is in between | ana, i.e.

1<z<n.

In order to test other restrictions on the coiratigg vector, Johansen defines the two
matricesa. andp, both of dimensionn(x r) wherer is the rank oft (Enders, 2004). The
properties ofx andg are such that

T = O e 3.9)

Form of matrix: nkn) (@ xr) (r xn)

in which o is the matrix of weights with which each cointdgrg vector enters the
equations of the VAR model whilg is the matrix of cointegrating parameters. By
substituting equation (3.9) into equation (3.8),ye¢
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pil
AV = Ao+ af Y1+ D T AV + Ut o, (3.10)
i=1

where a = (n xr) matrix of the speed of adjustment parameters

£ = (r x n) matrix of cointegrating vectors, in whichrefers to the row, and
refers to the column of the matrix

['Yr-1 = error correction term(s) which is (are) statigna
The vectora in the equation (3.10) measures how fast the texsm from equilibrium
move back into the system. A negativendicates a move back towards equilibrium,
and vice versa. The larger thethe faster for the convergence to take place rtasvine
long-run equilibrium when there are short-run deegres from its equilibrium (Ang,

2009). Besides, thg is actually the long-run coefficients in the VECNhe existence

of af’y:.1 leads to the main difference between a VAR modd\AECM.

3.3.2.1.1 Trace Statistic Test

It is crucial to know how many cointegrating or d¢pterm relationshiprj exist in a
model before we can estimate a VECM. Thus, Johapegposes two likelihood ratio
statistic tests, namely the Trace Statistic tedtthe Maximum-Eigenvalue Statistic test

to test for the rank of the long-run informatiomka

According to the Trace Statistic test, the null dtyyesis Ho) which states that the
number of cointegrating relationship is less thanequal tor is tested against the
alternative hypothesiddg) which states that the number of cointegratingti@hship is
greater tharr. For exampleHop: r = 0 is tested again$ts: r > 0; Hp: r < 1 against

Ha: r > 1; Ho: r <2 againsHy: r > 2, and so on.
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The test statistic used is as follows:

n g
Aracdr) = =T DI (L =A1) o, (3.11)
i
where T = the number of observations used in the study
m]
A = the estimated values of the characteristic r¢atso called eigenvalues)

obtained from the estimatadmatrix [See Enders (2004, p. 386) for details]
The computed test statistigyace IS then compared with critical values tabulated by
Osterwald-Lenum (1992) using Monte Carlo approaie null hypothesis will be
rejected if the test statistic is greater thandtigcal value. If so, this process is repeated
with the next higher number of cointergrating nelaship ¢) until there is no more
rejection of null hypothesis. At the end of thegessy: is said to be cointegrated with
cointegrating relationship (and there will beointegrating vectors(s) for the VECM).
In this case, there will ba& r) common stochastic trends f@r In contrast, iHoe: r =0
is not rejected, there is evidence to say thakteno cointegrating relationship exists

in the model being tested.

3.3.2.1.2 Maximum-Eigenvalue Statistic Test

Maximum-Eigenvalue Statistic test can complemept Trace Statistic test in looking
for the number of cointergrating relationship) 6f a model, besides verifying the
found using the Trace Statistic Test. In this statitest, the null hypothesiklf) which
states that the number of cointegrating relatignsiqualsr is tested against the
alternative hypothesidH) of r + 1. For exampley: r = 0 is tested againsty: r = 1,

Ho: r = 1 againsH,: r = 2, and so on.
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The test statistic is computed as follows:

m]
P (R R e R B (3.12)

where T = the number of observations used in the study

O
A = the estimated values of characteristic rootainbt from estimated matrix

The computed test statistiGyax is then compared with the critical values tabuldtg
Osterwald-Lenum (1992) as well. The procedure usedject a null hypothesis and the

implications of the result found are the same asTitace Statistic test.

Maximum-Eigenvalue test has a specific or sharjterrative hypothesis, if compare
with the Trace Statistic test, An example usedEbglers (2004) in his book had proven
that ‘Maximum-Eigenvalue test is usually preferfedtrying to pin down the number

of cointegrating vectors’ (Ender, 2004, p. 354) meg the Maximum-Eigenvalue test

will sometimes suggest for a smaller number of {aung relationship.

3.3.2.1.3 Vector Error Correction Model (VECM)

According to Engle and Granger (1987), a model widimtegrated variables must have
an error correction representation in which anigehcorporated into the model. This
finding is then lead to the formation of VECM whidhcorporate the long-run
equilibrium as well as short-run dynamics in a mpde that the long-run information

is not lost during the differencing process.

Once the number of cointegrating relationship i§¢ determined by using the Trace
and/or Maximum-Eigenvalue Statistic test(s), a VEQ#&fer to equation (3.10)] can be

estimated based on Ordinary Least Squares (OLS)aueSince the ect (i.8'y:.1) and
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all values ofAy.; from equation (3.10) are stationary, we can infeeeon any variables

(except those appearing within the cointegratingars) using the usual test statistics.

In this study, to estimate a VECM for domestic sgsgiin Malaysia, five variables are
used f = 5), namely LRGDS, LRGDP, LADR, INT and CAB. Assing there are two
cointegrating relationships € 2) exist in the domestic savings model, and lags ©
= 2) are used in the VECM. Thug, = (yat, Yz, Yat, Yat, Yst)' becomes

y: = (LRGDS, LRGDR, LADR, INT;, CAB) "...ocovveeeeenn. (3.13)
In the Johansen test, all the variables used eatetl as endogenous variable in a VAR
framework. From the VAR(2) model fot, the respective VECM for domestic savings
and GDP can be written as follows:
ALRGDS = a9 + 011(#11LRGDS1 + f12LRGDR.1 + f13LADR.1 + f14INTw.1 + f15CAB.1) +

a12(f21LRGD&Q1 + f2LRGDR.; + f23l ADR.1 + S24INTy 1 + f2sCAB.1) +

2 2 2 2
D a; ALRGDS; + ) & ALRGDR, + ) ag ALADR. + Y a4 AINT;
i=1 i=1 i=1 i=1

2
+ 3" @5 ACAB * Ust oo (3.14)
i=1

ALRGDR = by + 021(11LRGDQ1 + f12LRGDR.1 + f13LADR.1 + f14INT.1 + f15CAB.1) +

a2(f21LRGDQ1 + f20LRGDR.; + f23L ADR.1 + f24INT:q + f25CAB.1) +

2 2 2 2
D by ALRGDSi + D by ALRGDR; + ) bg ALADR. + ) _ by AINT
i=1 i= i= i=

2
+ D 05 ACABL + Uzt oo (3.15)

i=1

" The number of variables to be included in yheector is subject to the empirical results fronit uoot test(s). The; vector will
include onlyl(1) variables in estimating the VECM.
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where the two error correction terms (ect) are:
ecty.1 :ﬂ]_lLRG DS+ ﬂlzLRG DR+ ﬂ13LADP(.1 + ﬂ14|NTt.1 + ﬁ15CAa.1 .............. (316)

ecCbi.1 :ﬂzj_LRG DS+ ﬂzzLRG DR+ ﬂ23LADP(.1 + ﬂ24|NTt.1 + ﬁ25CAa.1 .............. (317)

The long-run relationship of a particular variabéa be obtained by normalizing on that
particular variable by making its coefficient eqtmlone. By setting egt= 0 and e¢t =

0, we get:

P11ILRGDS + B1LRGDR + 1L ADR + B14INT; + 15CAB = 0 or,

LRGDS = — (B12/11)LRGDR — (13/B11)LADR — (B14/12)INT; — (B15/B11)CAR ....(3.18)
B1LRGDS + f2LRGDR + 2L ADR + fo4INT; + osCAB = 0 or,

LRGDR = — (81/822)LRGDS— (B23/B2)LADR: — (B24/522)INT; — (B25/B22)CAR ....(3.19)
Equation (3.18) shows the long-run domestic savimgslel when we normalize on
LRGDS by setting the egtequal to zero. Similarly, we obtain the long-ruBRsmodel
as shown by equation (3.19) when we normalizeRGDR by setting the egtequal to

Zero.

From the equation (3.14):1 and ai» are speed of adjustment coefficients which

measure how fast thid RGDS will adjust to return to its long-run equilibrium.

3.3.3 Diagnostic Tests

The residuals in the estimated savings equatiorithef study are assumed to be
independently and identically distributed (i.i.capd well-behaved. To verify this
assumption and to check on the reliability of eation and results found, various

diagnostic tests should be carried out (see Se8ti®B.1 to 3.3.3.4 for the details).
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3.3.3.1 Normality Test

Normality test can be used to check for the notyaif residuals of an estimated
regression. Among several tests of normality, ttleentcommon methods of testing for
normality of residuals are histogram of residuasd Jarque-Bera (JB) test. A
histogram of residuals is a simple graphic deviseduto show the shape of probability
density function (PDF) of the estimated residuatenf a regression. From a histogram,

we can see whether the residuals are symmetridaslisbuted (Gujarati, 2003).

In this study, Jarque-Bera (JB) test of normalityl e used. It is an asymptotic or
larger-sample test based on the OLS residuals.JBh&st will compute the skewness
and kurtosis measures of the residuals first aad dtomputes the test statistic using the

formula as follows:

57 (K -3)°
/B =T1|:E+ 2 :|

where n = sample sizeS = skewness coefficient, aril = kurtosis coefficient. The
value of the JB test statistic is expected to e because for a normally distributed

variable,S should be equal to zero, adshould be three (Gujarati, 2003).

The null hypothesis of the JB test states thardseluals are normally distributed. We
will reject the null hypothesis if the value of #&st statistic is very different from zero,
and its computeg-value is sufficiently low. In contrast, if the wa of test statistic is

close to zero, and a reasonably higivalue is found, we do not reject the null

hypothesis that the residuals are normally distedu
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3.3.3.2 Lagrange Multiplier (LM) Test

Breusch-Godfrey (BG) Lagrange Multiplier (LM) tastused to test the residuals of the
estimated savings equation for serial correlatidre advantage of this type of LM test
is that this test of autocorrelation allows for leg-order autoregressive schemes (i.e.
AR(1), AR(2), and so on), simple or higher movingages of white noise error terms
(i.e.& in U = puq + eewhere—1 <p < 1), and also non-stochastic regressors, sucheas th

lagged values of the dependent variables (Guj&@d3).

The test statistic used i®  p)R® wheren is the sample sizey is the order of
autoregressive scheme, aRds R-square value obtained from the auxiliary regrassio

(of estimated residuals) follows the chi-squarérihistion withp degree of freedom.

The null hypothesis which states that there isar@akcorrelation of any order is tested.
If the computed test statistic value exceeds thealrchi-square value, in other words,
the p-value is statistically significant at a choseneleof significance, we will reject the

null hypothesis, and vice versa.

3.3.3.3 Heteroscedasticity Test

Heteroscedasticity refers a systematic patterhenetrors of a regression model where
the variances of the error are not constant. Asctitessequences of heteroscedasticity,
the OLS estimators are no longer best linear upebiastimator (BLUE) and will be

inefficient. Thus, the forecasts will also be img@ént (Gujarati, 2003).
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White’'s general heteroscedasticity test will be dus® detect the problem of
heteroscedasticity since this test is easy to h@eimented and it does not rely on the

normality assumption.

The test statistic used i#¥ wheren is the sample size, arif is theR-square value
obtained from the auxiliary regression asymptolyctllows the chi-square distribution
with degree of freedom equals the number of regreggxcluding the constant term) in

the auxiliary regression.

The null hypothesis which states that there is aterdoscedasticity is rejected if the
computed test statistic value exceeds the critit@lsquare value, or thp-value is
statistically significant at a chosen level of sigance. In such a case, we have

evidence of heteroscedasticity.

3.3.3.4 Autoregressive Conditional Heteroscedasticity (ARCH) Test

For modeling conditional mean of a random varialthe, variance of the process is
assumed to be constant. However, there are maeysemes data in which the volatility
IS not constant overtime. Thus, ARCH-type modeks aseful to model volatility, to

obtain more efficient estimators by handling hesesalasticity in errors properly, and to

obtain more accurate confidence intervals for fasepurpose.

Autoregressive Conditional Heteroscedasticity (ARQGebkt developed by Engle is a
specification of heteroscedasticity where the vargaofu; at periodt depends on the
squared error term of the past periods. The nydbthesis, alternative hypothesis and
the formula used to compute the test statisticevalithe ARCH test are the same as the

White’s heteroscedasticity test (in Section 3.3.3.3
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The null hypothesis of there is no autoregressigrditional heteroscedasticity is
rejected if the computed test statistic value edsdbe critical chi-square value, or the
p-value is statistically significance. Rejectionkfis indicative of presence of ARCH.
Thus, the ARCH{) model is suitable for modeling the conditionaliaace, whereg
refers the order of first partial autocorrelatiomefficient which is significant, found

from the Correlogram of Residuals Squared in Eviews

3.3.4 Granger Causality Test

According to Granger (1969), an explanatory vagaf) is said to Granger cause a
dependent variabler] if and only if the past values &f can be used to explain Y more
accurately than just use the past valuesr ¢Abu, 2010). To investigate the causal
relationship between domestic savings and econarogvth in Malaysia, Granger
(1988) Causality test is employed on the estim&e@M found for GDS [i.e. equation
(3.14)] and GDP [i.e. equation (3.15)] respectivehe causality from economic
growth to savings can occur in two ways, eitheotigh the impact of lagged changes in

economic growth, or through the lagged ect terim(he VECM of saving§.

The null hypothesisHp) which states that an explanatory varial{¢ does not Ganger
cause the dependent variabtg i€ tested against the alternative hypothdsig ¢f theX
does Granger cause tiieAs an example, we use VECM of GDS, i.e. equafBh4) to
test whether GDP Granger causes GDS in MalaysieHphay: = ago = a11= a12=0 is
tested againgdtl,: at least one of the restrictions is not true.nfridy, although all the
coefficients of the lagged differences of the erptary variable and the coefficient of

lagged ect term(s) have to be equals zero, VECM&aetH, and allows for existence

®n contrast, savings Granger causes economic groathoccur in two ways, either through the impédctagged changes in
savings, or through the lagged ect term(s) in tB€M of economic growth.
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of causality even if the coefficients statedHg are not jointly significant. Another
advantage of Granger causality test is that theecaficausality can be identified either

due to short-run dynamics or disequilibrium adjusttn(Agrawal, 2001).

From the unrestricted model, i.e. equation (3.# restricted model is given as:

2 2 2 2
ALRGDS = ao + )_ a1 ALRGDS; + Y as ALADR; + )_ a4 AINT,; + Y a5 ACARB;

i=1 i=1 i=1 i=1

By using Wald test, thE-test statistic can be computed as follows:

F=(RS® —RS§)/z
RSS/ (N—=MP—=1 =) oo (3.22)

whereRSSs residual sum of squard®js restricted model) is unrestricted modet,is
the number of restrictions unddg, n is number of observations used in the studys
number of variables usegjs number of lags, andis number of ect. They is rejected
if the F-test statistic exceeds the critical val#g, , nmp1+ at a level of significance.

Thus, there is evidence to say that GDP GrangesesaGDS.

By the way, in equation (3.14), th& that GDP does not Ganger cause GDS is rejected
if any of ay or ay10r a1 is statistically and significantly different fromero but neither

the by or az; or az; from equation (3.15) is statistically significarBimilarly, in
equation (3.15), théd, that GDS does not Ganger cause GDP is rejecteth®n
condition that any olby; or a1 Or ay; is statistically and significantly different frorero

but neither they; or a1 or a1, from equation (3.14) is statistically significaimable 3.3
summarizes the possible causal relationships wtachbe derived between domestic

savings §) and economic growtld), based on equations (3.14) and (3.15).
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Table 3.3: Four Types of Causality between Savingsd Economic Growth

Types of Causality Any One of the Coiudlis
Unidirectional causality from growth to savings— S a2 0; a11% 0; 0127 0.
Unidirectional causality from savings to growgh:— G; by # 0; ax1# 0; 022% 0.
Bilateral causalityS < G; ag # 0; a11# 0; a12% 0;

h.i Z£0; 021% 0; a2 % 0.

No causalityS « G ai = 0; 011= 0;012=0;

0; 01— O;OC22: 0.

3.4 Conclusion

This chapter explains the data sources and metbggalsed. Firstly, three unit root
tests, namely ADF, PP and KPSS tests are usecttk ¢br the stationarity of variables
used. Secondly, Johansen methodology which comssaidy the stationary variables at
the same order of integration is used to examigeettistence of long-run relationship
between savings and its determinants. The TraceMarxdmum-Eigenvalue statistic
tests will indicate the number of cointegratingatiginship(s) among the variables in the
savings function. A VECM is estimated to derive theg-run and short-run savings
functions in Malaysia. Next, various diagnostictsesire employed to verify the
reliability of estimation and results found. Lastleranger causality test on the
estimated VECM is applied to investigate the cauwslationship between savings and

its determinants.
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CHAPTER 4 - EMPIRICAL RESULTS AND ANALYSES

4.1 Introduction

In the previous chapter, the data sources and eoetnic methodology used have been
discussed. This chapter reports and interpretsreékalts obtained from the whole
econometric testing procedures involved. To avqdrisus regression, the results of
unit root tests in Section 4.2 are very crucialébermine which variables to be used for
the Johansen cointegration analysis. After decidedhe lag length to be used, the
results of Trace and Maximum-Eigenvalue Statiggtd which examine the number of
long-run cointegrating relationship exists betwdles variables used are explained in
Section 4.3. Following this, an error correction dab (ECM) will be formed for
domestic savings in Malaysia. Section 4.4 pres#msestimated long-run domestic
savings model in Malaysia, together with its shari- dynamic model and the
diagnostic test results. Lastly, the results foariger causality between savings and its
determinants in Malaysia are highlighted in Sectibh. Section 4.6 concludes the

chapter.

4.2 Unit Root Test Results

To assess the order of integration for all thealdds used, three unit root tests, namely
ADF test, PP test, and KPSS test are employedsrsthdy. The ADF and PP tests are
used to test for the null hypothesis of a unit ragdinst the alternative of stationarity. In
contrast, the KPSS test is used to test the nuyibtinesis of stationarity against the
alternative of a unit root. For all these thre& woot tests, the model with a drift and

deterministic trend is chosen to test all the \des
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For a model with intercept and a trend with zegléngth, for both ADF and PP tests,
the critical values, in level, are —4.2050, —3.526d —3.1946 at the 1%, 5% and 10%
levels of significance, respectively while the icat values, in first difference, are
-4.2119, -3.5298 and -3.1964 at the 1%, 5% and I&#%ls of significance,
respectively. In contrast, for the KPSS test, thtcal values, for both in level and
first difference, are 0.2160, 0.1460 and 0.119Qhat 1%, 5% and 10% levels of

significance, respectively.

The results of the unit root tests are presentétabrie 4.1° In the level data, since the
test statistics of the ADF and PP tests are highan the critical values, the null
hypothesis that the respective series containgtaaot cannot be rejected. However,
there is no evidence to support the existence wiitaroot in first difference of all the
variables tested. Thus, the null hypothesis ofianoot in first difference is rejected at
the 1% level of significance for all the variablescept for ADR), and at the 5% level
of significance for ADR. Besides, the results of kPSS test indicate that the null
hypothesis that the respective series is a statijop@cess in the level is rejected, at
either 5% or 10% level of significance, but is ngjected in the first difference, for all

variables tested.

Figure 4.1 shows the annual time series plotsterfive variables used in this study.
All the variables suggest a linear trend in theines (except for INT and CAB which
are unclear for their linear trend). The varialdes said to be not stationary in level due
to their non-constant mean. However, from the platghe first difference for the

variables, they show stationarity due to the cartsteean.

® The results based on a model with a drift but neerdeinistic trend are not shown in this paper dughe similar results found
from the use of a model with a drift and a deterstio trend in this study.
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Table 4.1: Results of Unit Root Tests

ADF PP KPSS
Variable Level First Difference Level First Difference Level First Difference Conclusion
LRGDS —2.6234 —8.1652%** —2.3607 —0.3745%** 0.1733** 0.0210 1(1)
LRGDF; -1.9381 —6.6809*** -1.7972 —6.7814*** 0.1693** 0.0475 1(2)
LADR -1.5223 —4.1254** -1.1718 —4.1254** 0.1210* 0.0951 1(2)
INT; -1.6377 —4.7959*** —2.4933 —8.7715*** 0.1412* 0.0805 (1)
CAR -1.5706 -5.0887*** -1.6514 —4.8364*%** 0.1842** 0.0787 (1)

Notes:*** ** gnd * denote rejection of the correspondimull hypothesis at the 1%, 5% and 10% levelsgfiicance, respectively. The ADF test is conddotéth the optimal
lag length chosen using AIC while the PP test aRE8 test are conducted with the optimal bandwititteen using Newey-West bandwidth with Barlett kessimation
method respectively. The critical values for ADRJdRP tests are obtained from MacKinnon (1996) wihike asymptotic critical values for KPSS test abtamed from
Kwiatkowski et al. (1992). Both of the ADF and R#3ts examine the null hypothesis of a unit roofrexjdahe stationarity and the KPSS test examinesthll hypothesis of
stationarity against the alternative of a unit root
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Figure 4.1: Time Series Properties
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Figure 4.1i:CAB Figure 4.1j: Change iG@AB (ACAB)
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In conclusion, all the five variables used are si@tionary in the level form of the
variable, but they are stationary after taking fingt difference. They are said to be
integrated of order onlél) process. This result is consistent with thelifigs of Nelson
and Plosser (1982yho stated that most of the macroeconomic serigshadre non-
stationary in level will become stationary afteeithfirst differencing. Since all these
seven series are individually integrated of ordex (and furthermore, at the same order
of integration), it is necessary to proceed toribgt step, i.e. cointegration analysis to

test whether the variables are cointegrated irhaihg run.

4.3 Cointegration Test Results

The cointegration test which was developed by Jedar§1988) and then extended by
Johansen and Juselius (1990) was used in this stueyamine the existence of long-

run cointegrating relationship(s) between savingsits determinants in Malaysia.

The first step in the cointegrating test is to dmiae the lag length for the savings
model. For a study uses annual data and the vasidi@come stationary after their first
differencing, Sinha (1996) was in opinion that laggth of one can be used. He also

claimed that the number of lags used by appliedarefers is up to two if their studies
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use annual data. Furthermore, Mohan (2006) higtd@jhihat the optimal lag length

should be smaller than three for a study uses &wlatia because a larger lag length in a
small sample will waste the degree of freedom. dBessi Enders (2004) mentioned that
lag length up to four can be used if the sample @zsmall and quarterly data set is
used. Thus, a lag of one is chosen for this studgesthe sample size is small and
annual data set is used. After decided for thddagth, it is then followed by the Trace

and Maximum-Eigenvalue Statistic tests to examiriether the variables used are

cointegrated.

The results of cointegration test produced by tmacd& and Maximum-Eigenvalue

Statistic tests are summarized in Table 4.2.

Table 4.2: Results of Johansen Cointegration Test

VariablesLRGDS, LRGDR, LADR, INT;, CABR

Hypothesis Trace Statistic Test

Ho Ha Trace Statistic 5% Critical Value p-value
r=0 r>0 83.94423*** 69.81889 0.0025
r<i r>1 49.70706** 47.85613 0.0331
r<2 r>2 19.15351 29.79707 0.4819
r<3 r>3 8.11809 15.49471 0.4529
r<4 r>4 0.90179 3.84147 0.3423

Hypothesis Maximum-Eigenvalue Statistic Test

Ho Ha Maximum-Eigenvalue Statistic 5% Critical Value p-value
r=0 r=1 34.23717** 33.87687 0.0453
r=1 r=2 30.55355** 27.58434 0.0202
r=2 r=3 11.03542 21.13162 0.6438
r=3 r=4 7.21631 14.26460 0.4639
r=4 r=5 0.90179 3.84147 0.3423

Notes: r denotes the number of cointegrating vectors. *** and * denote rejection of the
corresponding null hypothesis at the 1%, 5% and 8gls of significance, respectively. Thealues
are obtained from MacKinnon, Haug & Michellis (1999
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For the first round, if the computed values of fhace statistic and Maximum-
Eigenvalue statistic are less than their corresimondritical values at the 5% level of
significance, then the null hypothesis of no cané¢ion ¢ = 0) cannot be rejected.
However, since the statistic values are greaten tihir critical values and show
significant results, we then proceed to the neghéi cointegrating rank. This process is

continued until the null hypothesis cannot be rejeéc

In the first round, the Trace and Maximum-Eigeneadiatistic values reveal that the
null hypothesis of no cointegrating relationr 5 0) can be rejected at the 1% and 5%
levels of significance by the Trace and Maximumdangplue Statistic tests,
respectively. It is possible to accept the alteweabf one or more cointegrating
relations. In the second round, the null hypothedisone cointegrating relation is
rejected at the 5% level of significance by bothha tests. However, the two tests fail
to reject the null hypothesis of two cointegratieations in the next round. Thus, at the
5% level of significance, both of the Trace and Maxm-Eigenvalue Statistic tests
confirm that there are two cointegrating relatiof@d vectors) exist among the
domestic savings, GDP, dependency ratio, interagésr and foreign savings in

Malaysia.

In conclusion, the variables used in this study @imtegrated. There is existence of
two cointegrating relations (and vectors) in theefdimentional vector HRGDS
LRGDP, LADR INT, CAH of I(1) variables. The long-run relationships foundalssn
domestic savings and its explanatory variablesatdithat there must be causality in at
least one direction among the variables. Howewer direction of causality can only be
detected through the Vector Error Correction Mdd#tCM) which is derived from the

two cointegrating vectors in this study.
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4.4 Long-run Equilibrium Estimates of Savings Equation

As the variables used are cointegrated, the longequilibrium domestic savings

equation can be estimated by using the VECM approBable 4.3 depicts the long-run
relationships exist in the domestic savings equoatity normalizing the cointegrating

vectors on savings and interest rates, respectividlg estimated long-run domestic
savings function in Malaysia, obtained from thestficointegrating vector of the

domestic savings equation is given by equation) (@Hereas the second cointegrating
vector of the domestic savings equation is showaduation (4.2).

LRGDS = 1.0078RGDR*** — 1.5850.ADR** — 0.00000LAB*** + 5.6416 .....(4.1)

INT; = —15.0400LRGDR* — 70.9504 ADR* — 0.0001&AB*** + 491.0515 ........ 4.2)

Table 4.3: Normalized Cointegrating Vectors

Variable First Cointegrating Vector Second Coinatigng Vector
LRGDS 1.0000 0.0000
LRGDR 1.0073*** -15.0401*
(0.1162) (7.5733)
LADR —1.5850** —70.9504*
(0.6415) (41.8036)
INT; 0.0000 1.0000
CAB —0.000003*** —0.00016***
(0.0000006) (0.00004)
constant 5.6416 491.0515

Notes:The estimated coefficients were obtained by namimg the savings and interest rates variables,
respectively from the domestic savings equatiori, ** and * denote significance at the 1%, 5% and
10% levels of significance, respectively. Figureparentheses are the standard errors.

Since all the variables used are in natural logari{ln) term (except for interest rates
and foreign savings), the estimated coefficienteguoation (4.1) can be interpreted as
long-run elasticities of domestic savings with esgpto the particular variable (except

for interest rates and foreign savings).
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From the long-run domestic savings equation, tealte show that savings in Malaysia
is positively related to income in the long runtlwan estimated long-run elasticity of
savings with respect to GDP equals 1.0073 and stasstically significant at the 1%
significance level. Empirically, a one percent g&se in GDP leads to 1.0073 percent
increase in domestic savings. The finding of atpasiand significant role of income
variable on savings in Malaysia is consistent ik results from past studies, such as
Baharumshah and Thanoon (2003), Baharumshah et(280D3), Thanoon and
Baharumshah (2005), Tang (2008, 2009), Agrawall.et2@09), and Tang and Chua
(2009, 2012). Besides, the empirical result foundpsrts the Life Cycle Hypothesis
(LCH) as was discussed in Section 2.4.2 which sttdtat higher economic growth or
income growth raises the savings in a countryedlity, high economic performance of

Malaysia is one of the main determinants of highrsgs rates in the country.

On the other hand, the coefficient of age dependeatio (ADR) is found to be
negative and statistically significant at the 5%ngicance level in the savings equation,
with an estimated long-run elasticity of savingshwiespect to dependency ratio equals
—1.5850. With the highest magnitude (if comparenvather variables) in the savings
equation, age dependency ratio (i.e. demographiager structure of the population)
seems to be the most important determinant of gavimMalaysia in the long run. This
result implies that a one percent decline in depeod ratio in the long run increases
domestic savings in Malaysia by 1.5850 percent. Tthportance of demographic
variable supports the LCH (discussed in Section2? Broposed by Modigliani (1970)
and is consistent with the previous studies by (&#69), Edwards (1996), Loayza et
al. (2000), Agrawal (2001), Baharumshah and Than@®2@03), Thanoon and
Baharumshah (2005), Agrawal et al. (2009), TangBeml (2011), and Tang and Chua

(2012).
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Similarly, the coefficient of foreign savings (CAB) the domestic savings equation is
statistically significant at the 1% significanceréé with a negative sign, indicates that
in the long run, foreign savings (or foreign capitdlows) tend to be a substitute to
domestic savings in Malaysia (see Section 2.3.4lébails). Singer (1950) claimed that
foreign savings may not enhance the savings inuatcy if the host country does not
enjoy much benefits from the foreign capital infgwand furthermore, these capital
inflows may eventually reduce the growth rate aé thost country due to the price
distortion and misallocation of resources [citedleng and Chua (2012)]. Although a
negative relationship between foreign savings ammeastic savings is established, the
impact of foreign savings on savings in Malaysieelatively small in the long run, as a
RM1 million increases in foreign savings will leéol a 0.0003 percent decrease in
domestic savings. The finding suggests that foresgmings do not appear to be
important in determining savings in Malaysia alsarfd by Baharumshah and Thanoon
(2003) and Baharumshah et al. (2003). Furthermoegative coefficient of foreign

savings was also found by Agrawal et al. (2009hair study on five main South Asian

countries (India, Bangladesh, Pakistan, Sri Lamichldepal).

In the study of Baharumshah et al. (2003) and T@@§8) on savings behavior in

Malaysia, they found that the interest rates coeffit is positive but carries a very

small value and it is not significant in the longirsavings equation. Furthermore, Ang
(2009) was in opinion that the low degree of respaness of savings in Malaysia with
respect to the interest rates implies that liberadi the interest rates is only a
moderately effective tool to influence and stimel#he savings in Malaysia. Thus, in
this study, the coefficient of interest rates foe tong-run domestic savings equation is

unable to be derived from its first cointegratiregtor.
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In conclusion, with regard to long-run equilibriulevel, all determinants of savings
(except for interest rates) are statistically digant and have the correct coefficient
sign predicted by the theory. In the long run, riin@st important determinant of savings
in Malaysia is dependency ratio, followed by ecormogrowth (or income variable) of

the country. Hence, Agrawal (2001) commented that ltigh savings rates in East
Asian countries (including Malaysia) are mainly daghe high economic growth rates

and a rapid decline in the age dependency ratibeofountry.

The results of Vector Error Correction Model (VECHKby domestic savings with its
determinants, together with the diagnostic testiltesare reported in Table 4.4. The
result shown in panel A of Table 4.4 is the long-reguilibrium domestic savings
equation in Malaysia whereas the result shown mepB of Table 4.4 is the short-run

dynamic model for domestic savings.

From the short-run domestic savings model, thenedéd coefficient of constant term is
—0.1091 and it is significant at the 1% significarevel. This negative coefficient sign
Is consistent with the concept of simple savingefiwn explained by Keynes (as was
presented in Section 2.3.1 and Figure 2.2). Kewtated that the constant term in a
savings function should be negative as it is tteraamous dissavings (or autonomous

consumption) when disposable income equals zero.

The estimated coefficient of first error correctierm (ect) in the short-run savings
equation appears to be negative i.e. —1.4982, tatteally significant at the 1%
significance level. With the significant lagged ideml in the VECM, it validates the
significance of the cointegrating relation betweeariables used in this study (as

reported earlier in Section 4.3) and suggdst existence of an error-correction
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Table 4.4: Estimated Long-run and Short-run Domest Savings Equations

Using the VECM Approach

A. The long-run equilibrium level relationship
First Cointegrating Vector

Second Cointegrating téec

Independent (Dependent variable:RGDS) (Dependent variabléNT)
Variable N Standard N Standard
Coefficient Error Coefficient Error
constant 5.6416 491.0515
LRGDR 1.0073*** 0.1162 -15.0401* 7.5733
LADR —1.5850** 0.6415 —70.9504* 41.8036
CAB —0.000003*** 0.0000006  —0.00016*** 0.00004

B. The short-run dynamic model
Domestic Savings Equation

Independent (Dependent variabl&-RGDS)
Variable N Standard
Coefficient Error
constant —0.1091* 0.0594
ectl;.; —1.4982*** 0.2640
ect, —-0.0062 0.0044
ALRGDS1 0.2875 0.2641
ALRGDR.; —0.0653 0.7464
ALADR 1 —10.9582*** 3.1734
AINT, —0.0415*** 0.0144
ACAB; 0.000002 0.000002
Diagnostic Checks  Test Statistic ~ p-value
X°NORMAL 0.9846 0.6112
X?seria(10) 18.0338* 0.0544
XwHiTe 35.7758 0.4318
XarcH(2) 1.2450 0.5366
R 0.6389
AdjustedR? 0.5574

Notes: ***, ** and * denote significance at the 1%, 5% dri0% levels of significance, respectively.
X°NorwaL refer to the Jarque-Bera statistic of the test rformal residuaIsXZSER|AL(1O) refer to the
Breusch-Godfrey LM test statistics for no tenthesrderial correlation¥?y.re denotes the White's test
statistic to test for homoscedastic errot&gcy refer to the Engle’s test statistic for no autoesgive

conditional heteroscedasticity.

mechanism. The coefficient of ect carries the airsgyn (i.e. negative) as it measures

the speed of adjustment for the domestic savingegstore back to its own long-run

equilibrium level. The result shows that the spekddjustment towards equilibrium at

149.82 percent a year is considered quite high.iirafy, the domestic savings takes
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approximately 0.667 year or 8.0 months to restok achieve its long-run equilibrium
whenever there is a deviation or shock from itst fiong-run cointegrating relationship.
It is not surprising that the adjustment procesfagt since this reflects the stage of

development of financial markets in Malaysia (Tham& Baharumshah, 2005).

Similarly, the estimated coefficient of second ettthe short-run savings equation
appears to be negative as well, i.e. —0.0062 histstatistically insignificant. Besides,
the empirical results show that the past savingdadse not significant in affecting the

current savings in Malaysia.

From the short-run savings model in Malaysia, eauinagrowth (or income variable)

carries a negative coefficient sign indicates thabme variable is inversely related to
short-run savings in Malaysia, but it is found dtatistically insignificant. This result
is similar to the finding of Ang (2009) who founbat economic growth (or income

growth) has no impact on the evolution of short-sarings behavior in Malaysia.

Among the four determinants of savings in Malaysiependency ratio (ADR) is the
only determinant which carries the same coefficielgn and being statistically
significant, in both short-run and long-run domestavings equations. Furthermore, the
coefficients are quite large, so changes in ADRpaeglicted to have a major impact on
savings. From the results found, in the short euone percent increase in dependency
ratio may lead to approximately ten percent falldomestic savings, and vice versa.
This can be explained by looking at the contexa dfousehold where the savings of a
household may tend to fall in the short run whenrttio of dependent family members
relative to working family members increases. Samyl, the savings in the whole

economy may be lower if the dependent (or non-prtide) population increases faster
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relative to the increase in working population. sTkexkplanation is consistent with the
LCH and the same empirical result was found by Bainahah and Thanoon (2003)

and Ang (2009) in their studies about short-rurirggazbehavior in Malaysia.

In addition, interest rates is another importantedeinant of short-run savings in
Malaysia. Similar to the dependency ratio, interatts bears a negative coefficient sign
and it is statistically significant at the 1% siggance level in the short-run savings
equation. From the negative interest rates elagtoi savings i.e. —0.0415, it suggests
that income effect outweighs substitution effeae(sSection 2.3.3 for details). As
interest rates rises, short-run savings may fatl,\ace versa. The impact from a change
in interest rates on savings in Malaysia is smadl,a one percent increase in interest
rates may reduce savings by about 0.05 percent. r€aults are consistent with
Baharumshah and Thanoon (2003) , Thanoon and Bakaah (2005) and Tang
(2008) findings as these authors also found a feignit, negative and small effect on
savings. Thus, Tang (2008) highlighted that tightg@ror contracting monetary policy
in Malaysia (such as increase of real interestsjateay bring an inverse effect on
savings in the short run. In reality, it is seldéon a government or central bank to
change the interest rates by more than one or gwoept since the interest rates does
not significantly influence the savings in the ctsyrdue to its low coefficient in the

savings model (Agrawal et al., 2009).

Lastly, a positive but statistically insignificacdefficient is found for foreign savings in
the short-run domestic savings equation. Althougbpoaitive relationship between
capital inflows and savings in Malaysia can beldsthed (indicates that they are likely
to be complement in the short run), the impaciooéign capital inflows on our country

is small due to its low estimated coefficient irttbehort-run, and even long-run savings
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equations. According to Lipsey (2000), this is taunel may happen if the Foreign Direct
Investment (FDI) inflows are a minor part of theuotry’s capital formation. Thus, it is
not surprising that FDI brings a small effect onisgs in Malaysia since the average
share of FDI in total gross domestic capital fororabf Malaysia was only 13 percent
per year over the period of 1960-2005 (Ang, 20@)r finding is consistent with
Chenery and Elkington (1979) who stated that natisavings and foreign savings are
complements in the short run but substitutes irldhg run. Besides, it also support the
statement made by Griffin and Enos (1970) where aibforeign capital inflows are

helpful, and not all foreign aids actually assjsited in Tang and Lean (2009), p8].

In conclusion, with regard to short-run dynamice thegression results from the
conditional error correction model (ECM) of domestavings in Table 4.4 show that
among the four determinants of savings, dependmtxy plays the most important and
significant role in influencing the savings behanio Malaysia, followed by the interest

rates in the country.

There are four diagnostic tests being conductedhenfull estimation of domestic

savings equation to check on the reliability of g#simation and results found in the
study. The results for the diagnostic tests arertef in Table 4.4. Specifically, the null
hypothesis of the Jarque-Bera normality test fe nlormality of residuals cannot be
rejected at the 1% level of significance indicathat the residuals are normally

distributed in the domestic savings equation.

On the other hand, the domestic savings equati@s dot pass the Breusch-Godfrey
Lagrange Multiplier (LM) test for serial correlatipimplies that the estimated residuals

are serially correlated because the LM test rejgesnull hypothesis of no tenth order
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residual serial correlation at the 10% level ofnfigance, shows evidence of serial

correlation up to order ten for the residuals & $hvings equation.

The White’s heteroscedasticity test and Engle’'s ARtest fail to reject the null
hypothesis of no heteroscedasticity and ARCH inréisgduals, due to their insignificant
chi-square test statistics in the respective té€lus, the residuals are found to be

homoscedastic in the savings equation.

Despite the relative short lag length used in #tigly, in general, the diagnostic test
results support the estimated savings equatiore tavddl specified as the conditions of
normal distributed, absence of autoregressive tiondi heteroscedasticity, and
homoscedastic residuals are fulfilled by the sawimgjuation. Thus, the estimated
savings model formed in this study can be adopteelxplain the savings behavior in

Malaysia.

4.5 Granger Causality Test Results

The causal relationship between savings and iterm@tants (especially economic
growth) in Malaysia is examined using Granger chiystest, based on the VECM of
domestic savings. The idea of testing the Grangasality for the long-run relations
between two variables is the same as for the sbhartdynamics (under VAR), except

that we must test the significance of the ect(sy@swhen we carry out a causality test.

The results of causality test on different null bgpesis are summarized in Table 4.5.
Both of the null hypotheses of GDP does not Gramgeise domestic savings (GDS),

and GDS does not Granger cause GDP are rejectkd &% level of significance since
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their respectiv@-value is smaller than 0.01. Thus, there is eviddncsay that domestic

savings and economic growth in Malaysia Grangeseaach other in the long run. The
empirical finding of bilateral causality betweennastic savings and economic growth
in this study is consistent with the studies by 42008, 2009), Tang and Chua (2009,
2012) and Tang and Tan (2011). Furthermore, Tar@P9R highlighted that the

empirical finding of bilateral causality betweennaestic savings and GDP in Malaysia
remains unchanged regardless of the causality bestsmployed (see Table 2.2). This
finding agrees with the capital fundamentaliste2ws where capital formation and
accumulation through savings in the country is iiie@n driving force for the higher

economic growth, as was discussed by the standawdly models (see Section 2.4.1).
Simultaneously, higher economic growth (or incomaadh) can induce higher savings

in a country, as explained by Keynesian savingsrthésee Section 2.4.2).

Table 4.5: Granger Causality Test Results based OVECM

Null Hypothesis Ko) F-statistics p-value Result

GDP does not Granger cause GDS 12.9536*** 0.0000 jedReb
GDS does not Granger cause GDP 5.5343*** 0.0037 eje®R H
ADR does not Granger cause GDS 12.9509*** 0.0000 je®dh
GDS does not Granger cause ADR 8.6860*** 0.0002 eje® K
INT does not Granger cause GDS 6.1736*** 0.0055 ejeBt b

GDS does not Granger cause INT 0.8821 0.4241 ndDboeject H
CAB does not Granger cause GDS 14.0582*** 0.0000 je®dh
GDS does not Granger cause CAB 1.2200 0.3189 ndDeeject H

Notes:Entries are--test statistic for testing if the respective dejent variable is Granger caused by
the respective independent variable, by taking bshtiort-run and long-run relationships into
consideration, i.e. tests the joint significancehaf lagged value(s) of the independent variabbeistiae
error correction term(s). ***, ** and * denote rej@on of the corresponding null hypothesis at th& 1
5% and 10% levels of significance, respectively.

Similarly, both of the null hypotheses of age daejmty ratio (ADR) does not Granger
cause GDS, and GDS does not Granger cause ADRepretad at the 1% level of

significance indicate that domestic savings andeddpncy ratio in Malaysia also
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Granger cause each other in the long run. The eapiinding of bilateral causality
between domestic savings and dependency ratioisnsthidy is consistent with the

studies by Baharumshah et al. (2003) and Tang &od (2012).

On the other hand, about the other two determinaingsvings [i.e. interest rates (INT)
and foreign savings (CAB)], only the null hypotlesif INT does not Granger cause
GDS, and CAB does not Granger cause GDS are rdjeatethe 1% level of
significance, but not the other two null hypotheddsnce, it reveals that interest rates
and foreign savings Granger cause domestic sainngsalaysia in the long run, but not
the other way round. This finding is consistenthwmiihe notion that interest rates and
foreign capital inflows manage to influence savings country in which they are the

determinants of savings, and not determined bgavengs.

In conclusion, in the long run, there are bilatdi@l bidirectional) causality between
savings and economic growth, and also savings aperdlency ratio while only
unidirectional causality from interest rates toisgs, and also from foreign savings to

savings in Malaysia.

4.6 Conclusion

This chapter presents the empirical results andirfgs obtained from the various
econometric techniques used. From the results wfraat tests, all variables used in
this study are found to be stationary after takingir first difference and said to be
integrated of order ond(1) process. Next, the results of Johansen Coiatiegr test

show that the variables are cointegrated and therewo cointegrating relationships

exist among the variables in the domestic saviggsiton.
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From the VECM analysis, the findings suggest thahe long run, savings in Malaysia
is determined by dependency ratio, followed by meovariable and then foreign
savings (or foreign capital inflows). Dependenciiorand foreign capital inflows are
inversely related to savings while economic groah income growth) influences
savings positively. Besides, interest rates doeéplay any role and is insignificant to

the long-run savings behavior in Malaysia.

Among the four determinants of savings, only depewg ratio can remain its
coefficient sign and significant role to the shamt savings behavior in Malaysia. The
results reveal that dependency ratio, followed bterest rates are the two most
important and significant determinants of savingsthe short run where these two
variables are inversely related to savings. In rastt income variable (which is
inversely related to savings) and foreign savingsi¢h is positively related to savings)

play insignificant role to short-run savings belwavn Malaysia.

The estimated domestic savings equation passed tbue of the four) diagnostic tests
against non-normality, heteroscedasticity, and ragi@ssive conditional

heteroscedasticity. It fails only in the LM test &erial correlation.

Lastly, the Granger causality test results reveat tn the long run, there is bilateral
causality between domestic savings and GDP groatin, also between domestic
savings and dependency ratio, respectively. Howetreere is only unidirectional
causality from interest rates to domestic saviragg] also from foreign savings to

domestic savings in Malaysia.
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CHAPTER 5 - CONCLUSION

5.1 Introduction

This study explores the relationship and causalyveen savings and its determinants
in Malaysia using a cointegration framework. Theufts are estimated using a sample
of annual observations that covers the period frd8Y0 to 2010. Section 5.2
summarizes the main findings in empirical chap&ection 5.3 highlights the policy
implications and makes recommendations in accomléam¢he findings that shed new
light on this study. Lastly, Section 5.4 gives thmiitations of this study and

recommendations for future research.

5.2 Summary

Among the twelve Southeast Asian countries, Mataysione of the rapid growing
countries with relatively high economic growth satEurthermore, Malaysia is also one
of the twelve high savings countries in the workiel had achieved savings rate above
25 percent consistently for all the four decadesfl970s to 2000s. From the previous
empirical studies, savings and economic growth moantry are found to be closely
related to each other. Thus, rapid growth in Makays the past decades may due to the

high savings in the country and/or vice versa.

The unit root tests employed reveal that all the fvariables (i.e. domestic savings,
GDP, dependency ratio, interest rates and foremprings) used in this study are
integrated of order one. Besides, all the variahlesfound to be cointegrated, by using

the Johansen Cointegration test. There are twdegating relationships exist among
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the variables in the long-run estimated domestiinga equation (which can be formed
by the use of Vector Error Correction Model (VECHKproach). Lastly, the Granger
causality test results suggest that there is b#hteausality between savings and
economic growth in Malaysia in the long run. Thisding supports the traditional

growth models and the Keynesian savings theorys Téavings-led growth and growth-

led savings policies are appropriate to be implgetehy the Malaysian government.

The empirical results of the study are crucialhe Malaysian government and future
researchers in understanding the determinants whgs in Malaysia. Malaysian
government should set the economic policies whigthemhance savings in the country

if higher savings is proved to Granger cause thdngconomic growth in Malaysia.

Among the four determinants of savings, dependemtyp remains its (negative)
coefficient sign and being statistically signifitam both short-run and long-run savings
equations whereas the short-run parameter for titwer three determinants of savings
(i.e. income, interest rates and foreign savingsliffer from the long-run parameter not
only in terms of their magnitude, but also theieffimient sign and level of significance

to savings in Malaysia (see Table 4.4).

The inverse and significant relationship betweenngs and dependency ratio in both
short run and long run implied that the smallerthe non-productive population
(relative to the productive population), the higherthe savings in Malaysia. This
finding supports the Life Cycle Hypothesis (LCH)oposed by Modigliani (1970).

Furthermore, dependency ratio is said to be the mgsortant determinant of savings

in both short run and long run due to its largeffocent in the savings equations.
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Income variable shows significant positive effentlong-run savings but insignificant
negative effect on short-run savings. The positpact from economic growth (or

income growth) on long-run savings supports thelipten of LCH.

Interest rates enters only in the short-run saviegsation but not in the long-run
equation. This implies that savings is more respent® interest rates changes in the
short run than in the long run. With the negativel aignificant impact on short-run
savings, this suggests that income effect outwegglisstitution effect. However, the
impact of interest rates changes on short-run gavsismall due to the low or inelastic

interest rates elasticity of savings.

Foreign savings shows significant negative effectamg-run savings but insignificant
positive effect on short-run savings. This indisateat domestic savings and foreign
savings are complements in the short run but dubesiin the long run. The effect of
foreign savings on savings in Malaysia is very $maé to its low estimated coefficient

in both short run and long run saving equations.

In conclusion, the empirical findings reveal thapdndency ratio, followed by income
variable are the two main determinants of long-savings. It is proven that the
declining dependency ratio and high economic gra@thincome growth) in Malaysia
are the main factors leading to the high savingshe country. On the other hand,
dependency ratio followed by interest rates arewltemost significant determinants of

short-run savings in Malaysia.
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In the long run, there is bilateral causal relalup between savings and economic
growth (or income growth) in Malaysia. This suppothe capital fundamentalists’

views where savings leads to higher economic grakrtbugh the capital formation and
accumulation in the country. Tang (2008) furthematented that the savings in
Malaysia is mobilized and financed into the produgctactivities. Simultaneously,

higher economic growth leads to higher savings he tountry, as explained by
Keynesian. The causality from growth to savingstienger and larger if compare to the
causality from savings to growth (see Table 4.5¢siBes, there is also bilateral
causality between savings and dependency ratibi@nldng run. In contrast, interest

rates and foreign savings Granger cause savingsobthe other way round.

5.3 Policy Implications

In view of policy implications, since there is ldaal causal relationship between
savings and economic growth in Malaysia, the paotialgers should set high savings as
one of its target variables in order to sustainhigg growth rates in the long run. Tang
and Chua (2009) highlighted that savings shouldséen as an engine to boost an

economy, rather than ‘freezing’ the economy.

To achieve for higher savings in Malaysia, the goreent can implement growth-
enhancing policies, such as trade policy, tax cesioas and subsidies to investors,
policies to encourage human capital investment &achnological innovation.
Nevertheless, policies that encourage savings dhmeilimplemented as well to foster
the economic growth. For example, a well-develofiadncial sector and financial
system will enable the savings to mobilize and dp&iansformed into capital formation
for the use in productive sectors, such as eductadectors and export-orientated

industries (Tang & Lean, 2009).
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On the other hand, the negative effect of dependeaitto in savings in Malaysia is
elastic and significant in both short run and long. This implies a fall in dependency
ratio will lead to a larger proportionate increasesavings. Thus, the government can
extend the mandatory retirement age of the workimgulation from 55 to 60 years old

(Baharumshah & Thanoon, 2003).

Although the empirical finding shows that intereates Granger cause savings, the
negative and significant effect of interest ratassbort-run savings is inelastic implied
that monetary policy may not playing an effectived essential role to influence the

savings in Malaysia.

Similarly, the negative and significant impact frdareign savings (or foreign capital
inflows) on long-run savings is very small. If tigevernment would like to impose
capital control, Baharumshah and Thanoon (2003yestgd the last type of capital

control is to control Foreign Direct Investment (Fidto Malaysia.

The policymakers should implement more policiesolifocus on accelerating growth
rates rather than policies promoting savings bexaisthe stronger causality from
growth to savings compare to causality from savioggrowth. Furthermore, policies to
stimulate economic growth will enhance the naticselings as well. A country with
sustained high growth rates will able to incredseitvestors’ confidence, and also to
improve its international prestige and power. Thestbexample is China’s rapid

economic growth since the 1990s.
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5.4 Limitations of the Study

This study uses annual data for the time perioohfi®70 to 2010 due to the availability
of data. However, this may cause the sample stheramall. Thus, longer time period
or the use of quarterly data (subject to the véemiised) can be considered for future
studies. Besides, this study focuses on the saletgyminants in Malaysia only due to
the time constraint in carrying out the study. Fetuesearch could be conducted by
making comparison between few countries from thmesar different regions in order

to obtain more empirical findings.

This study mainly focuses on the four determinaftsavings, i.e. income, dependency
ratio, interest rates and foreign savings sincg #ére the most commonly used variables
by the researchers in past studies. However, theesome other determinants of
savings which can be taken into consideration, sashinflation rate, financial
liberalization, pension savings [refer to Employ&esvident Fund (EPF) in Malaysia]

to examine whether these variables are importamiflinencing the savings in Malaysia.

Horioka (1997) highlighted that age dependencyrsitiould be segregated into young-
age and old-age dependency ratios because thesattesmmay cause different bearing
or effects on savings behavior in a country. ThHusyre studies can consider this

suggestion in their study.

After investigated the causality between savingd ié determinants, this study (and
also most of the past studies) did not assesst#imlity of the causal relationships
found. Tang and Tan (2011) and Tang and Chua (28ifjlighted that the causal
relationships between two variables may not belestaker time due to certain reasons

such as changing economic environment. To overcitniseissue, they suggested the
97



use of rolling regression technique which is apmplie the Toda & Yamamoto and
Dolado & Lutkepohl (TYDL) Granger causality testowever, this is subject to the

type of causality test employed in a study.
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Appendix A: Name List of Countries Categorized intothe World
Geographical Regions Defined by the World Bank

APPENDICES

)] East Asia and Pacific Region

Number

Country Name

O© 00 NO Ul WN P

[EEN
o

11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36

American Samoa
Australia

Brunei Darussalam
Cambodia

China

Fiji

French Polynesia
Guam

Hong Kong
Indonesia

Japan

Kiribati

North Korea

South Korea

Laos

Macao

Malaysia

Marshall Islands
Micronesia, Fed. Sts.
Mongolia
Myanmar

New Caledonia
New Zealand
Northern Mariana Islands
Palau

Papua New Guinea
Philippines

Samoa

Singapore
Solomon Islands
Thailand
Timor-Leste
Tonga

Tuvalu

Vanuatu

Vietham

106



i)

Europe and Central Asia Region

Number Country Name Numbe Country Name
1 Albania 30 Kosovo
2 Andorra 31 Kyrgyz Republic
3 Armenia 32 Latvia
4 Austria 33 Liechtenstein
5 Azerbaijan 34 Lithuania
6 Belarus 35 Luxembourg
7 Belgium 36 Macedonia
8 Bosnia and Herzegovina 37 Moldova
9 Bulgaria 38 Monaco
10 Channel Islands 39 Montenegro
11 Croatia 40 Netherlands
12 Cyprus 41 Norway
13 Czech Republic 42 Poland
14 Denmark 43 Portugal
15 Estonia 44 Romania
16 Faeroe Islands 45 Russian Federation
17 Finland 46 San Marino
18 France 47 Serbia
19 Georgia 48 Slovak Republic
20 Germany 49 Slovenia
21 Gibraltar 50 Spain
22 Greece 51 Sweden
23 Greenland 52 Switzerland
24 Hungary 53 Tajikistan
25 Iceland 54 Turkey
26 Ireland 55 Turkmenistan
27 Isle of Man 56 Ukraine
28 Italy 57 United Kingdom
29 Kazakhstan 58 Uzbekistan
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ii)

Latin America and Caribbean Region

nes

Number Country Name Numbe Country Name
1 Antigua and Barbuda 22 Haiti
2 Argentina 23 Honduras
3 Aruba 24 Jamaica
4 Bahamas 25 Mexico
5 Barbados 26 Nicaragua
6 Belize 27 Panama
7 Bolivia 28 Paraguay
8 Brazil 29 Peru
9 Cayman Islands 30 Puerto Rico
10 Chile 31 Sint Maarten (Dutch part)
11 Colombia 32 St. Kitts and Nevis
12 Costa Rica 33 St. Lucia
13 Cuba 34 St. Martin (French part)
14 Curacao 35 St. Vincent and the Grenadi
15 Dominica 36 Suriname
16 Dominican Republic 37 Trinidad and Tobago
17 Ecuador 38 Turks and Caicos Islands
18 El Salvador 39 Uruguay
19 Grenada 40 Venezuela
20 Guatemala 41 Virgin Islands (U.S.)
21 Guyana
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iv)

Middle East and North Africa Region

Number

Country Name

© 00 N O O A W N P
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P O © 0 N O U0 M W N B O

Algeria

Bahrain

Djibouti

Egypt, Arab Rep.
Iran, Islamic Rep.
Iraq

Israel

Jordan

Kuwait

Lebanon

Libya

Malta

Morocco

Oman

Qatar

Saudi Arabia

Syrian Arab Republic
Tunisia

United Arab Emirates
West Bank and Gaza
Yemen
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v)

Vi)

North America Region

Number

Country Name

1
2
3

Bermuda
Canada
United States

South Asia Region

Number

Country Name

0o ~NO Ul WDN B

Afghanistan
Bangladesh
Bhutan
India
Maldives
Nepal
Pakistan

Sri Lanka
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vii) Sub-Saharan Africa Region

Number Country Name Number Country Name

1 Angola 26 Malawi

2 Benin 27 Mali

3 Botswana 28 Mauritania

4 Burkina Faso 29 Mauritius

5 Burundi 30 Mayotte

6 Cameroon 31 Mozambique
7 Cape Verde 32 Namibia

8 Central African Republic 33 Niger

9 Chad 34 Nigeria

10 Comoros 35 Rwanda

11 Congo, Dem. Rep. 36 Sao Tome and Principe
12 Congo, Rep. 37 Senegal

13 Cote d’lvoire 38 Seychelles
14 Equatorial Guinea 39 Sierra Leone
15 Eritrea 40 Somalia

16 Ethiopia 41 South Africa
17 Gabon 42 South Sudan
18 Gambia 43 Sudan

19 Ghana 44 Swaziland
20 Guinea 45 Tanzania
21 Guinea-Bissau 46 Togo
22 Kenya a7 Uganda
23 Lesotho 48 Zambia
24 Liberia 49 Zimbabwe
25 Madagascar
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Appendix B: Name List of Countries Categorized intathe Country
Income Groups Defined by the World Bank

Notes: The World Bank has divided the economy bé€@lintries in this world into five
country income groups, according to their Grossiddal Income (GNI) per
capita of the year 2010, calculated using the Wa&dahk Atlas method. The
range of GNI per capita for the five respectiveoime groups is as follows:

Income Group Classification GNI pepita (US$)
i) High income group: non-OECD 12,275 or more
i) High income group: OECD 12,275 or more
i) Upper middle income 3,976 — 12,275
iv) Lower middle income 1,006 — 3975
v) Low income 1,005 or less
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)

High income group: non-OECD

Number Country Name Number Country Name
1 Andorra 21 Kuwait
2 Aruba 22 Liechtenstein
3 Bahamas 23 Macao
4 Bahrain 24 Malta
5 Barbados 25 Monaco
6 Bermuda 26 New Caledonia
7 Brunei Darussalam 27 Northern Mariana Island
8 Cayman Islands 28 Oman
9 Channel Islands 29 Puerto Rico
10 Croatia 30 Qatar
11 Curacao 31 San Marino
12 Cyprus 32 Saudi Arabia
13 Equatorial Guinea 33 Singapore
14 Faeroe Islands 34 Sint Maarten (Dutch part
15 French Polynesia 35 St. Martin (French part)
16 Gibraltar 36 Trinidad and Tobago
17 Greenland 37 Turks and Caicos Islands
18 Guam 38 United Arab Emirates
19 Hong Kong 39 Virgin Islands (U.S.)
20 Isle of Man
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i)

High income group: OECD

Number Country Name
1 Australia
2 Austria
3 Belgium
4 Canada
5 Czech Republic
6 Denmark
7 Estonia
8 Finland
9 France
10 Germany
11 Greece
12 Hungary
13 Iceland
14 Ireland
15 Israel
16 Italy
17 Japan
18 Korea, Rep.
19 Luxembourg
20 Netherlands
21 New Zealand
22 Norway
23 Poland
24 Portugal
25 Slovak Republic
26 Slovenia
27 Spain
28 Sweden
29 Switzerland
30 United Kingdom
31 United States
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ii)

Upper middle income group

Number Country Name Numbe Country Name
1 Albania 28 Libya
2 Algeria 29 Lithuania
3 American Samoa 30 Macedonia
4 Antigua and Barbuda 31 Malaysia
5 Argentina 32 Maldives
6 Azerbaijan 33 Mauritius
7 Belarus 34 Mayotte
8 Bosnia and Herzegovina 35 Mexico
9 Botswana 36 Montenegro
10 Brazil 37 Namibia
11 Bulgaria 38 Palau
12 Chile 39 Panama
13 China 40 Peru
14 Colombia 41 Romania
15 Costa Rica 42 Russian Federation
16 Cuba 43 Serbia
17 Dominica 44 Seychelles
18 Dominican Republic 45 South Africa
19 Ecuador 46 St. Kitts and Nevis
20 Gabon 47 St. Lucia
21 Grenada 48 St. Vincent and the Grenadi
22 Iran, Islamic Rep. 49 Suriname
23 Jamaica 50 Thailand
24 Jordan 51 Tunisia
25 Kazakhstan 52 Turkey
26 Latvia 53 Uruguay
27 Lebanon 54 Venezuela

nes
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iv)

Lower middle income group

Number Country Name Numbe Country Name
1 Angola 29 Moldova
2 Armenia 30 Mongolia
3 Belize 31 Morocco
4 Bhutan 32 Nicaragua
5 Bolivia 33 Nigeria
6 Cameroon 34 Pakistan
7 Cape Verde 35 Papua New Guinea
8 Congo, Rep. 36 Paraguay
9 Cote d’lvoire 37 Philippines
10 Djibouti 38 Samoa
11 Egypt, Arab Rep. 39 Sao Tome and Principe
12 El Salvador 40 Senegal
13 Fiji 41 Solomon Islands
14 Georgia 42 Sri Lanka
15 Ghana 43 Sudan
16 Guatemala 44 Swaziland
17 Guyana 45 Syrian Arab Republic
18 Honduras 46 Timor-Leste
19 India 47 Tonga
20 Indonesia 48 Turkmenistan
21 Iraq 49 Tuvalu
22 Kiribati 50 Ukraine
23 Kosovo 51 Uzbekistan
24 Lao PDR 52 Vanuatu
25 Lesotho 53 Vietnam
26 Marshall Islands 54 West Bank and Gaza
27 Mauritania 55 Yemen
28 Micronesia, Fed. Sts. 56 Zambia
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v)

Low income group

Number Country Name Numbe Country Name
1 Afghanistan 19 Kyrgyz Republic
2 Bangladesh 20 Liberia
3 Benin 21 Madagascar
4 Burkina Faso 22 Malawi
5 Burundi 23 Mali
6 Cambodia 24 Mozambique
7 Central African Republic 25 Myanmar
8 Chad 26 Nepal
9 Comoros 27 Niger
10 Congo, Dem. Rep. 28 Rwanda
11 Eritrea 29 Sierra Leone
12 Ethiopia 30 Somalia
13 Gambia, The 31 South Sudan
14 Guinea 32 Tajikistan
15 Guinea-Bissau 33 Tanzania
16 Haiti 34 Togo
17 Kenya 35 Uganda
18 North Korea 36 Zimbabwe
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Appendix C: Name List of Asian Countries Accordingto Geographical Location

)

i)

East Asia

Number

Country Name

0o N o o~ WDN B

China

Hong Kong
Japan
Macau
Mongolia
North Korea
South Korea
Taiwan

Southeast Asia

Number Country Name
1 Brunei
2 Burma
3 Cambodia
4 East Timor
5 Indonesia
6 Laos
7 Malaysia
8 Papua New Guinea
9 Philippines
10 Singapore
11 Thailand
12 Vietham
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ii)

V)

South Asia

West Asia

Number Country Name
1 Afghanistan
2 Bangladesh
3 Bhutan
4 India
5 Maldives
6 Nepal
7 Pakistan
8 Sri Lanka
Number Country Name
1 Armenia
2 Azerbaijan
3 Bahrain
4 Cyprus
5 Georgia
6 Iran
7 Iraq
8 Israel
9 Jordan
10 Kuwait
11 Lebanon
12 Oman
13 Qatar
14 Saudi Arabia
15 Syria
16 Turkey
17 United Arab Emirates
18 Yemen
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v)

Vi)

North Asia

Central Asia

Number Country Name
1 Russia

Number Country Name
1 Kazakhstan
2 Kyrgyzstan
3 Tajikistan
4 Turkmenistan
5 Uzbekistan
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Appendix D: Summary Statistics of Variables Used

Number of

Standard

Variable Observations Mean Median Deviation Min. Max.
LRGDS 41 11.0384 11.0318 0.9803 9.1212 12.3269
LRGDP 41 12.0780 12.0988 0.7888 10.6470 13.2572
LADR 41 4.2268 4.2438 0.1705 3.8480 4.5256
INT 41 6.2378 6.2900 2.1990 2.5600 10.7500
CAB 41 19,145.8049 246.0000 39,448.4540 (21,647.0000) 131,413.0000

Notes:All variables are expressed in natural logarithmy form except for INT and CAB.

121



