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ABSTRACT

The state-of-the-art Mobile Cloud Computing (MCC) paradipas gained a mo-
mentous ground to mitigate mobile devices’ shortcomings,(€omputing and energy) by
outsourcing resource-intensive mobile tasks to the cl®esearchers have proposed solu-
tions for compute-intensive mobile applications by legeng varied types of cloud-based
resources, particularly coarse, medium, and fine granldadaesources. Coarse-grained
cloud resources feature high scalability and low localitgttoriginates communication
latency, fine-grained resources offer low scalability amghHocality that leads to com-
putation latency, and medium-grained resources providdiumescalability and locality
breeding communication and computing latency. Such conration and computation
latencies negatively impact on energy efficiency and respdime of compute-intensive
mobile applications leading to mobile application perfarmoe degradation. As a result,
leveraging vertical heterogeneous granular cloud regswieates a bottleneck of limited
computing and communication capabilities which resultsareased response time and
energy consumption. \ertical heterogeneity rises withie type of granular resources,
like coarse or fine. This research is undertaken with the ainiotain efficient computation
outsourcing for compute-intensive mobile applicationsg$orizontally heterogeneous
granular cloud-based resource. Horizontal heterogeheippens across varied types of
granular resources, like coarse and fine. Using a seriesnahbgarking experiments we
investigate the impacts of computation and communicatitanicies of granular resources
on round-trip time and energy consumption of compute-isitenmobile applications and
establish the research problem. Moreover, we propose aMegght heterogeneous hy-
brid MCC framework for compute-intensive mobile applicats that aims to reduce re-

sponse time and prevent energy dissipation on mobile devidde analyse execution



of a compute-intensive mobile application considering pgoformance metrics, namely
Round-Trip Time (RTT) and Energy Consumption (EC) in twoaxen models of lo-

cal and hybrid. We evaluate performance of the proposeddinank in real environment
and validate the results through statistical modellinge Tésults of RTT analysis advo-
cates average of 93.5% RTT saving in hybrid mode comparddlegal mode and the EC
analysis results testify average of 94% energy saving imittybode compared with local
mode. The results express that utilizing heterogeneouscgloud-based computing re-
sources can significantly reduce RTT and EC of mobile devide/brid mode compared

with local mode execution.



ABSTRACT

Kecanggihan paradigma Pengkomputeran Awan kembara atauev@loud Com-
puting (MCC) telah menerima satu masa yang sesuai untuk umangkan pemasala-
han peralatan mobil (seperti pengkomputeran dan tenagajademenggunakan sum-
ber luar bagi tugas-tugas mobil secara intensif terhadagmawPenyelidik-penyelidik
telah mencadangkan pelbagai penyelesaian untuk aphkdikasi mobil berasaskan kom-
putasi dengan mengeluarkan pelbagai jenis sumber-suratesaskan awan, terutamanya
sumber awan yang kasar, sederhana, dan halus. Sumber amgakagsar memberi ciri
pengskalaan yang tinggi dan penglokaliti yang rendah yaegyebabkan latensi ko-
munikasi, sumber awan yang halus menawarkan pengskalagnrgadah dan lokaliti
yang tinggi yang menyebabkan latensi pengkomputeran, diaber awan yang seder-
hana menyediakan pengskalaan yang sederhana dan komuyaikgsnelahirkan lokaliti
dan latensi pengkomputeran. Komunikasi berkenaan damsigtengkomputeran secara
negatifnya memberi impak kepada keberkesanan tenaga dammeklumbalas bagi ap-
likasi mobil yang berasaskan komputasi di mana ia menyetrapknurunan keupayaan
aplikasi mobil. Sebagai keputusannya, mengeluarkan suavien yang pelbagai mem-
bina satu leher botol yang sangat terhad kepada pengkoraputan keupayaan komu-
nikasi di mana menyebabkan penambahan masa maklumbalaggedggunaan tenaga.
Kepelbagaian secara vertikal meningkatkan sejenis sugrbeular sahaja seperti kasar
atau halus. Penyelidikan ini mengsasarkan untuk mempgeraatsourcing” komputasi
yang berkesan bagi aplikasi mobil yang berasaskan konmpu&asgygunakan sumber be-
rasaskan awan yang heterogeneous granular. Kepelbagagma iorizontal berlaku pada
semua jenis sumber granular seperti kasar dan halus. Demgraggunakan satu siri aras

tanda untuk eksperimen, kami menyiasat kesan-kesan kasiflan komunikasi latensi



untuk sumber yang granular pada masa “round-trip” dan pemagn masa untuk aplikasi
mobil yang berasaskan komputasi dan megisytihar masalgtefi@gikan yang berkenaan.
Tambahan lagi, kami mencadangkan satu rangka kerja MCCaslkghrid heterogeneous
ringan untuk aplikasi mobil yang berasaskan komputasi diana mensasarkan masa
tindak balas dan mengelak daripada pengselerakan tendgal@an mobil. Kami men-
ganalisa eksekusi aplikasi berasaskan komputasi bekdasdina pengukuran keupayaan,
dinamakan sebagai “Round-Trip Time” (RTT) dan “Energy QGonption” (EC) dalam
dua model pelaksanaan iaitu lokal dan hibrid. Kami mengaigayaan rangka kerja yang
dicadangkan dalam persekitaran sebenar dan mengesalpkandan melalui permodelan
statistik. Keputusan untuk analisa RTT menunjukkan bahseeara purata 93.5% RTT
tersimpan dalam mod hybrid berbanding mod lokal dan an&lidanenunjukkan keputu-
san yang mengesahkan secara purata 94% tenaga tersimapanrdat! hibrid berband-
ing mod lokal. Keputusan tersebut menunjukkan bahawa sukdmeputasi berasaskan
awan heterogeneous hybrid mampu secara signifikan mergkanaiRTT dan EC pada

perkakasan mobil dalam pelaksanaan mod hibrid berbandingsetempat.

Vi
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CHAPTER 1

INTRODUCTION

This chapter introduces a holistic view of the research ttaélen in this thesis. We present
motivation for the research on Mobile Computation Outsmg¢MCO) in Mobile Cloud
Computing (MCC) and state the research problem. Moreokierchapter specifies the
aim and objectives of this study and describes the methggigdooposed to achieve the
aim and objectives.

The remainder of this chapter is as follows. In Section 1€ pnesent motivation for
undertaking this research and highlight the significan¢beivork. Section 1.2 introduces
the identified research problem to be addressed in thissth®sction 1.3 presents the aim
and objectives of this study following with proposed metblody in section 1.4. Finally,

we present the thesis layout in section 1.5.

1.1 Motivation

In the recent years, explosive growth of heterogeneouslmahd distributed com-
puting, wireless networking, and web technologies haveisagntly advanced ubiquitous
computing for mobile users. Mobile devices such as smartphotablets, and Personal
Digital Assistants (PDA) have become the essential part @fiem life. Among them,
smartphones possess a likelihood of one-upmanship duesitontiniature’s nature and
remarkable features, particularly, telephony, perceptioultimedia, and geolocation ser-
vices (Albanesius, 2011). According to the Gartner, sninemyges have been leading the
mobile device market share by more than 55% overall salestrglzarter of 2013 (Gartner,

2013). Smartphones have become enabler technology torsemvend in several critical



areas, particularly healthcare, education, tele-mandgourban management, and disaster
recovery. These smart handheld computers are expecteaéoage 150.6 billion dollars
benefits by the end of 2014, while devices like PDAs will bringnly 2.7 billion dollars
comparatively (Global Markets For Smartphones and PDA2009).

However, smartphones capabilities are encumbered byitheirsic limitations, par-
ticularly constraint battery, Central Processing Unit{{Fand memory resources. Hence,
they fail to fulfil insatiable computing requirements of nilelusers. Though, mobile hard-
ware technology leaders have gained remarkable achiewsnmedeveloping high-end,
long-lasting CPU, Random Access Memory (RAM), and battbuy, they fail to meet
ever-increasing user computing demands. Therefore, amtapproaches to outsourc-
ing resource-intensive computation and augmenting maleMéces’ capabilities becomes
inevitable.

M. Satyanarayanan (Satyanarayanan, 2001) introducesybes foragingapproach
to empower computation capabilities of mobile devices lipafling the entire or part of
application to the remote computing resources. In this@ggr, mobile applications are
migrated, partially or entirely, to a nearby resource-ndill-connected non-mobile free
device, called surrogate. Surrogates as a normal desktapsrguting devices perform
intensive computation on behalf of the resource-condtrambile devices and return the
results back to the mobile. However, several Quality of Ber¢QoS) issues, especially
data safety, user security, reliability, availabilitydescalability of surrogates inhibit their
adoption (Sharifi, Kafaie, & Kashefi, 2011).

Advancements of distributed and high performance comgutiave bred a novel
utility-based computing technology, called cloud compgtihat is embraced by the aca-
demic and industrial communities. The cloud is “a type ofgial and distributed system

consisting of a collection of interconnected and virtuadizomputers dynamically provi-



sioned and presented as one or more unified computing resohased on service-level
agreements established through negotiation between tieeserovider and consumers”
(Buyya, Yeo, Venugopal, Broberg, & Brandic, 2009). Thesridlresources can provide
elastic, scalable, and rich computation and storage piatfor resource-intensive process-
ing (Mell & Grance, 2011; Armbrust et al., 2010) to reducerapienal and maintenance
costs while increase operational safety.

Exploitation of cloud resources for augmenting mobile desihas emerged a new
research area called Mobile Cloud Computing (MCC). MCC iitkenobility of mobile
computing and rich resources of cloud computing and is dapaftproviding resource-
intensive computation and huge information at user fingsrinywhere, anytime via on-
demand, elastic, scalable computing infrastructure,(Amgazon and Google). The MCC
vision is realized by performing resource-intensive congras of mobile applications
outside the mobile device inside the remote cloud-basexdires (Abolfazli, Sanaei, Gani,
& Buyya, 2014) that is referred to as computation outsogrcnoutsourcing in brief.

However, despite rich cloud-based computing resourcdsparcing performance is
affected by several factors, particularly resource hegemeity and granularity. Cloud
computing incorporates highly heterogeneous computifrgstructures -as resources-
with dissimilar capabilities scattered around the globéese heterogeneous resources
have three main granularity levels of coarse, fine, and nmeditoarse-Grained Resources
(CGRs) are highly scalable and elastic to performing comtpar (i.e., high scalability),
but are located in distance (i.e., low proximity) and existeéry few geographical regions
only (i.e., low multiplicity) breeding communication latey.

In contrast, Fine-Grained Resources (FGRs) feature lthttemputing capabilities
(i.e., low scalability), are located near the mobile endraqi.e., high locality), and are

very large in number (i.e., high multiplicity) leading toroputation latency. Medium—



Grained Resources (MGRs) have medium capabilities. Theg haedium computing
power (i.e., medium scalability), are located in less pmagy to users (i.e., locality), and
are moderately distributed worldwide (i.e., medium mudiltipy) compared to coarse- and
fine-grained resources ending to both communication andpating latencies. Hence,
these heterogeneous granular resources feature varigguitiomand communication la-
tencies.

Although performance gain of utilizing heterogeneous cotimg resources instead
of homogeneous resources is verified (Rosenberg & Chiartf);2@. Guevara, 2013),
leveraging heterogeneous cloud-based resources hasamwhédhe dominant approach
in MCC yet. Such performance gain can remarkably improve peeceived interaction
experience from compute-intensive mobile applicationsgiiy et al., 2010) due to high
impact on energy consumption and response time of resanteesive MCC applications.
However, majority of MCC solutions such as (SatyanarayaBahl, Caceres, & Davies,
2009; Cuervo et al., 2010; B. Chun, Ihm, Maniatis, Naik, &tP&011) leverage homo-
geneous type of resources which are dominantly coarseegtaesources. The results of
utilizing single type of cloud resource (coarse-, fine-, @dmm-grained) is that they ei-
ther originate computing latency due to low computing poarecommunication latency
because of long distance between mobile and cloud resquwcas the third case both
computing and communication latencies.

Therefore, it is essential to study the impact of utilizirggdrogeneous cloud-based
resources for computation outsourcing in MCC, leverageibytesources, and propose
a lightweight computation outsourcing solution with comgence of heterogeneous re-
sources. This lightweight solution deemed could improvyaiagtion execution time and
energy efficiency by benefiting from low computation and camroation latency of con-

verged heterogeneous granular resources.



1.2 Statement of Problem

The problem to address in this research is stemmed fromdvaciaability, locality,
and multiplicity characteristics of three classes (i.earse, fine, and medium-grained)
of heterogeneous granular cloud-based resources in catigrubutsourcing. Leveraging
individual class of heterogeneous granular resourcesmagteecomputational resources
for mobile computation outsourcing with varied impact ospense time and energy con-
sumption of compute-intensive mobile applications degsaelfficiency of computation
outsourcing performance. Therefore, gaining an insigiat ine cause of the problem de-
mands investigation on heterogeneous granular cloud res®that used in mobile com-
putation outsourcing. It also demands analysis of heter@iggegenealogy in MCC. Be-
fore stating our research problem, we outline the impadtisree classes of heterogeneous
granular cloud resources on energy efficiency and responeef compute-intensive mo-
bile applications as following.

Coarse-grained cloud resourceare any resource-rich computing units that are char-
acterized with high scalability and low multiplicity thatealocated in long distance with
mobile end-users. Figure 1.1 illustrates the schematiw viethe typical coarse-grained
resources. Distant giant clouds (e.g., Amazand Google Cloud Platforrf) that fea-
ture rich resources and high scalability are standing mdtass. Utilizing these resources
in computing outsourcing originates long Wide Area NetwIiAN) latency due to their
long distance and hence, degrades mobile applicationnpeaftce. It is known that "WAN
delays in the critical path of user interaction can hurt Uggltby degrading the crispness
of system response” (Satyanarayanan et al., 2009). Respioms is considered crisp

when it is less than 150 ms and is unacceptable when more teandhds (Tolia, An-

Lhttp://aws.amazon.com/

2https://cloud.google.com
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Figure 1.1: Graphical illustration of the coarse-grainesburces

dersen, & Satyanarayanan, 2006). This is noticeable thagpsable latency is highly
depending on the types of applications and users’ demanteineétwork. For instance,
for the 3D graphical applications, the network WAN latenbpusld be less than 100 ms
(VMware View 5 with PColP Network Optimization Gujded.), while it is not acceptable
for the users using photo editor applications (Satyanaay&t al., 2009). Therefore, the
ultimate goal in this domain is to lower WAN latency and readBp response time.
Moreover, accessing these coarse-grained resourceseniterains passing through
very large number of intermediate hops and is usually aategtivith varies cellular com-
munications. Large number of intermediate hops originateseable delay in round-trip
communication between mobile and cloud resources. Alsagh cellular wireless con-
nection supports a wide area connectivity and ubiquitouspeding, but slow data trans-
fer and long delay increase response time of applicationapdse negative impact on
mobile user experience. Cellular radio consumes morergattanpared with Wireless
Fidelity (WiFi) radio (Perrucci, Fitzek, & Widmer, 2011).h€&refore, leveraging coarse-
grained resources causes communication latency that feaalsrease in round-trip time

and energy consumption of Cloud-based Mobile ApplicatioNlA).
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Figure 1.2: Graphical illustration of the fine-grained neses

Fine-grained cloud resourcesnfold cloud-based resources in close proximity pro-
viding cloud computing in mobile users’ locality with low gputing capabilities. lllus-
trative view of the fine-grained resources such as smargg)dablets, notebooks, and
personal computers is presented in Figure 1.2. The fin@gplaiesources are highly nu-
merous which indicates their high multiplicity. Althoudtneise type of computing devices
are placing close to the users, their resource-scarcitpitrgiastic scalability and avail-
ability of computing resources. This leads to the resoumtensive application perfor-
mance degradation due to their high computing latency. Elethey cannot individually
play the role of a high performance computing server likesedarained resources to per-
form resource-intensive (e.g., CPU-, graphic-, and memiotgnsive) tasks. However,
fine-grained resources can be accessed via short-hop ¢mmiestead of many-hop con-
nection that can noticeably conserve energy and enhangqeetfmance by decreasing
battery power consumption.

Medium-grained cloud resourcesare located in medium proximity to cloud-consumers,
feature medium computing power, and are more numerous these-grained resources.
Figure 1.3 shows graphical representation of the mediuaimgd resources in MCC. The
main advantage of medium-grained resources compare teeegaained resources is their

better proximity to the users, and the major advantage ohtteefine-grained resources
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Figure 1.3: Graphical illustration of the medium-grainedources

is their higher computing power. Medium-grained resourae be any computing de-
vice with medium computing power and proximity level to miehisers. For example, a
medium instance of Amazon Elastic Compute Cloud (EC2) caralded medium-grained
resource when is located in medium proximity level (citydBvto users. Performing
resource-intensive tasks in proximate cloud-based ressw@nhances application perfor-
mance, but fails to deliver on-demand scalability and seravailability. This is inten-
sified by growth in the number of cloud consumers that leadedsystem performance
degradation due to lack of scalable, rich computing ressuilige giant clouds. Thus, this
kind of heterogeneous cloud resources fails to provide ieeeeasing scalability require-
ments of CMAs.

Deficiencies and shortcomings of each class of heterogergranular resources in-
hibit efficient leveraging of vertical heterogeneous gfanaloud resources in mobile out-
sourcing. Vertical heterogeneity raises within one typgrahular resources, like coarse or
fine and creates a bottleneck of limited computing and comaeation capabilities which
results in increased response time and energy consumptioantrast, horizontal hetero-
geneity happens across varied types of granular resolit@esparse and fine. Horizontal
heterogeneity can increase performance gain of mobile atatipn outsourcing by al-

lowing computation-communication trade-off.



Therefore, considering the limitations of vertically hetgeneous resources, we can
present the identified research problem as follows.

Coarse-grained cloud resources feature high scalabiiitylew locality that origi-
nates communication latency, fine-grained resourcesloffescalability and high locality
that leads to computation latency, and medium-graineduress provide medium scala-
bility and locality breeding communication and computiatehcy. Such communication
and computation latencies negatively impact on energyiefity and response time of
compute-intensive mobile applications leading to mobjiplizgation performance degra-
dation.

Leveraging horizontally heterogeneous granular resguweeates opportunity to per-
form computing-communication trade-off and improve CMAeution performance. There-
fore, to advance mobile computation outsourcing in MCCaehsra crucial necessity to
a lightweight computation outsourcing framework built ohaizontally heterogeneous
granular resource layer that can fulfill insatiable compgitiesources for optimal CMAs
execution. Such horizontally heterogeneous hybrid resoaims to accumulate strengths
and benefits of each type of granular resources and develaojftidayered cloud platform

for mobile devices which still is lacking.

1.3 Statement of Objectives
This research is undertaken with the aim to achieve effi@entputation outsourc-
ing for compute-intensive mobile applications using honitally heterogeneous granular

cloud-based resource. The aim is achieved by fulfilling tileWing objectives:

 To study the recent cloud-based mobile computation outsay approaches and to
gain an insightful understanding of heterogeneity andgeaity in MCC that helps

us to identify the current problems in computation outsmgrcdomain of MCC.



« To analyse the identified problem caused by computationcangmunication la-
tencies and unveiling the impact of leveraging heterogesgoanular resources on
Round-Trip Time (RTT) and Energy Consumption (EC) of coneputensive mo-

bile applications.

» To propose a lightweight horizontally heterogeneous ityMCC framework for
compute-intensive mobile applications to achieve efficimputation outsourcing
by performing trade-off between computation and commuitndatency that leads

to efficient RTT and EC in CMAs.

» To evaluate and validate performance of our proposedvigigtht horizontally het-
erogeneous hybrid MCC framework considering two perforceanetrics of round-

trip time (RTT) and energy consumption (EC) of mobile apgicns.

1.4 Proposed Methodology

We use the following steps in order to achieve the aim andctilbges of this study.

» Comprehensive review and synthesis of the recent mobitgatation outsourcing
efforts in MCC are undertaken to identify the impact of exjihg heterogeneous
granular cloud-based resources on CMAs’ performanceriefgio scholarly digital
libraries, particularly IEEE, ScienceDirect, and Web ofeBce. We also examine
the impacts of heterogeneity in MCC from two different dirsems and identify
several research issues through literature. We identéyrtbst significant research

problems to address in this research.

* We investigate the identified problem and verify its sigrafice through experimen-
tal analysis in real MCC environment using android-baseargzhone and Amazon

EC2 cloud Virtual Machines. Using series of benchmarkingegxnents on local
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mobile device and real cloud computing testbeds, we ewalihat performance of
executing compute-intensive applications in MCC to vetiify severity of the iden-

tified research problem.

To alleviate the identified problem, we implement and desi¢jghtweight horizon-
tally heterogeneous hybrid MCC framework for efficient auting of compute-
intensive applications. The proposed framework is comgho$éhree layers of het-
erogeneous granular resources each with different stiifaloicality, and multiplic-
ity degree. To achieve efficient execution of CMAs, we designhorizontally het-
erogeneous hybrid cloud in convergence of fine-grained Webile Network Op-
erators (MNO) dealers), medium-grained (i.e., MNOSs), avatse-grained (i.e., dis-
tant giant clouds like Amazon EC2) resources to perform adimg-communication
trade-off for efficient outsourcing. Beside, we use Reseu®ciented Architecture
(ROA) design philosophy in design and development of thenéaork to mitigate
the system complexity and management overhead. ROA as &ma@lln design
philosophy independent from specific technology, vendod business policy is
deployed to incorporate different prefabricated servioesrds conveniently gener-
ating complex applications and services. Thus, lightwefiggiture of the framework
is achievable in the presence of ROA design philosophy anddrdally heteroge-

neous hybrid MCC resources.

We evaluate performance of our proposed framework via liraacking experi-
ments. A complex prototype application, including threauyeoperations, namely
power, prime, and factorial is used in this benchmarkingeeixpent. The perfor-
mance evaluation testbed is built using real android-basstphones and cloud-

based resources in wireless environment. Applicationaetup time and consumed
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energy are opted as two performance metrics in this expatiriée used 30 differ-
ent workloads with three intensity levels of low, mediumgdmgh to carry out our
performance evaluation in the real MCC environment. Thalte®f performance
evaluation are validated using statistical modelling. $tagistical model is devised
using regression analysis as a predominant observatisedbanalysis and mod-
elling method. The dataset is created using independeli¢agpn method on the
real time environment to be used for training the regressiodel. We validate the
devised models based on the split-sample validation approghe valid statistical

models are used to validate the results of our performareleaon results.

1.5 Thesis Layout

The remainder of this thesis are organized as follows anesepted in Figure 1.4.

» Chapter 2 aims to review the research undertaken in the dietdobile compu-
tational outsourcing. The chapter provides knowledge ofQvi&hvironment, re-
views mobile computation outsourcing approaches to ifleatid classify granular
resources and determine the deficiencies of current sokitid/e investigates het-
erogeneity and granularity features of the MCC to gain imsigto the benefits
and challenges. The taxonomy of heterogeneity besidedgsreity handling tech-
niques are presented in this chapter. Heterogeneous granobile computation
outsourcing approaches are presented and several regeabtéms are identified

as future research directions.

* In Chapter 3, we investigate and analyse the impacts ofrdggteeous granular
cloud-based resources in performance of Resource-intehdobile Application
(RMA). Using series of experiments on android-based matekice and Amazon

cloud virtual machines, we identify the impact of scaldipjliocality, and multi-
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plicity on performance of mobile applications. We verifetresearch problem and

demonstrate its significance.

In Chapter 4, we propose a lightweight horizontally hegermeous MCC frame-
work in convergence of coarse-, medium-, and fine-grainedd:based resources
for this research. The schematic presentation of the frareis demonstrated and
the functional and non-functional properties of the maistegn components are ex-
plained. Significance of the proposed framework is highéghand performance

evaluation setup is described.

Chapter 5 presents the performance evaluation methogdldg describe two eval-
uation methods, namely benchmarking and statistical niadehat have been used
to evaluate and validate the performance of the proposedeframrk. The bench-
marking model is explained and the methodology to devigesttal model is de-

scribed. The method to validate the statistical modelssis déscribed.

In Chapter 6, we present the results of our performanceuatiah and discuss the
findings from two main perspectives of application rourig-time and energy effi-
ciency. We compare and contrast the benchmarking resuttstiae results of sta-
tistical modelling (which is validated) to validate the fsemance of the proposed

framework.

Finally, Chapter 7 concludes the thesis by describing heaaim and objectives of
the research are fulfilled. The main contributions are surma®a and significance
of the research and the framework proposed in this reseaedhighlighted. We list

the publications including conference and journal artidleat are produced from
the research undertaken in this work. The limitation andriatvorks conclude the

chapter.
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Motivation To signify the importance of the undertaken research

Statement of problem To specify the problem to be addressed in this study
Introduction
Statement of objectives To identify the aim and objectives of this research
Proposed methodology To describe steps to take to achieve aim & objectives
Background To gain insight into the research domain
i
Heterogeneity in MCC To identify & classify heterogeneity dimensions
L
Heterogeneity roots To taxonomize the heterogeneity roots

To explain opportunities & challenges
arising from heterogeneity

Impacts of heterogeneity in MCC

Review of Mobile r -
omputation outsourci
' il;uheterogeneous ng To identify and classify granular cloud resources
mobile cloud computing

Mobilecomputation To review the computation outsourcing solutions

outsourcing
L To determine the deficiencies of current solutions
Heferpgencity To gain insight into heterogeneity handling solutions
handling techniques =
N '@
. Open issues To present open research issues
Thesis layout -
Benchmarking & evaluation To empirically investigate and establish the problem

To address the identified problem

A lightweight heterogeneous

hybrid MCC framework for To describe components of the proposed solution
compute-intensive mobile applications

L To describe performance evaluation design

Benchmarking To evaluate performance of proposed framework

. Framework Evaluation

Statistical modelling To validate the performance of proposed framework

” Evaluation Results To present, synthesize and interpret the results
P, T

Validation Results To present, synthesize, and interpret validation results

Aim and objectives To verify aim & objectives fulfillments

Contributions To state the research contributions

Conclusions

Publications To list publications as results of study performed in this thesis

Future works To discuss the future research

Figure 1.4: Schematic presentation of the thesis layout
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CHAPTER 2

A REVIEW ON MOBILE COMPUTATION OUTSOURCING IN MOBILE
CLOUD COMPUTING: HETEROGENEITY AND GRANULARITY

This chapter reviews the Mobile Cloud Computing (MCC) orerganobile computation
outsourcing efforts from heterogeneity and granularityspectives to devise taxonomies.
The MCC domain is reviewed from heterogeneity point of viewgain insight into the
problems that diversity and inhomogeneity of mobile desjodoud computing resources,
and communication networks impose on computation outgagirdaxonomy of hetero-
geneity dimensions in MCC is presented and roots of hetemityeare identified. The
problems that are stemmed from heterogeneity are higlklibhihd the efforts to alleviate
the problems are critically reviewed. Four varied MCC attures are taxonomized and
described from heterogeneity point of view. Several hgteneity handling techniques
and open research challenges in MCC, including computatimhcommunication laten-
cies of heterogeneous granular resources are identified.

Section 2.1 presents a brief description on mobile comgutltoud computing, and
mobile cloud computing. Section 2.2 presents MCC definiaod dimension and the
taxonomy of heterogeneity in MCC is presented in Section apacts of heterogeneity
in MCC are investigated in Section 2.4 and several heteiggehandling approaches are
reviewed in Section 2.6. Several open research challemgdsghlighted in Section 2.7.

The chapter is concluded in Section 2.8.

2.1 Background
In this section we present a brief introduction on mobile pating, cloud computing,

and MCC efforts.

15



2.1.1 Cloud Computing

Cloud computing is a new era of computing after grid compgutiich is directed to
deliver varied services over the internet. The cloud sesvincluding infrastructure, plat-
form and software are provided by several cloud provideashEservice has the ability to
provision scalability according to different demands,un complex and heavy function-
ality for users regardless of dealing with underlying tealbgies, to leverage vast verity
of physical infrastructure for using pool of rich resourdgshelp of virtualization tech-
nology, and pay as you use principle.

Cloud computing is the state of the art technology to delavescalable, reliable,
secure and sustainable varied infrastructure for hostargpus Web-based applications
services. Infrastructure as a Services (laaS), PlatforanSesvice (PaaS), and Software as
a Service (SaaS) are those services that are offered by ptoutiers (Buyya et al., 2009;
Mell & Grance, 2011; Armbrust et al., 2010). To benefit fronoeomies these services
stated as a computing utility (Armbrust et al., 2009) likaditional utility services e.g. gas,
water and electricity. Clouds mainly aim to increase the grog¥ data warehouses which
scattered as a pool of resources, and to provide a virtuakssrlike hardware, database
and user interface by leveraging virtualization techngl@@arham et al., 2003). There-
fore, applications can take the benefit of parallel and ibisted algorithms supported by
cloud servers and run in an isolated environment in top ¢f@i@lization layer independent
from beneath layers’ architecture.

Cloud users also may cross the channel of internet and udevaia, platform and
software services on requirement which is provided as acsiph®n-based in model of
pay as the customer use service. Hence, in the cloud congpetosystem users have the
ability to access and deploy the application and data angewvéh availability of syn-

chronization across several devices that use and pay the @egending on Quality of
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Service (QoS) metrics that required (Buyya, Chee Shin, &igapal, n.d.). Developers
for developing new idea that necessitates specific hardwisinenigh processor, memory,
storage, and software no longer need to spend time and ¢astlang a large infrastruc-
ture to deploy their services or user investment to opetd&rmbrust et al., 2009). For
example Amazon Elastic Compute Cloud (ECR&jnazon Elastic Compute Cloud (EC2)
n.d.) is one of the well-known cloud computing platformsttbfiers distributed laaS for
users to run their varied Operating Systems (OS), whereaazAmS3 Amazon Web Ser-
vices,Amazon Simple Storage Service (AmazonrS3) supports storage and provides
highly scalable, secure, fast and reliable. Eucalyptussefaware platform which em-
powers cloud users to have a private cloud infrastructure service. Eucalyptus as an
open source cloud computing platform, compatible with Aare@eb Service (AWS) can
create scalable cloud resources for computing (like EC8)waork and storage (like Sim-
ple Storage Service (S3)) for images and user data (MitofidiVolski, 2011;Eucalyptus
Systems, Inc.,Eucalyptus Cloud Computing Softyzo#&1).

Google App Engine (GAE)&oogle, Inc.,Google App Engine.d.) also as a famous
PaaS provides hosting platform and allows clients to deplay run their specific web
applications based on what GAE can support (currently Ryémal Java are two program-
ming language is supported by GAE). Facebook and DropBwgBox n.d.) are illus-
trious web-based cloud-based applications with “web 29the key technology behind
the realization of software as services.

In summary, cloud computing is a high performance computiatinology which
significantly reduces costs of ownership by eliminatingassdies for maintenance of
large-scale parallel and distributed servers includimgy fpower consumption and cooling
systems. While the cloud landscape has a vast opportunitppbcate different com-

puting devices and infrastructure, it brings a heteroges@mvironment featuring varied
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programming languages, hardware, architecture, andésspolicies. Most of cloud sys-
tems have their own proprietary policies with invisibil@finfrastructure for researchers.
Also cloud services delivered by cloud service provideesampletely and tightly inte-
grated with the underlying platforms. For instance, Godgpglication Engine and the
Apple Cloud (iCloud) support their own mobile platformsspectively Android and iOS.
This phenomenon manifests as fragmentation and portalsities due to heterogeneity

in MCC.

2.1.2 Mobile computing

Advance technologies in mobile device have conveyed a \agtty of hard-ware,
software with data transmission technologies that havédguioliferations of mobile de-
vices, especially smartphones whereas they surpass oétabnd desktop PCs (Albane-
sius, 2011 Smartphones Will Surpass PC Shipments In Two Ye@ars0). Improvements
in CPU, memory, power consumption, sensors, size and yudisicreen on one hand and
growth in mobile applications because of development inifedbSs and wireless tech-
nologies e.g. 3G and 4G that provide higher rates of dataitnassion on the other hand
are contributed toward delivering enhanced services talmabers on the go.

Despite such advancement and release of modern mobilemfestisuch as Android
and iPhone, still current smartphones have intrinsic Atiohs on processing power, bat-
tery lifetime, storage capacity and display size due to atine, lightness, and mobility.
Hence, complex functionality, heavy processing and sgoninge amount of data on mo-
bile devices are non-trivial. Mobile devices with high gtyabf digital camera to capture
a photo and record video are suffering from low memory antébatife time, and also de-
velopers do not have the opportunity to fulfill user requiests and engage them with rich

mobile applications. Therefore, computation outsour¢imgugh cloud-based resources
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Is emerging to realize the vision of mobile computing.

2.1.3 Mobile Cloud Computing (MCC)

Mobile Cloud Computing is a rich mobile computing techngldlyat leverages uni-
fied elastic resources of varied clouds and network teclgnedadoward unrestricted func-
tionality, storage, and mobility. It serves a multitude adliile devices anywhere, anytime
through the channel of Ethernet or Internet regardlesstefrbgeneous environments and
platforms based on the pay-as-you-use principle. MCC isna@@am of three heteroge-
neous foundations, namely cloud computing, mobile comgutnd networking.

The state-of-the-art mobile cloud computing (MCC) paradigas gained a momen-
tous ground to mitigate mobile devices’ shortcomings,(icemputing and energy) by
outsourcing resource-intensive mobile tasks to the cloud.

Vision: MCC is the state-of-the-art mobile computing technologt tims to aug-
ment a multitude of mobile devices, especially smartph@mekalleviate their resource
poverty. This futuristic accomplishment will be employadseveral areas like healthcare
(e.g. telemonitoring and telesurgery), education, IT Bess, rural and urban develop-
ment, and social networking. Technological advancememanufacturing high-end mo-
bile resources is slower than the ever-growing expectatddmobile users and application
requirements. Hence, soft resource augmentation is reagefes delivering user-centric
computing capabilities (Satyanarayanan, 2001) equaldpexpectations. We advocated
that cloud computing is the predominant technology regeatdgployed to augment smart-
phones by reducing application resource requirementser8lesfforts such as (Cuervo et
al., 2010; X. W. Zhang, Kunjithapatham, Jeong, & Gibbs, 2@.1G. Chun & Maniatis,
2009; March et al., 2011; Lu, Li, & Shen, 2011; Kemp, Palmeaelikann, & Bal, 2010)

deploy cloud computing technology to enhance the capglofismartphone.
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Moreover, cloud computing is beneficial in enhancing infation safety and secu-
rity. Storing data in smartphones’ local storage is a hamasbractice due to their suscep-
tibility to theft, loss, and physical damage. Cloud dataage is envisioned to enhance
data safety and security, provide pervasive accessitalitg facilitate data portability and
synchronization among several devices (e.g. smartpham@$&s). DropBok Sug-
arSyné, and Box are examples of cloud storage services. People exploittsugh data
warehouses to store and retrieve their data (bulk data)hadme accessible from various
devices. Users can even access their data through thedntgrutilizing public devices
and providing unique credentials.

The advent of MCC has advanced into the technological réeoiyroviding prof-
itable opportunities for several domains such as heakh@atearning, and the tourism
industry. It connotes the impression to reduce developmesttand stimulate execution
of resource-intensive mobile applications by leveragirsgasht rich resources to enhance
the quality of user experience.

Figure 2.1 illustrates a conceptual view of MCC and depitstsisability in several
domains such as healthcare, social networking, urban a@vent, and vehicular tech-
nology. It shows the possibility of utilizing geographilgadlistributed private clouds (e.g.
medical and biological research groups), public clouds @o00glé and Faceboo}, and
hybrid clouds (that can be generated by converging priviatepablic clouds) in global
roaming. Furthermore, Figure 2.1 illustrates heteroggneiMCC among varied mobile

devices, communication networks, and clouds. Althougbkrogeneity has been existing

Lhttps://www.dropbox.com/
2http://www.sugarsync.com/
Shttp://www.box.com/
“https://www.google.com

Shttp://www.facebook.com
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Figure 2.1: A conceptual view of mobile cloud computing.

in mobile and cloud computing domains, accumulated intgmsid complexity make it a
unique, challenging feature within MCC that necessitatksace study.

MCC is a heterogeneous environment consists of three lyseenus sub-domains
of mobile computing, cloud computing, and communicatiotwaoeks (to augment smart-
phones). This amalgam of heterogeneities deems couldedoeaefits and challenges. In
next section, we investigate MCC from heterogeneity petsgeto better gain an insight
into heterogeneity aspect of MCC and identify possible Beaed challenges that are

either stemmed or intensified by heterogeneity.

2.2 Heterogeneity in MCC
MCC consists of three heterogeneous various componegtaiobile devices, clouds,

and wireless networks) which these components should ssalnkcooperate and commu-
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nicate with each other to benefit mankind. In this sectionpvesent a brief overview on
MCC heterogeneity and classify it into two dimensions, nigmrertical and horizontal,

based on type of heterogeneity risen in mobile devicesgcland wireless networks.

2.2.1 Definition

Heterogeneity in MCC is the existence of differentiateddaare, architectures, in-
frastructure, and technologies of mobile devices, cloadd,wireless networks. The cut-
ting edge technologies are expected to initiate and fatglitollaboration among these
heterogeneous computing devices toward unrestrictedlencdiinputing.
Heterogeneity in Mobile Devices:Software, hardware, and technology variation among
mobile devices cause heterogeneity in this domain. Momedavereasing popularity of
smartphones creates a dynamic and demanding market tpatsksthem to different di-
mensions, e.g. brand, hardware, OS, feature, and comntiomicaedium. Consequently,
device-level collaboration becomes more challenging inMC
Heterogeneity in Clouds:Numerous cloud vendors provide different services withaus
built policies, infrastructures, platforms, and APIs thake the cloud landscape hetero-
geneous. Such variations cause interoperability and Ipbtya(Hogan, Liu, Sokol, &
Tong, 2011) as major challenges in cloud computing. Theaenigtion (D.Durkee, 2010)
that business competition also diversifies cloud providetis their heterogeneous frame-
works, exacerbating heterogeneity on the cloud side.
Heterogeneity in Wireless Networks: In MCC, the majority of communications take
place in the wireless network environment which is a hetenegus communication medium.
Variations in wireless networks and their related techg@eimpact the delivery of cloud

services and affect mobility, augmentation, and usabilitymartphones.
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Figure 2.2: Dimensions of Heterogeneity in MCC.

2.2.2 Dimensions

Heterogeneity in MCC is classified into two categories, ngmertical and horizon-
tal based on the variations in mobile, cloud, and networkrenments. The proposed
heterogeneity model in Figure 2.2 depicts how three unagglgomponents of MCC are
influenced by two types of heterogeneity. Figure 2.3 shoneetkxamples of vertical and
horizontal heterogeneity in MCC.
Vertical Heterogeneity: When differentiation is within a single type of mobile OSpatl

service, or wireless network it is named vertical hetereggn

e Mobile Devices:Among mobile devices, vertical heterogeneity appearsiwigh
similar family of products. Different flavors of the OSs offeome unique fea-
tures and services that are not compatible with other vessid’he vertical oval
shape in Figure 2.3(a) shows vertical heterogeneity widffierent flavors of An-
droid OS. Android 4.0.3 offers social, calendar, and visieate mail APIs which
are totally new compared to Android 3.Arfdroid API Levelsn.d.). Similarly, in
various BlackBerry mobile products, different featured dardware specifications
are deployed that prevent the application portability aghdevices from the same
manufacturer. Therefore, the application developed fer@8 and deployed in one

specific product cannot be portable to the same family of yetsdwith different
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Figure 2.3: Vertical and horizontal heterogeneity in thdemensions within MCC: (a)
mobile OSs and their versions, (b) cloud services and vendod (c) wireless networks
and related technologies.

versions of the same OS.

e Clouds: In the cloud, vertical heterogeneity occurs within a singiee of clouds
that provides similar services, e.g. laaS (Infrastrucas@ Service) or PaaS (Plat-
form as a Service). The vertical oval shape in Figure 2.3fbys vertical hetero-
geneity within various laaS service vendors. Though Amd&06a and Rackspace
are laasS clouds, they are built on different pillars: ingitinfrastructures, technolo-
gies, and business policies. Therefore, demand for swigchetween these two
cloud services incurs redundant cost, even though bothorsmqaovide laaS. It also
creates data and application portability issues and hénekesy code and data migra-
tion within a single type of clouds. Cloud users are forceadbere to specific cloud
service provider(s) (Sheth & Ranabahu, 2010). Howeverngstalization efforts like
the Open Virtualization Format (OVFY@pen Virtualization Format Specification
(OVF)", 2009) are emerging to alleviate problems and facilitatedéployment of

virtual appliances in various clouds.

e Wireless NetworksAmong different wireless technologies, horizontal hahioa
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well-known phenomenon caused due to vertical heterogeinattobile wireless en-
vironments including MCC. In MCC, horizontal handoff happen the situations
when a cloud-mobile user is moving across heterogeneo@ss@oints within a
single type of wireless network to access cloud servicegs. iltance, this hap-
pens when cloud-mobile user is moving between IEEE 802.adldEBEE 802.11g
Wireless Local Area Network (WLAN), or between Code Divisidultiple Access
(CDMA) 2000 and Wideband Code Division Multiple Access (WKZB) 3G tech-
nologies. In majority of offloading algorithms in MCC, thetwerk characteristics
highly influence on offloading decision (Sharifi et al., 201Hence, any change
in networking technologies directly impacts on efficiencyd &ffectiveness of the
offloading decision and overall process. The vertical olalpe in Figure 2.3(c)
shows vertical heterogeneity within various cellular tealogies. Data transmission
in cognitive wireless access networks (Demestichas, @tiéaki, Boscovic, Lee, &
Strassner, 2006) which is configured with a set of differeadiB Access Technolo-
gys (RATs) and Frequencys (Fs) is an illustrious examplectfical heterogeneity.
When an application or data is tended to change the envirotirties transceiver
may need to change RAT and F, just change RAT and maintainreyverse. Ulti-
mately, the user session is maintained continuously ansistemtly during mobility

by leveraging horizontal handoff process (Nasser, Has&w#gssanein, 2006).

Horizontal Heterogeneity: When differentiation is across different types of mobilesQS

cloud services, or wireless networks it is named horizdmestrogeneity.

e Mobile devices Among mobile devices, horizontal heterogeneity appearsdsn
different platforms: two or more OSs (e.g. Android and RIM)byands (e.g.

Samsung and Nokia). The horizontal oval shape in Figurea® sfows horizon-
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tal heterogeneity between different OSs. For instancegpipication developed for

BlackBerry Torcl§ (RIM V6.0) is not executable in Android V3.x products.

Horizontal heterogeneity is usually more challenging cared with the vertical
heterogeneity. Portability is exacerbated when developwieapplications such as
Cloud-Mobile Hybrid (CMH) applications is concerned. Tovdp CMH appli-

cations, developers should design the application for lbvedcas well as the mo-
bile side. This development process must be repeated farugaplatforms, which
is an exasperating effort for the developer (A.Manjunath&anabahu, A.Sheth,
& K.Thirunarayan, 2010). Developers should consider wagimobile platforms,
cloud vendors and supporting programming languages tadéaw to develop the

application which is an irksome impediment.

e Clouds: In the cloud, horizontal heterogeneity occurs betweeregtfit types of
clouds that provide heterogeneous services, like laaS aa8.F 'he horizontal oval
shape in Figure 2.3(b) shows horizontal heterogeneity éatwarious types of
cloud services. In a scenario that some PaaS vendors adfefifnited storage, if a
new application utilizes such storage that is incidentediypled with specific data
structure like Google App Engifigthe only Google Query Language (GQL)-based
PaaS cloud), such dependency locks the application in thedclHence, porting
rapidly growing data to an laaS cloud (for less hosting cagtich is non-GQL-
based laaS (e.g. Structured Query Language (SQL)-based)dtohardly possible

and imposes upfront investment.

This type of heterogeneity, similar to the mobile side, isrendifficult to address

as compared with vertical heterogeneity because of swigctifficulties between

Shttp://us.blackberry.com/smartphones/blackberrytbrc

https://developers.google.com/appengine/
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various service providers with different patterns, amttiires, APIs, and business

policies. Vertical hand of is the best

Wireless NetworksHorizontal heterogeneity in wireless networks occurs waen
mobile client is travelling across various networks likdar and WLAN. Chang-
ing network node and supporting mobility, termed “vertibahdoff”, highlighting
a dilemma in horizontal heterogeneous wireless network;inis a more challeng-
ing task with presence of different infrastructure. In thiation, signal handoff
processes are more difficult than vertical heterogeneity tduthe switching pro-
cess between different types of network (Nasser et al., 2006like the decision
making algorithm in vertical handoff that relies on sevgratameters (like energy
efficiency, Received Signal Strength (RSS), accessiblewiath, security, finan-
cial cost, and user preference), decision in horizontatlbtins made based on the
RSS only (Yan, Ahmet Sekercioglu, & Narayanan, 2010). Sucheiased com-
plexity obliges vertical handoff optimization toward sdagss connectivity in MCC
which will enhance on-demand services and increase thé&yjaflser experience.
The horizontal oval shape in Figure 2.3(c) shows horizameéérogeneity between

various types of networks.

Review of challenges in MCC highlights that heterogenedéy remarkable impacts

on mobile computation offloading, seamless connectivipgl WAN latency, mobility

management, and vendor/data lock-in which encumber reseatensive computing on

the go and necessitate in-depth analysis. Also, manading@ystems and Service-Level

Agreements (SLAs) in MCC become more complex consideritgrbgeneity among var-

ied entities which demand upfront consideration on sey®mameters. Hence, mitigating

the impact of heterogeneity can significantly enhance tyuaiMCC and extend usability
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Figure 2.4: Taxonomy of heterogeneity roots in MCC.

of mobile devices to more resource-intensive computingar®ue to its vital influence,

we comprehensively analyze roots of heterogeneity in theviing section.

2.3 Taxonomy of Heterogeneity Roots in MCC
In this section, we comprehensively study heterogeneit@C by analysing roots
and dimensions of heterogeneity. We identify heteroggmeitts as hardware, platform,

feature, API, and network and devise a taxonomy depictedjuré 2.4.

2.3.1 Hardware Heterogeneity

Variety of hardware with different inward architectureween mobile devices, cloud
servers, and network infrastructures (e.g. access poads) transceivers, and routers)
trigger hardware heterogeneity in MCC.

In the cloud environment, cloud providers maintain différinfrastructures and ar-
chitectural design to enhance quality of their service.v&aruse X86 CISC (Complex
Instruction Set Computer) architecture with two variatioh 32-bit and 64-bit. Moreover,
cloud infrastructures gradually grow more heterogeneoeda upgrade and replacement.
The emerging growth of cloud computing will increase the benof geographically dis-

tributed cloud nodes that intensifies hardware heterogeasiong cloud providers.
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The inward architecture and resource specifications of lmdevices such as proces-
sor speed, internal memory, radio specification, and bhat@pacity vary widely among
different brands and models. The majority of smartphonedailt based on 32-bit ARM
RISC (Reduced Instruction Set Computer) processor aathie but there is a large vari-
ation in terms of speed, number of cores, and amount of psocesache which suits them
in specific domains. For instance, among recent Cortex¢s@nocessors, Cortex-A is
ideal for computing intensive multi user applications wehortex-R is more suitable for
real-time data processing scenariéshe ARM Cortex-A9 Processors2009). In the
near future, the 64-bit ARM processors are expected to aseréhe heterogeneity among
smartphones’‘ARM Discloses Technical Details Of The Next Version Of TR&FArchi-
tecture', 2011).

Hardware and architectural heterogeneity among mobilé&cds\and cloud servers
hamper direct deployment of cloud resources and servicemlile devices and leads to

several problems as below.

e Imbalanced quality and performanc&ariation in computing resources and their
implementations diversify performance and quality of daervices. Therefore,
business contribution among cloud providers will be neg#ti affected by such
guality divergence. It also makes decision making hardeugers when choos-
ing the appropriate vendor from available options. To fat# the user’s decision
making, a comprehensive study and comparison among replded vendors is
presented inRind the Best: Compare Cloud Computing Providersl.). Users can

compare and contrast the service quality of each vendor fiamous aspects.

e Data management and integrityfhe increasing number of very large scale ge-

ographically distributed data warehouses and the noniagityi of data structures
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complicate data management. Integrating huge distribdig¢a and providing vir-
tually unified storage for mobile users is becoming more daafed with the ever

increasing heterogeneity in MCC (Sakr, Liu, Batista, & Alamm 2011).

¢ Interoperation: Data interoperation is the ability of connecting heteragmrs sys-
tems (based on wired or wireless), understanding geogralphformation resources,
and exchanging data between/across two or more heteragesgstems (Blair,
Paolucci, Grace, & Georgantas, 2011). However, in MCC stftecture diversity
among various clouds on one hand and dissimilarities betwérid and mobile
infrastructures with existence of wired against wirelessmork hardware systems
on the other hand, have created data integration and irgeatipn problems in the
absence of interface’s standards and uniform platforms.ekample, when Alice
moves from current city to another while utilizing a nearligucl "A’ via her An-
droid mobile device, remote data (in part or whole) might kgrated to a nearer
cloud 'B’ for the sake of performance. In this situation hietcloud 'B’ fails to con-
nect to the cloud A, if cloud 'B’ cannot understand cloud @atabase information
after establishing a connection, or fail to exchange dath wlbud 'A, the Alice

computing experience will be degraded because of dataopeeation problem.

e Portability: Codes are not easily movable and executable to/on hetexogsimosts
and the privilege of “write once run anywhere” is divestazhfrdevelopers. For in-
stance, the application written for quad-core processurtiexecutable on dual-core
processor due to architectural and hardware dissimaaritSimilarly, the applica-
tions developed for the ARM architecture cannot be execoited86 without code

modification and re-configuration.

e Accurate energy estimatio®@ne of the most important aims of MCC is to conserve
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mobile battery power. Thus, resource-intensive tasksfleaded from mobile de-
vice to the cloud to deliver long-lasting online mobile sees. However, before
offloading, a decision making system needs to determineheheiffloading com-
putation can save energy or not (Kumar & Lu, 2010). If the resmexecution can
save energy, then the offloading is performed, otherwisapipéication is either ter-
minated or executed locally. However, estimating energjgiency of offloading is
a non-trivial task due to heterogeneity of wireless tecbgi@s and infrastructures.
Metrics such as power and bit-rate of wireless modems,aoity time of interface,
activation and deactivation delay of interface, and trgs¢tern complicate accu-
rate energy estimation. Also, varied hardware technofogied implementations
are different in terms of power consumption (Perrucci et28l11). Therefore, pre-
cise estimation of required energy for application exexuis difficult in different

platforms.

e Cloud-mobile application developmemeveloping cross-platform components (i.e.,
cloud, mobile, and hybrid) for cloud-mobile applicatioreisomplicated task. Mo-
bile components should be able to move among various snoargshwhile cloud
components must be portable to all cloud infrastructurdse Aybrid components

should easily travel among various smartphone and cloutbptas.

To address these problems, Stone et al. (Stone, Gohara, 38H) propose OpenCL
as a parallel programming standard for heterogeneous domypaevices. OpenCL en-
ables developers to create desktop applications exeeutablarious types of computing
elements like multicore CPU, Graphical Processing UnitWzRnd other accelerators.
The same approach can be maintained in the cloud which shhiaidware heterogene-

ity. Applications developed for certain architecturesngSDpenCL can be ported to other

31



architectures with guaranteed correct functionalitiesing multiple programming strate-
gies, the application can query hardware specificationsapdbilities of the hosting ma-
chine and choose an appropriate kernel to increase coesscand compatibility. How-
ever, developing and managing several kernels incur egaand encumbrance beside
occupying lots of space.

To dilute the impact of hardware variety in the cloud and $ptaones, Madhavapeddy
et al. (Madhavapeddy, Mortier, Crowcroft, & Hand, 2010)pwee a cloud OS called Mi-
rage, based on virtualization technology. Mirage runs gnaba hypervisor to produce
cross-platform applications that are portable to a plethadrmobile devices and cloud
servers. In the Mirage, applications are developed on ndd8dike Linux and then com-
piled into a kernel that is able to run directly on mobile @& and virtual clouds. Figure
2.5 depicts the layered architecture of Mirage that linlesrtticrokernel to an application
on top of the hypervisor. Mirage microkernel leverages Xgpenvisor to lessen the im-
pact of architecture heterogeneity of mobile and PCs on lm@pmplications. However,
creating, maintaining, and destroying VM over a smartplemmesume local resources and

shorten battery life.

Application Code

Mirage Kernel

Hypervisor

Hardware

Figure 2.5: Mirage approach with statistically-linkedhkelrand application.

Huerta-Canepa and Lee (Huerta-Canepa & Lee, 2010) creati®ial ¢loud comput-

ing platform in the absence of a real cloud to augment mokeiecgs using an ad-hoc
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network of mobile phones. In this approach impact of harévmterogeneity is mitigated
by leveraging smartphones as remote servers instead af desktop machines or cloud
servers. Similarly, Marinelli (Marinelli, 2009) proposeMCC platform composed of
Android smartphones called Hyrax to lessen the architationpact of non-ARM (X86)
devices. However, using smartphones as cloud providensdeired by two main chal-
lenges. Firstly, giant cloud processing resources areasgdd for limited resources of
smartphones. Secondly, the lack of appropriate securtybdling mechanisms for indi-
vidual smartphone owners, discourage the sharing of scasoeirces. However, mutual
benefits of individual smartphone clients will likely encage resource sharing in this
context.

Furthermore, several application transition solutioke Marmalade and PhoneGap
aim to mitigate the impact of heterogeneity on applicationtgbility by automatically
generating compatible codes for various platforms. Thahgke approaches reduce the
impact of heterogeneity on the application developmentgss, is not congruous with the
definition of portability offered by the InterNational Contiee for Information Technol-
ogy Standards (INCITS) (INCITS, n.d.) as portability is ttagpability of transferring one
application from one device to a wide range of devices wittelor no modification and

conversion.

2.3.2 Platform Heterogeneity

Platform heterogeneity is the availability of various Ofsgramming languages,
and data structures in MCC. Currently, a plethora of hetmegus mobile OSs such as
Google’s Android and Apple’s iOS, each with multiple versso developed to provide
rich, compelling services to end-users. Each platform sttpmlifferent combinations of

programming language and data structures. For instanadrofhoffers Java language,
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native code with JNI, and C/C++, while iOS supports Objexti/(Tarkoma & Lagerspetz,
2011).

In the context of cloud computing, the most widespread cjmogtiders such as Ama-
zon Web Service (AWS) Google App Enging and Microsoft Azuré® offer different
OSs, programming languages, and data structures. Windawse/Asupports a multiple
choice of languages like .NET, PHP, Ruby, Phyton, and Jaladows Azure Developer
Center 2012), whereas Google App Engine supports Java and itsipi®gdlus Ruby and
Python. AWS supports most developing languages and offeks fSr Android and iOS
smartphonesAmazon Web Services: Mobile Developer Cented.). Azure is built on
the SQL, while the App Engine datastore includes GQL, and Zong Dynamo system
(DeCandia et al., 2007) has a different structural desighpantitioning scheme. Cloud
providers enforce restrictions in databases to provideerfiexible services.

Such non-uniformity makes an irksome impediment for clouabile application de-
velopers and users. Portability and data integrity proklane also exacerbated in MCC.
Therefore, mobile users, especially corporate mobilesuagh bulk sensitive data face
problems in transferring a huge amount of data betweendggaeous clouds because it
is a costly, time consuming, and risky process (A.RanabaAuSheth, 2010). Millions of
records stored in a cloud database cannot be utilized ithanoloud without compromis-
ing privacy and integrity when there is a difference betwilensystems and encryption
techniques. Figure 2.6 depicts heterogeneous platforchprrgramming technologies in
the cloud and mobile domains, and challenges for applicgttogrammer in selection of
a suitable development environment or a programming laggua

For MCC applications, we need a unified application envirentisimilar to Aneka

8http://aws.amazon.com
Shttps://appengine.google.com/

Ohttp://www.windowsazure.com
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Figure 2.6: Platform heterogeneity in MCC and challengesyfplication developers.

(Vecchiola, Chu, & Buyya, 2009a), which allows one to depettoud applications and
deploy them on multiple cloud infrastructures such as AWSyr&, and GoGritl in a

seamless manner. Although Aneka was developed to ser@stat clients, minor exten-
sions and modifications (depending on the needs of cliedicagppns) can be performed

to leverage Aneka in mobile environments.

2.3.3 Feature Heterogeneity

Feature heterogeneity in MCC is a result of feature vamatia the mobile and cloud
domains. Feature heterogeneity in smartphones is dueiativarin native features like
multimedia, sensing, and interaction tools, visualiza@oea, and networking technolo-
gies. For instance, HTC Sensatlémpossesses an 8MP camera while BlackBerry Curve

85203 provides 2MP camera. Hence, the development process afairpance of ap-

Uhttp://www.gogrid.com/
Lhttp://www.htc.com/us/products/sensation4g-tmobile/

Bnttp://us.blackberry.com/smartphones/blackberrye8bo0/
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plications on various devices are different. For example,ldar code reader application
whose functionality depends on the quality of captured ienagy not offer similar func-
tionality in HTC Sensation and BlackBerry Curve 8520.

Differentiation in sensing apparatuses and interactiatufes intensify application
portability and usability. Recently, sensing tools suctliliag sensors have received no-
ticeable attention from academia and the industry to erdhdre quality of interaction in
smartphones. In various proposals (Valberg & Christen2e@9; Jones, Alexander, An-
dreou, Irani, & Subramanian, 2010) authors exploit sentdfs such as accelerometer
to augment the interaction capabilities of smartphonestdsvdelivering rich user expe-
rience. However, feature variation and lack of feature aggry facility in smartphones
obscure usability of feature-dependent applications oilowa devices.

Moreover, variation in the data visualization area remaickallenge for developers
to design and deliver a common user interface for all smariph. Omitting redundant
and less important data according to the preference andxtasftindividual users is an ap-
proach in some proposals like event-based semantic imageadmn scheme (Yin, Luo,
& Chen, 2011). Authors identify important objects in an iraaand collect user prefer-
ence using a simple feedback mechanism. An adaptationithigointegrates important
objects with user preferences to produce a suitable vefsidarget mobile devices. This
approach not only reduces the volume of presentation datanttying non-important ob-
jects, but also offers a superb feeling of customization tdite users.

Similarly, Chen et al. (Chen, Xie, Ma, & Zhang, 2005) propaggage split method
to adapt web content for mobile devices. This approach isamented inside the mobile
browser to adapt the web page content according to the ssizeiand semantics of the
content. However, components like page analysis, conietction, page splitting, and

index page generation consume a high volume of local ressur®rogramming level
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solutions such as screen support APIs in Android 3.2 previdere control to developers
to adapt screen content for different Android devices whied screen sizef\droid
3.2, n.d.).

Feature heterogeneity in the cloud domain arises from tvamnisiin the services (e.g.
infrastructure, platform, software and security as a se)voffered by different vendors.
For example, Google App Engine (PaaS vendor) and Microsaftddws Azure (PaaS)
provide dissimilar security features; though they offeidgaackup storage service, crit-
ical data privacy is only offered by Azurd-iad the Best: Compare Cloud Computing
Providers n.d.). Therefore, users, especially corporate users, ddficulties in moving

from one vendor to another.

2.3.4 API Heterogeneity

Application Programming Interface (API) is an interfaceglied by OS vendors
or service providers that allows an application written inigh-level language to access
specific data or functions from the API distributor. Prognaens, including mobile appli-
cation developers, are usually in a hurry, while mobile sisge increasingly demanding
a rich computing experience. Therefore, APIs play an ingydrtole in delivering a rich
experience to mobile users. Mobile platforms such as AngdBliackBerry, and iOS offer
a gigantic number of APIs to assist programmers with dewetppch mobile applica-
tions without direct access to the kernel. However, appbogportability has become an
irksome practice for developers due to inward dissimiksiof APIs. Tarkoma and Lager-
spetz (Tarkoma & Lagerspetz, 2011) study the role of APIs abite devices and argue
that “The marketplace has a clear need for a common API thiésimetwork connectiv-
ity, energy awareness, and the user experience”.

Similarly, on the cloud side, the majority of cloud providelevelop and deploy their
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own proprietary APIs to describe syntax of specific operatito be utilized by their
clients. A drastic growth in the number of cloud providers ltaeated a huge silo of
different APIs that intensifies the difficulty of developiagplications due to interpreting
semantics of data and operations. This outlook, resultsRhvariation intensifying in-

teroperability and portability issues. To mitigate the anpof API heterogeneity on the
cloud, several regulatory and research unions endeavquotdede common cloud APIs
through, including the European Telecommunications Stedglinstitute Technical Com-

munity (ETSI TC Cloud}*, DMTF®, and Cloud Audit®.

2.3.5 Network Heterogeneity

The composition of various wireless technologies such &asi,V8iG, and WiIMAX
makes MCC more complicated compared to cloud computingik&mlesktop comput-
ers, smartphones utilize wireless communication whichoimaratively more intermit-
tent and unreliable while offers lower bandwidth. Clientlility among varied network
environments intensifies communication deficiencies ammistomplex issues like signal
handover. Inappropriate decision making during the haedprocess like (i) less appro-
priate selection of network technology among availablel@ates and (i) transferring the
communication link at the wrong time, increases WAN lateany jitter which directly
degrade the quality of service, especially for delay saesmsitata and functions (Yan et al.,
2010).

To tackle these challenges, the concept of seamless carntyeamong heteroge-
neous wireless technologies plays a vital role that netzssireliable intra-system and

inter-system handoff schemes (Nasser et al., 2006). system handover is a less chal-

Yhttp:/iwww.etsi.org/WebSite/Technologies/GRID_CLOldBpx
hitp:/iwvww.dmtf.org
nttp://cloudaudit.org/CloudAudit/Home.htm
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lenging task due to inward homogeneity of engaging tectgiesy while addressing inter-
system handover is more complicated due to signal transmidgficulties between het-
erogeneous environments. To realize seamless conngetivitss heterogeneous wireless
networks, the burgeoning concept of next generation vasetetworks (Akyildiz, Jiang,
& Mohanty, 2004) with the notion of all Internet Protocol J#Based infrastructures is
emerging. In the absence of seamless connectivity, thatgadluser experience is de-
creased because of decrements in communication qualifparements in code execution
and application response time.

In addition, convergence of wireless and wired networkate®data bottleneck prob-
lem. The problem happens when large data streams from a meteark flood the limited
bandwidth of wireless networks. This congestion not onty@ases packet drop ratio and
prolongs data transfer between cloud and mobile, but ad&s Gontrol and maintenance
operations which demands enhancement in current netwohitecture and design for
mobile operators.

However, network operators are employing powerful helpiodes like wall-connected
WiFi hotspots to relay data packets and reduce the inteltaddrom congested cells. The
helping nodes’ bandwidth is not infinite because very largedwidth cannot effectively
enhance data trafficking and is limited to a certain uppenddui & Fang, 2012). Hence,

a large number of such helping nodes are needed to allewateirecreasing wireless
traffic. Although, MCC imposes overhead on operators’ nekwstrategies like Cisco’s
innovative Next-Generation Hotspot (NGH) e Future of Hotspots: Making Wi-Fi as
Secure and Easy to Use as Cellula2012) can reduce data traffic and hike the MNOSs’
revenue by increasing market share through subscribettiate NGH is an advance ap-
proach to provide mobile network optimization by offeringRMas a side mechanism for

secure mobile access of data traffic, while aims to enriclugiee experience.
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2.4 Impacts of Heterogeneity in MCC
This section discuss several opportunities and challergesd due to variations in

smartphones, clouds, and networking technologies

2.4.1 Opportunities

The opportunities arising from heterogeneity in MCC arel@ixgd as follows:

2.4.1(a) Performance Gain

User perceived performance from online mobile applicatisrhighly influenced by
computing performance of server and wireless networks irCMBuang et al., 2010).
While it is financially impossible to avoid infrastructureterogeneity within a single
cloud (due to maintenance, update, and technological @adwaents), cloud service providers
use such heterogeneity as an opportunity to enhance penfimarand cost of their ser-
vices. Rosenberg and Chiang (Rosenberg & Chiang, 2010y studclusters of comput-
ers with identical mean speed. In one cluster, all CPU spaedsimilar while in the other
one, heterogeneous CPUs are utilized. The authors anadgzaten performance of both
clusters and mathematically demonstrate that the clustarheterogeneous CPU speed
outperforms another cluster with homogeneous CPUs.

Moreover, because varied applications have differenti@ctural preferences, com-
bination of heterogeneous processors with dissimilaritectural features (e.qg., pipeline
depth, in-order versus out-of-order execution, and sepé&swidth) can efficiently meet
application preferences toward better performance (M.véuae 2013) (further explana-

tion is out of the scope of this thesis). For instance, Amdegerages dissimilar process

ing entities such as Intel Xeon E5507 and AMD Opteron 2218biteffeating an instance
of VM to fulfil various computing requirements of differentoiile applications with least

possible cost. Exploiting heterogeneous computing ressun creating Virtual Machine
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(VM) instances enhances execution performance of onlipéagions in MCC (Rosen-
berg & Chiang, 2010; M. Guevara, 2013; Ou, Zhuang, Nurminédé;Jaaski, & Huli,
2012).

Additionally, researchers and industrialists can leveragnefits of heterogeneous
communication and networking technologies such as 2G antb@@rds efficient com-
munication. In enterprise organization, running commatian-intensive cloud-mobile
applications on 3G-ready devices and rest of the applicatim 2G devices can reduce
capital and operational costs of buying 3G-enabled molalécg and long-lasting batter-
ies (Motorola, 2008). In academia, researchers (Rahinmka@asubramanian, Mehrotra,
& Vasilakos, 2012) study execution time and cost of code affiog in MCC. They ex-
ploit heterogeneous communication technologies to ace@sste computation resources
located near/far to/from the mobile users and could rentdylk@nhance application per-
formance and responsiveness by leveraging both 3G and Wi authors propose a
2-tiered cloud infrastructure consist of distant cloudd agarby cloudlets aiming to alle-
viate effectiveness and efficiency of computation offlogginocess. They leverage WiFi
technology to save energy while communicating with neatbydiets and use 3G to ac-
cess distant giant clouds. The authors report 32% loweydeald 40% cost-reduction in
offloading computation-intensive tasks to two-tiered dieth heterogeneous infrastruc-
ture compare to single-tiered cloud.

Thus, heterogeneous co-existence of various communictahnologies can origi-
nate a performance-energy trade off which can benefit mobéats, cloud vendors, and
network operators. Future mobile communication technebwill likely enable mobile
nodes to negotiate with network infrastructures for optieai communication technology.
Therefore, heterogeneous selection of infrastructureaabile-cloud environment pro-

vides a higher performance and service range to MCC comgunit
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2.4.1 (b) Enhanced Application Response Time
Reducing cloud-mobile application response time is onénefrhost important re-

quirements of MCC which is likely achievable by enhancedqgrarance of leveraging het-
erogeneous resources while outsourcing computation.rétgtaeous computation hard-
ware in the cloud datacenters, remarkably decreases catiggutielay in server side re-
sulting less cloud-mobile execution latency and betteral/eesponse time. Researchers
in (M. Guevara, 2013) explore that leveraging combinatitthee heterogeneous proces-
sor architectures can reduce response time violation byléading to crisp application
response which is critical in MCC. Therefore, leveragingeh@yeneous computing re-

sources can increase application responsiveness in MCC.

2.4.1 (c) Cost Efficiency

One of the most critical metrics in successful MCC adopt®the cost of utilizing
cloud services by mobile users which includes the amountatif’@ resources, energy,
and time used as well as monetary cost of inter-system conmation and computa-
tion. Efficient match of communication requirements andlatée wireless technologies,
and migrating resource-intensive tasks to high-perfoaedreterogeneous clouds, reduce
overall application execution cost.

Researchers in (Ou et al., 2012) observe heterogeneitynvatimputing entities in
Amazon EC2 for two period in 2011-2012 and explore that AmaEZg?2 leverages var-
ilous processors in creating a single VM to reduce costs ahié\ae efficiency. For ex-
ample, in large VM instances, heterogeneous CPU modelselgamel Xeon E5507,
E5430, E5645, and AMD Opteron 2218HE and 270 are being usegernental anal-
ysis of CPU, memory, and disk performance of various VM ins&s resulted different

performance outcomes in varied computation loads. Theoasitonclude that efficient
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selection of service instance from pool of heterogeneostauntes, can deliver up to 30%
cost saving to Amazon end-users. Therefore, by assumihgomputing capabilities in
cloud and seamless high bandwidth connectivity betweenleabd cloud, mobile appli-
cation responsiveness, local resource consumption, drmtibn cost could be enhanced

towards more efficiency.

2.4.2 Challenges
Several important challenges resulting from, or intengibig, heterogeneity, are ex-

plained below.

* Interoperability: APl Heterogeneity of mobile and cloud systems beside inward
variation in cloud system structure originate interopéitgtas a major challenge in
MCC (Hogan et al., 2011). The challenge intensifies vendck-la problem and
obscures data migration and code transition across a odetdf existing processing
units. In MCC, providing collaboration among various metahd cloud processing
unites with different interfaces is a non-trivial mattergidre 2.7 depicts mobile-
cloud interoperability across a silo of computing deviced dlustrates the inter-
cloud collaboration between different cloud providers sseatial requirements in

MCC.

 Portability: A lack of standards, technologies, and solutions to hanellerbgene-
ity in MCC implicitly creates the portability problem. Ineicloud, providers offer
various computing services with different structures amsgmmming languages.
Similarly, smartphone vendors develop various approaahdgechnologies to en-
hance the quality of their products. Therefore, porting ppliaation to various

computing devices in a the heterogeneous MCC domain hasreecwre difficult.
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Mobile Cloud Computing Environment
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Figure 2.7: Interoperability in MCC: Collaboration of imeloud and mobile-cloud sys-
tems with varied interfaces provides interoperability.

Ideally, data and application should be able to cross a tad#iof clouds and smart-
phones with no or little configuration and conversion (INSJh.d.). However, it is
almost impractical to port native codes to the cloud andsfienresource-intensive
codes from clouds to the weak smartphones. Therefore, wigdortability in MCC
to the ability of (i) migrating cloud components from oneuwdicto other clouds, (ii)
migrating mobile components from one smartphone to othertphones, and (iii)
migrating data across heterogeneous clouds and smarghéigure 2.8 depicts

portability in MCC.

» Developing costDeveloping one application for several platforms is a gogtb-
cess that demands knowledge of several programming laeguagl enforces re-
dundant design and programming tasks. In the presence eigeieity, the mar-
ket share for a single version of an application is dimingstea fraction of total

customers that decrease revenue and demotivates indipichggammers.

* Time lag: In many scenarios, although the financial cost of developingulti-

platform application is affordable and welcomed due touisibess opportunity, pro-
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Mobile Cloud Computing Environment
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Figure 2.8: Portability in MCC: Data should be portable tocedud and mobile devices.
Cloud codes should move between clouds while mobile codesldimove between a
multitude of mobile devices regardless of the inward hefeneity of hosting machines.

longed application development process procrastinatesceeoffering to a wider

community and leads to financial loss.

« Application maintenanceiVhen there are multiple versions of a single application,
each for a different platform, if one application is enhahoe changed, the mod-
ifications should be reflected to all versions. Usually a leimtpvelopment model
cannot be employed and extended to different platforms.celedgifferent modifi-
cation approaches should be undertaken for each platforichvidia hectic job for

developers.

« Communication:The heterogeneity of wireless technologies in MCC has eckat
communication problems such as signal handover. Bandwialtiation between
wireless and wired technologies are the source of dataneitks when huge amounts
of data stream from wired (cloud servers) into a wirelessioradmobile devices).
Therefore, continuous, consistent connectivity and stajaccessible networking
services are necessary to enhance the quality of mobilycammunication be-

tween a wide range of mobile devices and clouds.
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» Security and privacyAlthough MCC can enhance the quality of mobile computing
and increase the usability of smartphones, a drastic risedurity glitches and cyber
crimes (Cachin & Schunter, 2011) is diminishing trust amolagid users in MCC.
Storing confidential information (e.g. banking informatjonedical records, and
social security numbers) in cloud infrastructures and iteragcess to them via the
Internet and wireless mediums threatens mobile users iprisence of numerous
hackers. Therefore, to increase trust among cloud-mobkiesuand a secure col-
laboration process between different cloud service pergidnd consumers, strong
authentication, authorization, and communication pitotacare required. For ex-
ample, data migration from one cloud to another (serialtygperation across mul-
tiple clouds (simultaneously) should be secured by clouwdigers. During com-
munication processes, personal information and persoightifiable information
require protection by cloud providers, mobile network @pers, and trusted third
parties. Identity provisioning and access managementgfralifferent environ-
ments are a sample of the security keys which manifest thesséyg of secure inter-

communication in MCC.

2.5 Mobile Computation Outsourcing Architectures

We review Mobile Computation Outsourcing (MCO) approacaed identify four
architectures, considering existing heterogeneity imglaity of scalability, locality, and
multiplicity. Granularity in resources has three main aspef scalability, proximity (lo-
cation), and multiplicity. Scalability is a major aspectloud-based resources. The higher
scalability and elasticity of the resources, the largenglar resources. Those resources
are called coarse-grained resources. Locality aspeatsrédethe distance from cloud-

based resources to mobile users. Lastly, multiplicity eons the number of resources;
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the larger is the number of resources, the finer would be theitiplicity granularity. We
classify the existing heterogeneities in granularity imto classes of vertical and horizon-

tal illustrated in Figure 2.10 and described as follows.

2.5.1 \ertically Heterogeneous Mobile Computation Outsorcing

Vertically Heterogeneous Mobile Computation OutsourdgigiMCO) referred to
those computation outsourcing approaches that have ustchilg heterogeneous cloud-
based resources. As described in section 2.2.2, in veéyticaterogeneous cloud-based
resources, differentiation is among one silo of cloud-dassources. For instance, in a
VHMCO solution, only heterogeneous VM instances of amaz6@ Eloud are utilized.

Researchers in recent works have leveraged three main aypestically heteroge-
neous cloud-based resources, including CGRs, MGRs, and B@Rcan perform hetero-
geneous computations. Therefore, we classify existingsvor three classes of coarse,

medium, and fine granular approaches that are describediw.be

2.5.1(a) Coarse Granular

VHMCO approaches that leverages CGRs as computing resotarcedertake com-
putation outsourcing for CMA execution are classified irstbategory. Coarse-grained
resources depicted in Figure 2.9(a) are those computingiress that are located in dis-
tant from majority of mobile users, feature high scalap#ihd elasticity. CGRs are signifi-
cantly low in number and are located in very few geographigibns, but their computing
powers are infinite. Thus, their multiplicity is low. Amaz&tC2 and Google App Engine
are two example of coarse-grained resource providers.rt&ffoch as (B.Chun, S.lhm,
P.Maniatis, & M.Naik, 2010; Cuervo et al., 2010) are usingrse-granular resources.

The advantages of using coarse-grained resources in MC@giravailability, scal-

ability, elasticity, reliability, and security that makeeim suitable resources for extremely
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Figure 2.9: Conceptual view of mobile cloud computing amttures.

intensive computational task. However, leveraging theseurces from mobile devices is

encumbered by long WAN latency (Abolfazli, Sanaei, Alizagéani, & Xia, 2014). Due

to low multiplicity, CGRs are often far from users and acaggshem via WAN through

Internet is time, energy, and money intensive. This is thet bechitecture for substan-

tially compute-intensive tasks which are not time-sewmsisio that communication latency

does not impact much on user experience. However, thistaothre is not suitable for

data-intensive and communication-intensive application
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Figure 2.10: Taxonomy of mobile computation outsourcirghaectures

2.5.1(b) Fine Granular

Fine granular architecture is another emerging type of M@Ditecture in which
fine-grained cloud-based resources are leveraged as rezsoteces. FGRs shown in Fig-
ure 2.9(c) are located in user proximity and feature lowadmdity and elasticity. Smart-
phones, tablets, laptops, and car-mounter computers, eskiap computers are good
examples of FGRs.

Multiplicity of FGRs is significantly higher than CGRs anckispected to grow in the
presence of insatiably popularity of mobile devices. Theylacated almost everywhere,
but their computing powers is very limited. MOMCC (Abolfg&anaei, Shiraz, & Gani,
2012) and Hyrax (Marinelli, 2009) are exemplary efforts tiige FGRSs for outsourcing in
MCC.

The advantages of using FGRs are their great multiplicitystrort network latency.
However, their high proximity to mobile users make thematliz resources for extremely
time-sensitive interactive small applications. Huge nenmdf mobile devices and rapidly
increasing shipment of mobile devices compared to desktogpaters, make it feasible

to build a cloud of mobile devices and use their accumulatedep for MCO.
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2.5.1(c) Medium Granular

Medium granular architecture exploits medium-grained gotational resources for
remote computation. Medium-grained resources illustrat€&igure 2.9(b) are computing
resources that are located in nearer location compare@ t6@Rs, but are not as near as
FGRs. They feature medium scalability and elasticity mbemntfine-grained resources
and less than coarse-grained resources.

Multiplicity of these resources is more than CGRs and less tRGRs. Number
of MGRs is more than CGRs, they are located in more geograptegions, and their
computing powers is medium. Cloudlet (Satyanarayanan,e2@D9) is one of the most
credible efforts that has exploited computing power of hgalesktop computers.

The advantages of using MGRs are their lower WAN latency aglen multiplicity.
These resources are numerically more available than CGRs.thBir performance is
limited due to limited scalability, elasticity, relialtyi and security. These resources are

suitable for compute-moderate delay-moderate tasks.

2.5.2 Horizontally Heterogeneous Mobile Computation Outsurcing

Unlike VHMCO in which cloud-based resources are selecteth fone type of grained
resources, in Horizontally Heterogeneous Mobile Compata®utsourcing (H2MCO)
solutions, the resources are composed of multiple clagéetarogeneous granular cloud-
based resources.

H2MCO are referred to those MCO approaches that have usébhtally hetero-
geneous cloud-based resources. In H2MCO, there is a higlulgrity and resource dif-
ferentiation among various utilized cloud-based resaifoe compute-intensive mobile
applications. For instance, in a H2MCO solution, VM instesmof Amazon EC2 cloud,

cloudlets, and mobile devices are used which are placedrae teeparate layers with
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different functional and non-functional characteristiesy., computational attributes, lo-
cation granularity, and resource multiplicity). Mobilemigations built based on H2MCO
can take the benefits of all three classes of granularitre$i2MCO, the computing and

communication latencies can be trade-offed to gain beddopmance.

2.5.2(a) Hybrid

Hybrid MCO depicted in Figure 2.11 is a feasible MCO arcHitee in which com-
puting resources are composed of CGRs, MGRs, and FGRs. dHg@sources are classi-
fied in category of H2ZMCO since these resources in contragéttiically heterogeneous
cloud-based resources, use multi-tier horizontally logteneous resources. MapCloud
(Rahimi et al., 2012) and SAMI (Sanaei, Abolfazli, Gani, &z, 2012) are efforts using
2- and 3-tiered resources (CGRs, MGRs, and FGRs). The fasmieh is an offloading
solution aimed to reduce the time and price cost of offloadmgpute-intensive tasks to
remote outsources. However, though it can minimize the adilog overhead, it cannot
entirely omit it, and hence the offloading overhead (esplgatade migration) remains
partially. The latter, however, aimed to entirely dismiss bverhead of code offloading
by deploying SOA that calls already-available codes inaeinstead of migrating code to
the server. MOCHA (Soyata, Muraleedharan, Funai, Kwon, 8neEegman, 2012) is an-
other effort that uses fixed and greedy partitioning alpong; In the former algorithm, the
task is partitioned into equal sizes and distributed amdr@audlet and cloud servers. In
the latter, the response latency of computing devices isidered for allocation. Thus, the
task is partitioned and distributed among computers basé¢ide; the first partition is sent
to the device with shortest latency while the last partii®sent to the device with high-
est latency. In comparison, the execution time of part#imbetter in greedy than fixed,

especially when Cloudlet is utilized in outsourcing lifetlsyand numerous cloud datacen-
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Figure 2.11: Conceptual view of hybrid mobile computatiosourcing architecture

ters with heterogeneous response time exist. Neverthehedsle devices should acquire
prior knowledge of the server’s latency which is a resourgegry and time-consuming
task that can degrade the performance gain. Finally, hybksdurces are aimed to over-
come limited scalability and locality capabilities profvle caused by VHMCO resources,
and finally to decrease response time and energy consunygtiotensive applications.
Therefore, to advance cloud computing platform for mob#eides, there is a need for
a horizontally heterogeneous hybrid MCO model composedadtd types of granular
resources. This hybrid cloud-based platform deemed caddraulate strengths and ben-
efits of each granular resource class and develop a muéréaycloud platform to achieve
high performance at the time of computing resource-intengiobile applications.

The computation outsourcing systems based on hybrid ressusignificantly gain

execution performance (discussed in section 2.4.1 (a)eekisting heterogeneous ca-
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pabilities to better match the resources with the computagirements of the requested
tasks from resource-intensive mobile application. If thsktis significantly compute-
intensive and requires very large resources, the hybritegsysan offer coarse-grained
resources and if the task demands crisp response fine-gnaseurces can be allocated.
Moreover, the hybrid system can have the trade-off abiky@en computation and
communication to handle the scalability problem at the tohcreasing the number of
requests to the server, and long WAN latency between cloobiHenconsumer and cloud

service provider.

2.6 Heterogeneity-Handling Techniques

Due to remarkable proven benefits of heterogeneity, it igfeial not to dilute or re-
move such differences. However, non-addressed heteribgena originate severe chal-
lenges that encumber success and adoption of MCC solutibherefore, the existing
variations should be handled for excess benefits. In thisosewe describe three major

techniques to handle heterogeneity in MCC.

2.6.1 Service Oriented Architecture (SOA)

Service-Oriented Architecture (SOA) is a well-known desjghilosophy indepen-
dent from specific technology, vendors, and business pglittiat incorporates different
services towards generating complex applications andcasrv Web services are well-
known SOA implementation models that could successfuliggrate heterogeneous ser-
vices from various service providers like Facebook, Goaayiel Yahod’ and enable inter-
operability across them. For instance, Facebook deliverimedia YouTubé&® content

regardless of inward differentiations.

Ynttp:/lyahoo.com

Bnttp:/lyoutube.com
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Service Oriented Computing (SOC) (Huhns & Singh, 2005) israise-driven ap-
proach to generate service-based applications with legmraiency to the specific plat-
form. In service-based applications, functions are defimaglemented, and combined
as services to enhance application granularity and matyléexibility, scalability, and
reusability. This approach encourages the developmenfasfi@ applications meaning
that users are able to extend and shrink functionality anadel which is parallel to the
vision of cloud computing. Aneka (Vecchiola, Chu, & Buyyd0Bb) is an example of
service-oriented solution to automatically manage digted resources (clouds and grids).
Aneka is designed to be robust against variations in agmicanodels, security solutions,
and communication protocols such that client choices caapipéied at any time without
affecting the existing system.

In summary, loosely coupled SOA-driven services have agbraapotential to inte-
grate heterogeneous resources in MCC. Loutas et al. (Letitds 2010) observe interop-
erability issues between cloud systems and perceive theyadiSOA plus semantics for
a new cloud landscape. They present architecture for lggaemus clouds, called RA-
SIC, to enable semantic interoperability among clouds. atkors propose a user-centric
paradigm to facilitate developing and deploying of SOAduhservices in a large-scale,
resource-intensive environment hosted by different clprabiders. It is concluded that
utilizing SOA-based design philosophy towards a common étehdard for cloud can
eliminate vendor lock-in problem, ease content migratioross heterogeneous clouds,

and reduce the cost of porting data and application from tmeldo another.

2.6.2 Middleware/Adapter
Adapter is an intermediate tool or approach to smooth outtipact of heterogeneity

in a specific domain like software engineering and distedutomputing environments. A
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'plug adapter’ is a well-known example that helps an inteéamal traveller to overcome
the incompatibility problem caused by dissimilarity of paveutlets in different countries.
In software engineering, adapter is a pattern designeddeceas the common problems
caused by heterogeneity in many situations (Wolfgang, LI#tributed computing mid-
dleware such as Object Request Broker (OBR) acts as anrabéaable communication
between heterogeneous object systems regardless ofrthvaird differences.

Emergent middleware as Blair and Grace (Blair & Grace, 2@&2kribe, is the con-
temporary approach to tackle problems caused by extreneedgeineity. The idea is ad-
vocated by enormous accomplishments in academia and mpd&sherging efforts such
as (Chandrakant, Bijil, Shenoy, Venugopal, & Patnaik, 2@tiriescu, Speicys Cardoso,
& Issarny, 2011; Gupta, Zeldovich, & Madden, 2011; Walrgvemiyen, & Joosen, 2011;
Bromberg, Grace, Réveillere, & Blair, 2011; Rellermeyer &der, 2011) in academy be-
side commercial products such as Oracle Fusion Middlewkg® nd Open Middleware
Adapter (OMAY? advocate suitability of adapters and more specifically heidere tech-
nology to tackle the heterogeneity-made problems. Howewsttemporary middleware
require great deal of research and development to becomppaopaiate heterogeneity

handling technique in MCC.

2.6.3 Virtualization

Virtualization (VMware, n.d.) is one of the cornerstonetegalogies of MCC promis-
ing to reduce the negative impacts of hardware, featurepkatfibrm heterogeneity. Using
the virtualization approach, a VM manager (hypervisor)epldyed on top of a cloud,
mobile, or both to host desired platform(s) in order to @emthomogeneous execution

environment between various smartphones and clouds. Misagn example effort that

Phttp:/iwww.oracle.com/us/products/middleware/indiéml

20http://ultra-ats.com/products/open-middleware-agapma-software-development-kit-sdk/

55



exploits hypervisor in both the cloud and smartphone todotribss-platform applications
regardless of variations in underlying devices. Howeveé¥l 8feployment and manage-
ment impose excessive overhead on resource-constraingiterdevices (Shiraz & Gani,
2012).

Moreover, recent application offloading approaches likeg{@o et al., 2010; B. Chun
et al., 2011) leverage virtualization technology to offleadbile application (entirely or
partially) to remote cloud resources for execution. Sinylafforts like (Lu et al., 2011)
exploit virtualization technology to separate screen eeimg) tasks from the presentation
layer and migrate them to the cloud. On top of a VM inside a@]@remote server can
render screen-related processing tasks and send thetethdtdevice. The authors aim
to address the feature heterogeneity (screen size) of ginoares using a virtual screen
rendering approach. However, virtualization gives rises@geral security threats such
as VM hopping and VM escape (Owens, 2009). VM hopping is aialization threat
through which an attacker can exploit a VM and attack other($)Mn the same host.
VM escapes can violate the security of VMs when an attackegsses control over the
hypervisor. Therefore, several open challenges such as &Nbydment and management
(Shiraz & Gani, 2012), and security establishment (Takabshi, & Ahn, 2010; Chen,
Paxson, & Katz, 2010) should be alleviated before virt@ion technology can be fully

established as grounding technology in MCC.

2.7 Open Issues
This section presents some of the research directions in M&g&cially those which
are more complex due to the heterogeneity. Addressing theese issues is vital to alle-

viating the restrictions caused by heterogeneity.
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2.7.1 Architectural issues:

A reference architecture for heterogeneous MCC enviromnsea crucial require-
ment for unleashing the power of mobile computing towardesinicted ubiquitous com-
puting. Employing a unified or a joint architecture composédsaried architectures
requires further studies. A generic architecture might bitla optimistic when mar-
ket competition enforces business policies for mobile necturers and cloud providers.
However, it is achievable by leveraging technology-néulesign approaches such as
SOA. Several research communities like NIST (L.-J. Zhangl&®Z 2009), HP (Bohn,
Messina, Liu, Tong, & Mao, 2011), and IBM (Behrendt et al.12Dendeavour to address
the open challenges of cloud computing by proposing conegéptference architectures.
In the absence of such reference architecture for MCC, itlgigiimobile computing is
diminished. Several open challenges can be alleviatederptbsence of the reference

architecture to release the power of mobile devices.

2.7.2 Mobile Computation Offloading Issues:

Leveraging varied cloud resources to augment computingaiions of multitude
of mobile devices towards realizing the vision of unresédcfunctionality, storage, and
mobility in current diverse communication environment iaan-trivial task. Realizing
cloud-based augmentation vision is impeded by multi-disiemal overhead of identify-
ing and efficiently partitioning resource intensive comgats, VM (Virtual Machine) cre-
ation and migration, and monitoring the overall outsoug@rocess (Shiraz, Gani, Hafeez,
& Buyya, 2012). Moreover, a plethora of hurdles in utilizintpud resources such as
communication latency, heterogeneity, security (bottoaffed code and cloud permanent

software), code portability, and cloud-mobile interoflity intensifies the situation.
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2.7.3 Communication and Computation Latency Issues:

Latency adversely impacts on the energy efficiency (Mietti& Nurminen, 2010)
and interactive response (Lagar-Cavilla, Tolia, Laray&agrayanan, & Hallaron, 2007)
of cloud-mobile applications by consuming excessive neotasources and raising trans-
mission and computation delays. In cellular communicatistance from the base station
(near or far) and variation in bandwidth and speed of vaneusless technologies affect
the energy efficiency and usability of MCC devices. For exiangata transfer bit-rate
consumes comparatively more energy in cellular networks WLAN. The higher the
transmission bit-rate, the more energy efficient the trassion (Miettinen & Nurminen,
2010). Moreover, leveraging wireless Internet networksftimad mobile intensive appli-
cations to distant cloud resources creates a bottlenecksegoiently, when the long WAN
latency is increased, the quality of user experience isedsed due to communication
delays.

Moreover, computation latency is challenging issue raibedugh research works
leveraging fine- and medium-grained cloud-based resoufidgs type of resources such
as desktops in coffee shops or laptop computers are closeslide users, but feature low
scalability and hence utilizing their resources origiraimputing latency that impacts on
computation outsourcing performance in MCC. Althoughytban provide services with
low communication overhead because of their vicinity to ti@bile users, this kind of
resources impose computation overhead due to their medidowascalability based on
computing, processing, and storage capabilities of devi€hus, addressing the commu-
nication and computation latencies remains a challengisigin MCC. Future efforts are
deemed to leverage heterogeneous hybrid granular resoutitizing optimized schedul-
ing algorithms (Javanmardi et al., 2014) to address theuresodeficiencies of mobile

devices by remotely performing intensive components aidibased mobile applications
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via computation outsourcing.

2.7.4 Energy Constraint Issues:

Energy is the only unreplenishable resource in mobile @ésvicat cannot be restored
spontaneously and requires external resources to be rdr{®atyanarayanan, 2005). Cur-
rent technologies can increase battery capacity by only &#&pnum (Robinson, 2009).
Several energy harvesting efforts have been in progress gie 1990s to replenish energy
from external resources like human movement (Flinn & Sayayanan, 1999) and wire-
less radiation (R.Avro, 2009), but these intermittent teses are not available on-demand
(Pickard & Abbott, 2012). Alternatively, application offlding (Satyanarayanan, 2001,
Xia et al., 2014) and fidelity adaptation (Rajesh Krishn&)&approaches are proposed
to conserve local mobile resources, especially energy. ddew application offloading
is a risky, resource-intensive approach that needs furdsgrarch and development to be
deployed in real scenarios (Sharifi et al., 2011). Fidelitgq@ation solutions compromise
guality to conserve local resources which impoverish quali user experience in MCC.
Researchers (Cuervo et al., 2010; B. Chun et al., 2011; X.N&ng et al., 2011) endeav-
oured to mitigate application offloading challenges by eitplg secure, reliable, elastic
cloud resources instead of insecure, limited surrogagssurces. However, cloud-based
application offloading cannot always save energy with curdevelopments which de-
mands further efforts (Kumar, Liu, Lu, & Bhargava, 2012; Kam& Lu, 2010; Sharifi et

al., 2011). Therefore, the energy constraint of mobile sadenains a problem in MCC.

2.7.5 Elasticity Issues:
Cloud providers confront situations in which there are naemands than available
resources. Adverse impact of cloud-resource unavaitglzid service interruption for

MCC clients is more severe than stationary clients condetct¢he wall power and fixed
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network. Frequent suspension of energy-constraint mohbéets due to resource scarcity,
not only shrinks usefulness of cloud outsourcing for MCC -esdrs, but also divests
privilege of intensive computation anytime, anywhere fnmobile users.

Therefore, several challenging tasks (e.g. resource §ioswng without service inter-
ruption, quick disaster recovery, and high service avditgpneed to be realized since ser-
vice unavailability and interruption prolong executiomé, increase monitoring overhead,
and deplete smartphones’ local resources, especiallgripagolutions such as Reservoir
(Rochwerger et al., 2011) and using different kind of resesican be employed to expand

cloud resources on demand with main focus on mobile clients.

2.7.6 Mobile Communication Congestion Issues:

Mobile data traffic is tremendously hiking by increasingnemands for exploiting
cloud resources which impact on MNOs. Data storage/retki@pplication offloading,
and live video streaming are examples of cloud-mobile dpmrathat drastically increase
traffic, leads to excessive congestion and packet loss.

Furthermore, employing MCC in several domains such as VAN#ifeless sensor
networks, and M2M communications lead to new research dwmsuch as vehicular
cloud computing (Whaiduzzaman, Sookhak, Gani, & Buyya,22@hd further increase
data volume across the network. Hence, managing such htgdeeomes challenging,
especially when offloading mobile data are distributed agrtoelping nodes to commute
to/from the cloud.

Although utilizing heterogeneous wireless spectrum (Mdhang, Choi, & Shin,
2012) and leveraging regional hotspots as helping nodelgy traffic at peak hours)
can contribute to smooth traffic, several decisions neeé todde like how efficient is re-

laying offloading data packets? How secure are helping naxé what extend security
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of shifted MCC data would be protected? How latency of datgration to other node
impacts on interactive applications’ responsivenessh 8unds of questions, not only ne-
cessitate intelligent systems to manage offloaded MCC Hatalso might alter systems’
overall architecture and network structure. Because pshEEC data hike, necessitates
cost-effective, efficient deployment of infrastructuregy( hotspots) and innovative strate-
gies with least overhead and latency.

Therefore, a cognitive system within MCC that likely preidifies congestion is-
sues and considers factors like MCC application types @atp-intensive, computation-
intensive, and communication-intensive) to determinebib&t action(s) to relay traffic, is

imperative as the future research direction.

2.7.7 Trust, Security, and Privacy Issues:

Trust is an essential factor for the success of the burggavii@C paradigm. Con-
structing a trustable, secure environment is an open issishvis exacerbated when the
Internet is utilized as the bridge between front-end andge devices (over wireless
and wired networks). Provisioning security and providiragadintegrity and reliability
beside delivering essential services (e.g. always on aivitg and cloud services) over
the heterogeneous distributed systems, wireless netywanmkisthe Internet require novel
lightweight methods. Trust establishment based on thacgeprovider’s reputation (i.e.
cloud, mobile, and Internet provider) and aggregation o$ttifrom each service node
would be a valuable approach that requires future research.

Privacy is exclusively a big issue in the vast convergenseweéral network technolo-
gies, which is exacerbated when cloud users trust the clommdders and store sensitive
information on public data warehouses. Hence, absorbiegtusst is an important cri-

terion leading to yet another challenge, that of how cloudise providers can ensure
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confidentiality of user information.

2.8 Conclusions

In conclusion, mobile cloud computing (MCC) is aimed to pd&rich functionality
for resource-intensive mobile applications by leveragiogid computing. In this chapter,
we presented an overview of MCC and discussed dimensionstefdgeneity in MCC.
Also, some of the major MCC problems are described basederatire. It was argued
that MCC is a more heterogeneous domain compared to cloudutomg due to amalgam
of computing (mobile computing and cloud computing) andvaeking technologies. Ac-
cording to the types of heterogeneity in each landscape ategjorized heterogeneity of
cloud computing, mobile computing, and wireless netwonits two classes, namely ver-
tical and horizontal. The taxonomy of heterogeneity in MC@swvalso devised. Our
investigation results unveil that dissimilar platform foemances (i.e. CPU performance
in mobile devices as well as cloud servers) beside diffepoger consumption and bit-
rate of heterogeneous wireless technologies can affecivitiall performance of remote
processing approaches and mechanisms.

The literature advocates that there are several acadehtmoss for executing compute-
intensive mobile applications by leveraging differentsskas of granular cloud-based re-
sources; Coarse-grained cloud resources feature highbsltgl and low localization that
originates network latency, medium-grained resourcegigeeanedium scalability and lo-
cality breeding network and computing latency, and finergré resources offer low scal-
ability and high localization that leads to computatioretaty. Such network and com-
putation latencies negatively impact on energy efficienoy @esponse time of compute-
intensive mobile applications leading to mobile applicagperformance degradation. Con-

sidering importance of time- and energy-efficiency of cotegatensive mobile applica-
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tions like m-health and m-learning, we investigate andyas®athe network and computa-
tion latency problems in-order to propose a new MCC fram&vwwoialleviate these prob-

lems.
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CHAPTER 3

PERFORMANCE ANALYSIS OF MOBILE COMPUTATION OUTSOURCING
USING VERTICALLY HETEROGENEOUS GRANULAR CLOUD RESOURCES

In this chapter, we aim to analyse the performance of coripiéasive mobile applica-
tions when outsourcing to heterogeneous granular clogdebeesources. Benchmarking
is employed to investigate the impact of latency of vertichketerogeneous cloud-based
resources in MCC. Using series of benchmarking experimevesdemonstrate the im-
pact of computing and communication latencies of perfogriompute-intensive mobile
applications utilizing coarse-, medium-, and fine-grainkaid-based resources in MCC.
The results of analysis and synthesis are presented anddgmadif our experiment are
discussed.

The structure of this chapter is as follows. Section 3.1gmtsthe testbed used for
benchmarking analysis. Our benchmarking model is destiibé&ection 3.1.1 and the
data design is presented in Section 3.1.2. The results ®e#tgerimental benchmarking

are reported in Section 3.2 and the chapter is concludedatidBe3. 3.

3.1 Benchmarking

In this section,we describe experimental model, mobikntland cloud servers spec-
ification, communication infrastructure/medium, and d#gaign. Data design including
performance metrics, prototype applications, worklodd$a generation process, and data
collection apparatus are presented. Here, we analyze thecirand verify the severity of
computation and communication latencies in verticallyehegeneous MCC.

Considering location granularity in cloud service provjodee select three vertically

heterogeneous cloud service providers from different dwaide location featuring var-
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ied granularity levels. The computing services of Amazorb\8ervice (EC2) are used
for vertically computation outsourcing computing in whittte resources placed in var-
ied level of location based on mobile node position. Cafifay Ireland, and Singapore

instances are used for the testbed.

3.1.1 Benchmarking Model

In this analysis the two testbed modes are named as localtexemode and vertical
execution mode. We test our compute-intensive prototypécgtion in these two modes.
In local execution mode, all the application componentsexexuted locally inside mo-
bile device, whereas in vertical executions modes, thengie component of the proto-
type mobile application are called for execution into (igfigrained cloud-based resource,
(i) medium-grained cloud-based resource and (iii) cogrsened cloud-based resource.
It is noticeable that the classification of these three geamesources is done based on
cloud-mobile user’s position. In vertical execution mokensive computations are per-
formed inside the vertical resources and results are retlipack to the mobile client for
integration. Following we specify all components used ithbnodes.

Our graphical representation of the benchmarking modedjpéatied in Figure 3.1 and

its components are described as follow.

3.1.1(a) Mobile Client

The mobile device used in this experiment is a HTC Nexus Oaieifing Qualcomm
QSD8250 Snapdragon 1 GHz Scorpion processor, 512 MB RAMEV@02.11 a/b/g,
running Android v2.3.4 with API level 10. The software compats we deploy in our
mobile device are described as below.

Computing Outsourcing Engine: Computing Outsourcing Engine (COE) receives

the name of the required service from the user applicatieghsaarches the database to
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Figure 3.1: Schematic representation of benchmarking mode

determine the IP address of the outsourcing cloud VM (Amazdine database in the
mobile device deposits the IP addresses of all availabledditMs. When the execution of
the application reaches the compute-intensive tasks xgn@igon pauses and the request
is sent to the COE to determine the IP address of the clou@isérlie COE marshals the
user data and corresponding IP address of the outsouras sara request and sends it to
the cloud VM (Amazon). COE monitors the remote executidnttieceives the response
from the server to integrate it into the system. Upon outsiogrfailure, the outsourcing
task is terminated and the error message is issued to avoithvdata collection.

Wireless Communication Interface: Wireless Communication Interface (WLCI) is
the communication interface of our mobile client node teaktives the request from COE
and forwards it to the cloud VM. Upon successful executibe,WLCI gets the response
from the cloud VM and sends it to the Synchronizer componentife integration of the
results into the client node.

Synchronizer: The Synchronizer aims to maintain integration of the mensbaye
of the client node and the cloud VM. Synchronizer collects tdssponse from the cloud

server and reintegrates it into the native application edG®E can present the results to
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the end-user.

Time Logger: Time Logger is an internal clock that generates the roume-bf the
application. The generated round-trip time data are storéatal storage for analysis of
the system performance.

Energy Profiler: Energy profiler contains PowerTutor 1.tols that is a predomi-
nant energy collection tool for Android-based smartphorigsfore the execution of the
application, the tool runs in the mobile device and keepkecbhg energy data while exe-
cution continues. After complete execution, we stop thed@dwtor application and save

the log file for future processing.

3.1.1(b) Cloud-based Resources

In this analysis, we built our server side using the follogvdomponents. On top of
the bared metal hardware and host operating system in ckewdyal layers and compo-
nents exist which are explained below.

Wired Communication Interface (WCI): Wired Communication Interface (WCI)
is the communication interface of the cloud VM. The cliemjuest is delivered to the
server VM via this interface point. The request is forwardedeach the Apache Web
server for execution. On successful execution of the coapuensive task in the VM,
the WCI receives the results of the execution and transfertite client device.

Hypervisor: Hypervisor or VM manager is a cloud-side application thahages
the creation, execution, and destroying of the VMs. Manitgj cloud services is feasible
via Hypervisor only. Hypervisor builds a layer over the hogerating system to provide
virtual processing infrastructures to the mobile servioestmers.

Virtual Machine Instance In order to provide computing powers in our servers,

Lhttp://ziyang.eecs.umich.edu/projects/powertutor/
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we utilize three heterogeneous granular VM instances fieatwaried computing powers
located in dissimilar locations with different proximitgMels that are described as follows.
Technical specifications of our coarse-grained, mediuamegd, and fine-grained VMs are
described as follows and tabulated in Table 3.1.

The coarse-grained server located in Ireland is a ml.lalganétance of Amazon
EC2 featuring 4 Elastic Compute Units (ECU) processor [eon) with 2 vCPU cores,
7.5 GB RAM, running Microsoft Windows Server 2008 Base 6¥cifs.

The medium-grained server is a cloud m1.medium VM instaféemazon EC2 fea-
turing 2 ECU processor with 1 vCPU cores, 3.75 GB RAM, runrifigrosoft Windows
Server 2008 Base 64-bit OS, which is located in California.

The fine-grained server is a cloud t1.micro VM instance of AamEC?2 featuring
variable ECU (variable*%)up to 2 ECUs with 1 vCPU cores, 615 MB main memory, and
low-performance 1/O interface, running Microsoft Windo@srver 2008 Base 64-bit OS,
which is located in Singapore.

The actual computing in VMs is performed with the help of Mat Processing Unit
(VPU). The operating system installed in the VM, can only 8eeVPUs and allocate
them to the task for execution.

Synchronizer: This component is built to communicate with the relevant pom
nents in the mobile side to ensure integrity of the nativeecand data in client and the
execution in the cloud server. Synchronizer forwards tleegssing data to the mobile
device for reintegration. In the absence of synchronizenganent, the application and
data integrity is compromised.

Time Logger: Time Logger is a timer installed in the cloud VM to generatetiime

2]t allows the instance to operate at up to 2 EC2 ECUs (one E@Uges the equivalent CPU capacity
of a 1.0-1.2 GHz 2007 Opteron or 2007 Xeon processor)
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Table 3.1: Technical specifications of grained cloud resesiused in benchmarking anal-
ysis

Device VM Instance| ECU | vCPU Coress RAM OoS
Coarse-grained Win Server 2008
Resource m1l.large 4 2 7.5GB 64-bit
Medium-grained m1.medium 5 1 3.75 GB Win Serve?r 2008
Resource 64-bit
Fine-grained . Win Server 2008
Resource tl.micro upto?2 1 615 MB 64-bit

data when computations perform in the VM. This low-footpsoftware timer produces
the time for each successful computation in the cloud VM.

Apache Web Server: Apache web server is deployed in our remote servers to host
the web services and manage their execution. Using the webrseur servers will be
able to listen to the specified port for call from the mobil@ide to receive the request
and initiate its execution. The apache is being used beadutelightweight nature and
open source license.

Service Repository: Similar to the Universal Description Discovery and Intégri
(UDDI) in SOA-based systems that stores web services fdipusage, we have deployed
a local service repository that contains core service cadestheir required libraries for

successful execution inside the remote VMSs.

3.1.1(c) Wireless Communication

We perform wireless communication using a Cisco Linksys WBG3L wireless router
feature firmware 4.30.16 build 6. The wireless link speedli$fps and indoor commu-
nications take place via 2.4 GHZ band. The router is condeitiea high speed LAN

network to communicate with medium and coarse grained resenvers.
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3.1.2 Data Design
This part presents the in-detail description of our perfamoe metrics, prototype

applications, workload values, and data collection pracesl

3.1.2(a) Performance Metrics

Application Response Time (ART), Application Computatiime (ACT), and Con-
sumed Energy (CE) are the most important performance nfetriypical mobile appli-
cations which are used in this experiment. The metrics amargarized in Table 3.2 and

described as follows:

Application Computing Time (ACT) is the computing time to perform the desired task
over the given workload in millisecond (ms). ACT excludes tommunication time

between client and server.

Application Response Time (ART) s the total time from initiation stage to completion
stage of the prototype application for one workload in médtiond (ms). Unlike ACT,

ART covers both the ACT and Communication Latency (CL).

Consumed Energy (CE) is the total energy consumed to complete entire prototype ap
plication for a workload that is presented as millijoule fmJ

Table 3.2: Performance Metrics Analysed in This Experiment

Performance Metrics Unit
Application Computation Time (ACT) ms
Application Response Time (ART) ms
Consumed Energy (CE) mJ
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3.1.2 (b) Prototype

The prototype application is a power math application the¢ives two values of base
and exponent to calculate the valuebas&*P°"e" The prototype application is developed
using jQuery mobile 1.2.1 and PhP and runs in client-semahit@cture. In server side,
the Apache v2.4.4 web server is running on top of the OS andpas utilized to perform
Hypertext Transfer Protocol (HTTP) client-server comneation over the network. For
execution on the mobile device, PhP v6.4.11 is installetitteanages communication and

execution over port 8080.

3.1.2(c) Workloads
Benchmarking workloads include 30 different workloadgsiree major intensity lev-

els of low, medium, and high. The workload values are sunuedrin Table 3.3.

3.1.2 (d) Data Collection Tools

Data collection tools are designed carefully to minimize than-made mistakes.
Data of time nature (ACT and ART) are collected using autderiaggers which start
before execution and ends after ending the task.

Energy data are collected using auto logging feature of tiweePTutor 1.4 tool which

is an open source tool for Android handsets.

3.2 Results and Discussion
The results of our experiment are presented in this seatidwao parts. Firstly, in
time results we present the results of ART and ACT. Seconddypresent the results of

energy analysis.
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Table 3.3: 30 workloads analysed in this experiment

Request
Workload #  |ntensity pBase CI1Exponent
1 999 3000
2 999 3111
3 999 3222
4 999 3333
5 999 3444
6 LOW' 999 3555
7 999 3666
8 999 3777
9 999 3888
10 999 3999
11 999 13000
12 999 13111
13 999 13222
14 999 13333
15 . 999 13444
16 Medium 999 13555
17 999 13666
18 999 13777
19 999 13888
20 999 13999
21 999 23000
22 999 23111
23 999 23222
24 999 23333
25 . 999 23444
26 High 999 23555
27 999 23666
28 999 23777
29 999 23888
30 999 23999




3.2.1 Time Results

Tables 3.4 and 3.5 summarize descriptive analysis of ouftegacluding minimum,
maximum, and mean values of ART and ACT, respectively. Irhekable, results are
categorized in four different intensity levels of low, meuh, high, and mean (mean of all
three intensity levels) for four different execution modés results suggest, performing
remote execution process using Singapore cloud is significheneficial compared to
the local execution and execution using medium- and caognageed cloud resources like
California and Ireland Clouds. Leveraging fine-grainedg@pore cloud reduces the ART
up to 424% for all intensity levels. The minimum time saving using@apore cloud for
low, medium, and high intensity workloads are 20%.6%%, and 478% respectively. The
maximum ART reduction for low, medium, and high intensitydks are 353%, 462%,
and 424% respectively.

Utilizing California and Ireland clouds are not beneficiabdo the long WAN latency

Table 3.4: Descriptive analysis of benchmarking ART result

Workloads Resources Minimum (ms) Maximum (ms) Mean (ms)
Exponents
Local ART 175.3 269.9 213.84
Singapore ART 139.1 174.6 147.96
3000-3999 " jifornia ART 1061.2 1138.9 1093.49
Ireland ART 1344.4 1654.7 1516.46
Local ART 814 1141.9 992.61
Singapore ART 507.8 614.4 542.54
13000-13999 california ART 15413 2012.2 1628.58
Ireland ART 2108.6 2227.9 2193.72
Local ART 2092 2303.5 2238.72
23000-23999 Singapore ART 1091.6 1326.3 1258.43
California ART 2225.8 2297.9 2250.27
Ireland ART 2838.5 3407.1 3051.47
Local ART 175.3 2303.5 1148.39
Mean Singapore ART 139.1 1326.3 652.98
California ART 1061.2 2297.9 1657.45
Ireland ART 1344.4 3407.1 2253.88
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between the mobile client and cloud VM. Using Californiaoeses for low, medium in-
creases the ART about 401%, 64%, and almost no impact on ARigimintensity work-
loads compare to local execution. The WAN latency of usinchswesources is signifi-
cantly higher for low intensity workloads and this negatiwpact decreases as workloads
increase. Similarly, using Ireland resources for low, raediand high intensity workloads
increases the ART about 609%, 121%, and 36% more than loealiggn which is worse
that California instance due to the excess distance. Tleeskencies suggest that utiliz-
ing coarse-grained resources for low intensity workloaatsomly does not save ART, but
also significantly increase it. Leveraging coarse-graicledd resources for extensively
intensive tasks is feasible to be beneficial.

In order to demonstrate the above reported ART prolongirghave presented the
ACT in Table 3.5 and communication latency in Table 3.6. Téwsautts in Table 3.5 shows

that computation time for all workload intensities is rekadly lower when performing

Table 3.5: Descriptive analysis of benchmarking ACT result

Workloads Resources Minimum (ms) Maximum (ms) Mean (ms)
Exponents
Local ACT 144.4 206 168.86
Singapore ACT 354 54.7 44.824
3000-3999 California ACT 30.4 64.3 50.266
Ireland ACT 21.2 33.2 27.10
Local ACT 768.8 1089.7 942.633
] Singapore ACT 365.7 413.9 388.910
13000-13999 California ACT 320 373.8 339.11
Ireland ACT 220 257.3 243.16
Local ACT 2036.6 2251.5 2183.89
Singapore ACT 941.2 1003.4 971.028
23000-23999 california ACT 814.4 864.4 840.714
Ireland ACT 570.2 597.7 586.872
Local ACT 144.4 2251.5 1098.457
Singapore ACT 354 1003.4 468.25
Mean California ACT 30.4 864.4 410.03
Ireland ACT 21.2 597.7 285.714
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remote execution that are more powerful from the mobile ceviHowever, in contrast
with ACT results, the results of Table 3.6 shows significafiecence in WAN latency of
utilizing heterogeneous granular cloud VMs. Utilizing §apore originates minimum of
1029msoverhead for the low intensity level while it is 9®i8and 131 sfor California
and Ireland. In average utilizing Ireland resources yidldsand 87 times more WAN
latency compared to Singapore and California.

To better present the results of this study, we have plottedART, ACT, and com-
munication latency results of executing 30 workloads irnr fdifferent execution modes
in Figure 3.2, 3.3, 3.4, and 3.5. Green checkered bars inr&ig12 represent the ART
of local execution mode. Blue diagonally stripped bars s of Singapore mode,
horizontally stripped bars represent California and tltediagonally back stripped ones
show ART of Ireland cloud execution mode. As the bars in Feg8l2 demonstrate, the
highest execution time is always when the Ireland clouduesss are utilized followed
by California. It also shows that utilizing fined-graineawutls resources (Singapore) is

beneficial in all modes. Moreover, the Figure shows more atiesiin ART when using

Table 3.6: Descriptive analysis of benchmarking commuioodatency results

Workloads

Exponents Resources Minimum (ms) Maximum (ms) Mean (ms)
Singapore WAN Latency 102.9 124.1 113.160
3000-3999 California WAN Latency 997.0 1079.5 1043.230
Ireland WAN Latency 1317.7 1622.5 1489.353
Singapore WAN Latency 135.9 200.5 153.630
California WAN Latency 1204.4 1657.6 1289.477
13000-13999 Ireland WAN Latency 1888.5 1972.6 1950.560
Singapore WAN Latency 150.5 347.3 287.410
23000-23999 California WAN Latency 1390.2 1433.5 1409.557
Ireland WAN Latency 2261.8 2811.5 2464.603
Singapore WAN Latency 102.9 347.3 184.733
Mean California ART 997.0 1657.6 1247.421
Ireland WAN Latency 1317.7 2811.5 1968.172
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Figure 3.2: Application response times of 30 workloads ixdcaition modes
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Figure 3.3: Comparison of application response time for 80kiwads in 4 execution
modes

Ireland and California while there is no visible anomaly ingapore mode.

Figure 3.3 demonstrate the scattered diagram of ART witrjpatiation lines to better
compare the ART in different execution modes. For the sakaatd collection reliabil-
ity, we have 30 times repeated the execution of each workl&adh bar in these charts
represents mean value of 30 iteration of each workload’sieian.

Results of Figure 3.4 show ACT in four execution modes. Aseelgd the ACT is
the highest in local execution modes and is lowest in Ireldodd due to their native

computing power. Among cloud VMs, the Ireland is the most @dul, followed by
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Figure 3.4: Application computing time of 30 workloads inxeeution modes

California and Singapore clouds. However, utilizing Irelaesource is not yet beneficial
despite computing superiority compared to other resourtbs communication latency
of utilizing varied resources are drawn in Figure 3.5. Thaygrhattered bars represent
the I/O delay of mobile device when running the applicatiocelly. The red diagonally
stripped, green horizontally, and purple back diagondlipged bars are communication
latency of using Singapore, California, and Ireland VMspetively.

The results clearly demonstrate highest latency in Iretdodd followed by Califor-
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Figure 3.5: Communication latency of 30 workloads in 4 exiecumodes
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nia. Even the WAN latency of utilizing Singapore resourcembpre than I/O latency of
using local resources.

In order to demonstrate the proportions of ACT and commuiticdatency in ART,
we have drawn stacked bar charts for each intensity leveigarés 3.6, 3.7, 3.8. In
each bar, the blue chunk shows the ART for 10 workloads. Tkergchunks in each
bar shows the computing latency and the beige color paresepts the communication
latency. Bars in Figure 3.6 show the results of low intensitykloads. In these workloads
the computation are minimal and hence the green layer is s/l compared to the

communication latency.
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Figure 3.6: Time comparison of ART, ACT, and CL for low intégsworkloads in 4
execution modes

However, results of medium intensity workloads depictedrigure 3.7 shows the
difference in computing capabilities of different exeoutimodes. The least communica-
tion latency and the most computing delay belongs to thd xecution mode whereas
the most communication latency and the least computingydsléor the Ireland cloud.

The graphical comparison of the green chunks in these fagrilhastrates the computing
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Figure 3.7: Time comparison of ART, ACT, and CL for mediumeimsity workloads in 4
execution modes

performance of local, Singapore, California, and Irelaothputing devices. Such infor-
mation are better visible in Figure 3.8 where the resultsigh ntensity workloads are
plotted. As the workloads increase the application conmgutime also increase, which
demonstrate increasing computing complexity of workloaokd computing performance
of different servers.

Comparison of the results in Figures 3.6, 3.7, 3.8, advedaia coarse-grained re-
sources can reduce the computing latency of remote executowever, the benefit of
ACT reduction is jeopardized in most of the cases due to tgke WAN latency of send-
ing request and receiving response to the distant coaeseegr cloud VMs. Therefore,
we can conclude that despite their computing power, utifjzioarse-grained resources is
hindered by long communication latency associated witmthEhis analysis suggests fea-
sibility of the computing-communication trade-off whenliaing cloud-based resources

in MCC.
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Figure 3.8: Time comparison of ART, ACT, and CL for high indég workloads in 4
execution modes

3.2.2 Consumed Energy Results

Results of our energy analysis are presented in Tables Be’table summarizes de-
scriptive analysis of our results including minimum, maxim and mean values of con-
sumed energy in four execution modes. Results are categlanZour different intensity
levels of low, medium, high, and mean (mean of all three isitgrievels).

As the results suggest, performing remote execution psacgiag Singapore cloud is
always beneficial, especially for high intensity workloadsnpared to the local mode and
executing using medium- and coarse-grained cloud resslit@eCalifornia and Ireland
Clouds. Leveraging fine-grained Singapore cloud, redutesCE up to 48% for all
intensity levels. The minimum energy saving using Singapoud for low, medium,
and high intensity workloads ared®%, 347%, and 4%% respectively. The maximum
energy consumption reduction for low, medium, and highnstty levels using Singapore
cloud are 167/%, 382%, and 418% respectively.

Utilizing California cloud is less beneficial especiallylow and medium intensity
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Table 3.7: Descriptive analysis of consumed energy restitenchmarking analysis

Workloads Resources Minimum (mJ) Maximum (mJ) Mean (mJ)
Exponents

Local Execution Mode 126.0 153.9 142.66
i Singapore Cloud Mode 118.2 128.1 122.43
3000-3999 California Cloud Mode 120.9 170.3 142.62
Ireland Cloud Mode 203.1 266.8 235.87
Local Execution Mode 202.4 270.8 229.36
] Singapore Cloud Mode 132.1 167.2 147.71
13000-13999 California Cloud Mode 201.7 215.0 206.53
Ireland Cloud Mode 342.1 412.5 375.78
Local Execution Mode 312.6 3721 346.56
23000-23999 Singapore Cloud Mode 157.4 216.4 196.23
California Cloud Mode 254.3 295.8 271.03
Ireland Cloud Mode 597.0 690.6 640.16
Local Execution Mode 126.0 3721 239.54
Mean Singapore Cloud Mode 118.2 216.4 155.45
California Cloud Mode 120.9 295.8 206.73
Ireland Cloud Mode 203.1 690.6 417.27

levels due to the high ART discussed earlier in this studyngy€alifornia resources for
low, medium, and high intensity workloads decrease the nfiaabout 00%, 01%, and
21.7% compared to local execution. Utilizing Ireland resosrisenot at all beneficial in
this study. Ireland cloud increases the mean CE in low, nmedand high intensity levels
as much as 65%, 68%, and 847% compared to local execution.

We have plotted the Figure 3.9 using the energy data of thpsraxent. The green
checkered bars in this Figure represent the CE of local ¢xecmode. Blue diagonally
stripped bars show CE of Singapore mode, horizontally mtadars represent California
and the red diagonally back stripped ones show CE of Irelémeexecution mode. As
results in this chart highlight utilizing Ireland cloud istrbeneficial for any workload and
is more than the amount of energy consumed for local exatufitis is due to excess
communication latency of utilizing Ireland cloud that aitlg impacts on the ART and

consequently on CE.
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Figure 3.9: Comparison of consumed energy for 30 workloadgur execution modes

The slightly different results are evident for Californiawd. In low intensity work-
loads, the California cloud consumes more energy than.lbt@abever, this trend reverses
in medium and high latency workloads. The energy saving geak when using high
intensity level workloads. However, using Singapore cl@uioeneficial for all workloads
and the achievements are increasing linearly as the walklo&rease.

The results of ART and CE analysis suggest a linear corogldietween time and
energy. To analyze this correlation, we performed furtmedysis that its results are pre-
sented in Figure 3.10. Blue remarks in each chart reprebentdrresponding CE and
ART values of 30 workloads. The red fit line aRd values show the correlation between
the ART and CE.

As the results testify, CE of the applications when levarggemote resources fol-
lows identical pattern similar to the ART (due to its tightedit dependency to time).
Moreover, as the fit line slops indicate, for the local, Spy&, and California, the slops
that represents the significance of the correlation is muoaepdy laid on the remarks than
of Ireland cloud. Such difference in the fit line slope cariptet the implications of uti-

lizing coarse-grained resources in mobile augmentatidrer@fore, the assumption that
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Figure 3.10: Correlation between the ART and Consumed Erferg30 Workloads in
Four Execution Modes

utilizing coarse-grained cloud resources can generatheese CE of applications remains
valid. Energy results suggest that utilizing combinatibfiree, medium, and coarse grain

computing resources is likely more efficient and beneficarémote execution in MCC.

3.3 Conclusions

In this chapter, we investigate the impact of utilizing fop&ined, medium-grained,
and coarse-grained cloud resources on ART, ACT, and CE opuaterintensive mobile
applications. We demonstrate how computation and comratiait latencies of utiliz-
ing heterogeneous granular resources can increase oadeddRT and CE of compute-

intensive mobile applications when running on cloud-baseadbte resources.
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The results of this investigation confirmed that though lageng cloud-based re-
sources can improve ART and CE of mobile applications, dacimputation and com-
munication latencies of heterogeneous granular resoueoearkably impact on the out-
sourcing performance. Our analysis unveil that utilizimgefgrained resources featuring
low scalability and high proximity originates high commgiand low communication la-
tencies. Exploiting coarse-grained resources originaigs communication latency and
lower computing latency compared to the fine-grained ressjrsince coarse-grained re-
sources are highly scalable located far from end-userstlyl_ &g found that employing
medium-grained resources creates medium computing angutation latency due to
their lower scalability and proximity compared with coaggained and fine-grained re-
sources, respectively. Thus, inhomogeneous computagioth€ommunication latencies
among vertically heterogeneous granular resources negaitinpact on energy efficiency
and response time of compute-intensive mobile applicatieading to mobile application
performance degradation.

Moreover, from the results of this analysis, it is deemetizing amalgam of hori-
zontally heterogeneous granular resources composede#d thasses of fine-, medium-,
and coarse-grained cloud resources can yield high perfarenafficient of computation
outsourcing in MCC by providing opportunity to perform a qauation-communication
tadeoff while selecting remote resources. As a result, ame energy consumption of
performing resource-intensive mobile applications orizumtally heterogeneous granu-
lar computing infrastructures can be remarkably decreaBledrefore, exploiting combi-
nation of horizontally heterogeneous granular cloud-tdassources can remarkably en-

hance performance of MCC solutions toward optimal outcome.
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CHAPTER 4

LIGHTWEIGHT HETEROGENEOUS HYBRID MOBILE CLOUD
COMPUTING FRAMEWORK FOR COMPUTE-INTENSIVE MOBILE
APPLICATIONS

This chapter presents an in-depth explanation of our pexgpbsterogeneous hybrid MCC
framework for compute-intensive mobile applications. Titaenework is consist of three
major building blocks of service consumer, system arlotrand cloud-computational in-
frastructure composed of horizontally heterogeneousul@aicomputing resources, aim-
ing to augment computation capabilities of mobile deviasgpecially smartphones. In
this study we assume mobile network operators (MNOs) anddeealers can play a vital
role in providing computing services to the mobile users tudeir functional and non-
functional attributes (i.e., computing and locality). €atwe express the important of this
assumption with introducing MNOS’ roles, schematic reprgation of layered grained
cloud-based resources and methods used in this framewagkifi€&nce and novelty of
the proposed framework is also presented. Moreover, weptdse data design for eval-
uation of the proposed framework.

The remainder of this chapter is as follows. Section 4.1eessour proposed frame-
work and describes its building blocks and components.i@edt2 highlights the signif-
icance and novelty of the proposed framework. Data desigevaluation of the perfor-
mance of the proposed framework is presented in sectiormdl 8@ chapter is concluded

in section 4.4.
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4.1 Lightweight Heterogeneous Hybrid Mobile Cloud Computng Framework

We propose a lightweight heterogeneous hybrid mobile ctmndputing framework
consists of horizontal heterogeneous cloud-based res®fwc compute-intensive mobile
applications to address the inefficiencies, particuladynputation and communication
latency of vertical heterogeneous MCC solutions demotestriaa chapter 3.

In design and development of this framework, we have empl&®esource Oriented
Architecture (ROA) and cloud computing principles to gexterelastic platform-neutral
solution. Therefore, the cloud-based mobile applicatlmsed on this framework feature
higher portability, scalability, and elasticity. In this®C environment, every mobile ap-
plication is a service-based composite application thetriporates several prefabricated
services. The resource-intensive services are storedxautdited outside the mobile de-
vices on computing entities of built hybrid cloud resources

Typical ROA-based frameworks feature three main buildilugks, namely service
provider, service broker, and service consumer. Servioeiger plays two roles of de-
veloping and delivering the services to the service conssimdowever, convergence of
service development and delivery necessitates acquissfiprogramming and software

engineering skills by service providers. In order to adsiitbés limitation and enabling

Request & Identify——""" System Arbitrator |j&——Browse and Host
Remote Service Provider Services
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Figure 4.1: The block diagram of hybrid mobile cloud compgtiramework
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Figure 4.2: Schematic presentation of heterogeneous chybabile cloud computing
framework

multitudes of computing entities to host and deliver theisess to the service consumers,
we have separated these two roles from each other. Hencpraposed framework fea-
tures four major building blocks, including service deyasg mobile service requester,
system arbitrator, and horizontally heterogeneous seiovider, which are depicted in
Figure 4.1. Furthermore, in order to realize the vision &f framework, we have designed
and developed several components for major building bldeiggire 4.2 shows schematic
presentation of our heterogeneous hybrid mobile cloud eaimg framework, along with
its main components that are described as follows.

Figure 4.3 illustrates the sequence diagram of operatimasig major building blocks

in our framework to perform successful outsourcing.
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Figure 4.3: Sequence diagram of operations among mainibgildlocks in proposed
framework

4.1.1 Service Developer

The service developer building block is responsible to tigvbeterogeneous granu-
lar computing ROA-based services (or services in short)uditide them to build loosely
coupled complex applications based on pre-fabricatedce=v ROA-based services are
platform-independent and can be hosted and executed oesmyrce-rich computing de-
vice that features web service execution. Developers im@ig heterogeneous granular
services and contact the central arbitrating entity (deflgstem Arbitrator) to register and
publicize their services. Moreover, service developezgesponsible to update and main-
tain services to ensure consistency, integrity, and avisithaof services. Though service
developers are still capable of hosting and providing sessito the consumers, service
provisioning is separated from the developers and theyreaésd as two different entities

in this framework.
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4.1.2 Horizontally Heterogeneous Service Provider

Service provider in this framework hosts pre-fabricatedises that are built by ap-
plication and service developer to provisioning compusegvices on-demand based on
the cloud computing principles. The separation of serveetbpment and provisioning
enables non-technical service providers to conveniergt And provision the required
services on-demand without software engineering exgerfis illustrated in Figure 4.1,
hosted services in service provider are continuously roedt by the service provider for
frequent update and maintenance.

Service providers in this framework are horizontally hetgmeous hybrid granu-
lar computing entities that feature varied computing @égf multiplicity, and different
proximity levels to the service consumers. Thus, efficienfcservice delivery is improved
in the presence of numerous horizontally heterogeneowgcequroviders that can fulfil
varied quality requirements of different mobile servicquesters. In the following, we
explain these heterogeneous hybrid granular computintgesnt
Hybrid Cloud Resources (HCR): The Hybrid Cloud Resource (HCR) in this framework
are 3-tier complex resources that creates a horizontalerdgeneous granular computing
environment. In this research, these 3-tier resources @rsidered as coarse-grained,
medium-grained, and fine-grained computing resourcesatteatilustrated in Figure 4.4
and explained below. Resources are classified based onghrameters of locality (low
as country-level, medium as city-level, fine as cell-lev&talability (low, medium, high),
and multiplicity (low, medium, high).

Coarse-Grained Resources (CGRs): The first type of HCRs shown in Figure 4.2 are
giant cloud service providers such as Amazon EC2. Althobglsd resources are often
located in long distance to mobile users that causes conuatiom latency, they offer

elastic resources with high computing power. Moreovely @ire low in multiplicity since
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Figure 4.4: Graphical representation of multi-level heggemeous computation outsourc-
ing.

number of cloud datacenters is limited. These resource®eaged in the top most part
of the Figure 4.4. CGRs feature high availability, scal&pibnd elasticity and typically
levy low financial cost to the service consumers comparel atiter resources based on
cloud computing principal. Utilizing these resources @sdates communication through
the wired networks and the channel of Internet and acce#isaiigresources requires pass-
ing through large number of intermediate hops that incieasenmunication latency and
degrades service utilization quality.
Medium-Grained Resources (MGRs): The medium-grained resources have usually

lower processing power compared to CGRs, but can provide qmarximate cloud ser-
vices to mobile users. These resources have medium prgxionmobile users and hence

can be considered to be at city level. We have selected MN®&GRSs in this research
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due to several uniquely beneficial features (we utilize cotimg capability of a desktop in
the absence of MNO server). MNOs are able to provide contisgervices to their client
without need to access to the Internet. They are usuallyegtiblished and reputed busi-

ness stakeholder that can play important roles in our fraorieas follows.

» Multi-service providersMNOs can provide elastic, on-demand computing, storage,
and network as a service to their end-users according toethetiated service level
agreement as they have already started (e.g., Verizon a&d)Adiversifying their

services to mobile users by providing laasS.

 Cloud brokers:MNOs can play the role of service mediators between cloudigens
such as Amazon and mobile service requester. Also, theythavaapability of be-
ing broker across other MNOs. In order to increase commtinitafficiency from
latency perspective, MNOSs can interoperate with each athegrve larger commu-

nity of mobile service requesters.

» Cloud consumersMNOs can utilize giant cloud resources if their proprietesy
sources are not enough to serve their clients. In this situathey leverage cloud
services like laaS from IT giants’ cloud service provideesdd on a negotiated

service level agreement (SLA).

 Carrier cloud: MNOs as a carrier cloud meet the needs for connectivityaidity,
and accountability between heterogeneous wireless niesveord wired systems in
the cloud which are highlighted in mobile communicationgestion issues in MCC

domain explained in chapter 2.

« Reputation trustMNOs such as BT (since 1848, JTelefonica (since 1924)Maxis

http://www.btplc.com/Thegroup/Ourcompany/index.htm

2http://www.telefonica.com/en/home/jsp/home.jsp
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(since 1993, Verizon(since 1983) and NTT DoCoMo (since 1991 have been ex-
isting since the beginning of cellular communication andldestablish reputation
trust among their end-users. Leveraging such reputed/estithe system arbitrator

can remarkably enhances the system adoption.

Fine-Grained Resources (FGRS): The third resource tier in our framework is the
closest cloud-based infrastructure to the mobile senacgiester. In this layer MNO’s
authorized dealers can play the role of trusted surrogatéshvare able to serve compu-
tation to mobile service requesters in vicinity. MNO authed dealers are those service
outlets having wall-connection and direct communicatiaimiINOs that are scattered in
this urban or rural areas to serve and support the MNOs’tslieetter.

Large number of authorized dealers are mainly scatteredfareht business spots
such as shopping mall, market areas, airports, and comaherdldings where plenty of
mobile users are operating. Currently Maxis, one of thedstrglalaysian MNOs, has
1372 authorized dealérsvhich are noticeable number of wall-connected computing en
tities with uninterrupted power source and wired backertvok connection. Utilizing
computing infrastructures of these numerous ever-ingrgagearby resources is deemed
to not only decrease communication latency and executios, tbut also to increase com-
puting capability of mobile devices. However, their compgtesources (i.e., CPU, mem-
ory, and storage) are limited and accessing them may beehintatthe operating hours and
weekdays, that necessitate a scheduling algorithm.

Utilizing horizontally heterogeneous hybrid cloud-basedources model provides

a trade-off between computation and communication latefrpviding cloud services

3http://www.maxis.com.my
“http://www.verizon.com/home/verizonglobalhome/gtemding.aspx
Shttps://www.nttdocomo.co.jp/english/

Shttp://www.maxis.com.my/personal/latest/bpl%5Ffiges/dealers.html
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closer to the mobile user, will decrease communicatiomtate Here, mobile users can
connect to MNO, and then MNO do the job or handle the job byeteks or giant clouds,
and finally the response returns from MNO to the mobile dexicEherefore, horizon-
tally heterogeneous grained-resources can provide cat@oicommunication trade-off
to achieve near-optimal energy and time consumption forpraetintensive cloud-based
mobile applications.

In order to realize functionality of service providers inrdtamework we have de-
signed and implemented several components that are deépideegure 4.2 and described
as follows. These low footprint components are installedwyncomputing device that is

utilized as service provider in our framework with identiftanctionality.

4.1.2 (a) Request Handler

The request handler component plays the role of commuaitatiterface on ser-
vice providers. The request handled by this module is pezphy system arbitrator and
includes the service name, user data, and user preferdmateshiould be processed in
the cloud-based resources. All the communications in taisiéwork follow the asyn-
chronous trait of the ROA where restful communications sgidace. Hence, the system
can perform communication in background without interimgptheir foreground transac-
tions. This feature is vital for MNO dealers so they can panféheir daily routine work
without interaction disturbance.

This component in service providers is contacting its cerpdrt in arbitrator to han-
dle inter-communications via wired network. Each arrivequest should be validated by
the handler to avoid resource wastage of the service previdifter passing thorough
request validation, the received information from the @abor is transferred to the execu-

tion engine for execution. The response from the executigine is sent to the request
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handler so that the computing results of the execution caebeback to the arbitrator.

4.1.2 (b) Execution Engine

Execution engine receives valid requests from arbitrai@request handler to per-
form certain service using the given name, input value, aset preferences. The exe-
cution engine is responsible to inquire the local servicealory of the hosting service
provider to identify the desired service. Upon successfentification, the input data is
sent to the desired service loaded on top of the HTTP seryaonlduccessful execution
of the required service the results are sent back to the agacengine to be embedded
into the response. The response from execution engineviafded to the arbitrator via

request handler.

4.1.2(c) HTTP Server

The HTTP server is required at the time of service executiecause we have de-
ployed ROA for design and development of our framework amgdiegtions. HTTP server
is installed on top of the host OS in service provider maclaine hosts the code and li-
braries of the loaded services. This server monitors the monber 80 (default port),
receives and validates the Unified Resource Identifier (@WRihe requested service, and
performs execution of received requests if validated. Ugactessful execution, the re-
sults are sent to the execution engine. We have used Apaoiesatas a lightweight

open-source HTTP server in this framework.

4.1.2 (d) Service Directory

Service directory is a local database that contains infianand implementation of
all the services that are hosted by the service provider. BRi§es to store the code and
binded library files in each service provider so that executf requests can be started

without need to transmit the code. The same codes can be oseddcution without
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limitation (based on agreement between arbitrator andldeeg. As the Figure 4.1 illus-
trates, the developer is communicating with the serviceigess to update/maintain the

codes for efficient execution.

4.1.2 (e) Synchronizer

Synchronizer is designed to be deployed in all computingiestvhich are employed
as service providers. The role of synchronizer in serviawiglers is to synchronize the
memory state and produced results between the servicederamd service requester via
system arbitrator. Once the execution state is saved oneltsispent storage, the data is
automatically synchronized with the system arbitrator altidhately with mobile service

requester. Without synchronizer component, the apptinatitegration is violated.

4.1.2 (f) Execution Log

In order to maintain the resource utilization in our seryiceviders and adhere to
the service level agreement between the service requestgravider, the execution log
is embedded into the service provider machine. For eachuérec the execution log
component stores the resource information such as timer@d\ye This component is
also used in our data collection task to produce the comgudtency and time of the

Servers.

4.1.3 Mobile Service Requester

In this framework mobile service requester can be any maoifeputing device in-
cluding smartphone, laptop, tablet, wearable computarsmounted computers, and any
other nomadic computing device working on battery accéssila wireless technologies
that requires computational resources for execution ofprgerintensive services. In the

testing phase, we use smartphone as a mobile service request
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Service requesters host applications that are built byiegipin and service develop-
ers to perform desired computing task on the go. The exatuafi@pplications usually
starts from the service requester device which hosted ghiecaion and execution contin-
ues on the device until it reaches a compute-intensive ¥4kle execution continues, a
request is sent by the requester to the arbitrator to ideatifappropriate service provider
capable of executing the desired compute-intensive sg)icUpon complete execution,
the results are sent back to the service requester. In tlosvfoh, we describe functional-

ity of each component deployed in mobile service requester.

4.1.3 (a) Computation Outsourcing Engine

Computation outsourcing engine component is managingrtieeutsourcing pro-
cess in the mobile service requester device. When the easacetches the intensive task,
it collects data and user preferences to build a requestamaid it to the arbitrator via
wireless communication handler component. Once the sestilemote computation are
provided by the arbitrator, the computation outsourcingies integrates the results into

the local application with the help of synchronizer.

4.1.3 (b) Synchronizer

The synchronizer component embedded into the mobile serequester device is
communicating with its counterpart in the arbitrator toumesintegrity of the results dur-
ing the outsourcing process. In the absence of such compahenresults of remote

computation is not properly reflected into the native aggian.

4.1.3 (c) Wireless Communication Handler
The wireless communication handler component performswssedess communi-
cation interface on the mobile service requester. The &miemmunications handled by

this component is asynchronous transmission of the requasating service name, user
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data, and user preferences to the arbitrator and receiengesults of remote execution.
All the communications in our proposed framework undemted®ynchronously to enable
mobile service consumer maintain seamless interactidmtivé rest of applications in the

device.

4.1.3 (d) Mobile HTTP Server

Similar to the service provider that is hosting HTTP serwar have designed and de-
veloped a lightweight HTTP server that can listen to thegassil ports for local execution
of services since our proposal is based on ROA. This sergeives the URI of the desired
service from the client part of the application for execntand validates the request. In
case of successful validation the input values and mematg & provided to the service

for execution.

4.1.4 System Arbitrator

System arbitrator plays the roles of a central arbitrarytemhat manages the en-
tire outsourcing operation. One of the roles arbitratoy gl our proposal is the UDDI
(Universal Description Discovery and Integrations) thasein typical SOA-based frame-
works. Moreover, the overall system arbitration and suigem is taking place. Due
to several key characteristics and benefits of MNOs in maotmi@puting, we exploit
MNOs and deploy arbitrator in MNOs to arbitrate and supertise outsourcing opera-
tions between front-end (service consumers or cloud-realsiers) and back-end (service
providers) entities.

The system arbitrator in our proposal consists of eight megonponents, namely
communication handler, outsourcing engine, service mggisesource scheduler, QoS
management, synchronizer, repository, and outsourciggelothat are depicted in Fig-

ure and explained as follows:
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4.1.4 (a) Communication Handler:

Communication handler in system arbitrator is the commatioa interface of the ar-
bitrator that enables communications between compuésénte mobile applications and
other building blocks in this framework. Similar to the migbéervice requester and ser-
vice providers, the entire communications perform asymobusly so that building blocks
can communicate with each other in background while systeunsable by the users.
Communication handler is responsible to receive the ragtiesn the mobile service re-
guesters through wireless network and forwards it to théirtligon component. It also
receives response from the components and forwards it tontit@le service requester
wirelessly.

Moreover, communication handler has a wired network iatthat provides a com-
munication channel to the service provider. When arbitratentifies an appropriate ser-
vice provider to provision computing resource for exeaubdthe given task, the commu-
nication handler forwards the user data to the identifiediseprovider for execution. It
receives the response from the service provider upon caimpland return to the mobile

service requester after performing relevant tasks in thigrator.

4.1.4 (b) Service Registry:

Service registry component in this framework receivesisemegistry requests from
service developers (who has implemented the service) amotaies relevant data in a
local repository inside arbitrator. The service registiynmgs the roles of UDDI in typical
SOA-based system. However, our service registry workggugghtweight asynchronous
communication style unlike heavy synchronous Simple Qbjecess Protocol (SOAP)
style used in UDDI.

When a new service is registered in the system, the arhitestablishes negotiation
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with potential service providers (among horizontally metgeneous servers) to identify an
appropriate server for its execution (similar to white paggistration in public service
repositories). Upon successful server allocation, theicercode and its associated li-
braries are transmitted to the server for future referencetlae unique accessing address

of the service is registered in the service directory as URI.

4.1.4 (c) Repository:

Repository plays the role of a database that can store iafitomabout all services
and service providers in our framework. It also stores thageecand libraries of all the
services that are registered with this framework. Inforarestored in repository is utilized
by service registry component, outsourcing engine, and IQaisagement to maintain the

entire system.

4.1.4 (d) Resource Scheduler:

The resource scheduler in our framework plays the role aftiieng appropriate
service provider based on the user need and preferencesc@sand time). At runtime,
the request from mobile service requester is sent to themsyatbitrator asking to iden-
tify the service providers that are capable to perform @esservices considering current
user’s location and its preferences. For this componentyseepriori decision making
method in which user preferences are given to the schedusehiance. To minimize the
communication latency and database delay, mobile devieeafds the list of all services
at once asking arbitrator to provide the list of service pexs that can satisfy all the
desired services. So the request is an ordered array oteergimes and maximum ex-
ecution cost, and the response is an ordered array of bimdiogmation for all services
satisfying the total cost and is executed in least executina. We assume that mobile

user mobility during the application execution does notetfthe server allocation deci-
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sion. The service providers are ranked using lexicograptder method based on their
computing cost and time. The first user priority is considg¢mebe the computing cost of
service providers and the second requirement is time (assetpby the thesis’s aim and
objectives). The response is prepared so that the costraedatie satisfied for the entire
services, not individual services.

In order to mitigate the search delay, the scheduler asstiraethe required services
are available and hence directly contacts the repositofgtth the records that fulfil the
requested service and desired criteria (e.g., serviceagd@peration cost), and performs
scheduling on the fetched records. Otherwise, the arbitshiould contact the database to
validate the service name before asking scheduler to finicggprovider which increases
latency. Upon complete resource scheduling (either ssamefailure), the results (either
'service not found’ error or the binding information) arenséo the outsourcing engine

and scheduling ends. The pseudo code of resource selexfioesented in Algorithm 1.

4.1.4 (e) Outsourcing Engine:

Outsourcing engine inside the system arbitrator is one efcdnter components of
the framework. When a mobile service requester sends awdiscequest for the desired
service to the arbitrator, it passes through communic#izomler and reaches the resource
scheduler component in the system arbitrator.

Once the resource identification is completed by the regoscbeduler component
and the appropriate resource is identified, the bindingmédion is sent to the outsourcing
engine. Herein, the outsourcing engine utilizes the bigdiformation to make an indirect
request call (on behalf of the mobile service requesterhédiven resource provider
asking for remote execution or it can send the binding ingtram to the mobile service

requester for direct contact (for evaluation purpose, veslie former approach).
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Algorithm 1: Pseudo code of Finding Service Provider
1: Begin;
2: Data: ser names..| = service namégsl, s2,s3, ..., sn};
3: loc=user location
4: cost= user maximum cost
5: Var: ser_provider costj = cost of executing service i inthe service provider
6: Result The array of binding information of all the service provisie

7: Select * from database where Ser_provider_locationaiwt
ser_provider_cost<cost;

8: Select allSer names¢sl, s2,s3,..sn whereser_provider_cost; +
ser_provider_costy + ser_provider_costs + ...ser_provider_cost, < costand
store them irServ _providerin|[sl,s2,s3...,sM,0<n<m

; // m= maximum number of alternative service provider combinations
9: Find the maximunser_provider_executiontimein each combination from
Serv provider|n|[sl,s2,s3...,sM;

10: Sort theSer_providerin|[sl,s2,s3,..sn using lexicography technique;

11: Select the minimum of identified maximum execution tirhe o

Ser providern|[sl,s2,s3,..sn and store irResponse

12: Retrieve the binding information of the service prov&lia Responseas the
final results;

13: Forward the array dRespons#o the outsourcing engine;

14: End.

Upon completion of the service execution in the remote gertbe results are received
by the outsourcing engine. Outsourcing engine unmarshaigesponse and uses the
inside results to build a response message for the mobile&saequester and forwards it
through the wireless network using communication handitarface. The same process

is performed for failed resource discovery.

4.1.4 (f) Synchronizer:

The synchronizer component deployed in the system arbitcctmmunicates with
its counterpart in the mobile service requester and sepriceiders to ensure integrity of
the results during the outsourcing process. In the absdrmgch component, the results
of remote computation inside the service provider machiaenat properly reflected into

the native application in the mobile service requester rnmach
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4.1.4 (g) QoS Management:

Using QoS management component, we measure and collect @wsfor each
successful or failed service execution in our frameworke $fistem arbitrator needs to
keep track of functional and QoS attributes of all resourceiders including giant clouds,
MNOs, and MNO authorized dealers. These QoS informatiobaneficial at the time of
resource allocation by the resource scheduling. The res@meheduler utilizes QoS values
of all available service providers to choose the near-agitsarvice provider for each call.
Major QoS metrics utilized in this proposal are availapilfsuccess/failed execution),
network latency to reach the service provider, and compguétency (time to execute the

service by service provider).

4.1.4 (h) Outsourcing Log:

In order to complete the tasks designed for QoS managememiawent, the out-
sourcing log is required to log the QoS information for eaaksourcing execution. The
information from this logger and execution logger in eachoe service provider are used
by the QoS management component for ranking service pnszide

Figure 4.5 illustrates the flow of runtime computation outsing from local exe-
cution initiation till the execution completion in our frawork. The Figure consists of
three main building blocks, namely mobile service requesisstem arbitrator, and hori-
zontally heterogeneous service providers. The flowchartsstrom start state located in
top leftmost and flows towards down and right side of the otharitng runtime and it ends
at the bottom leftmost terminate state. The blue processesare executing in parallel;
the synchronizer executes in background and applicatieawion in foreground.

As the service provider rectangles are depicted in the fighese are three heteroge-

neous service providers which are called at runtime foratkeg the prototype application
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Figure 4.5: Flowchart diagram of runtime mobile computatatsourcing in the proposed

framework

for our performance evaluation purpose. It is notewortlag the flow chart contains only

the states necessity for successful runtime computatitsoarcing. Thus, components

such as loggers and QoS management are disregarded to axgitexity.

4.2 Significance of The Proposed Framework

The proposed framework has several significant featurésatbaescribed as follows.

 Portability: One of the most significant features of this framework isfptat-

independence which is inherited from the SOA. The framewsioth vertically
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and horizontally platform-independent. The former ensubhat applications built
based on this framework can be executed on various versigertdin OS, such
as Android. The latter means that applications built baseths framework can
be executed on and ported to varied mobile operating sysigtingut considerable
reconfiguration and modification. Employing SOA in this femork not only en-
hances the portability but also omits the virtualizatioernead. In the absence of
cross-platform solutions, the service providers and neof@rvice requesters need

to employ virtualization technology which is a costly anéweapproach.

Lightweight Compute-intensive Mobile Application: In design and development
of this framework, we have employed Resource Oriented Agchire (ROA) and

cloud computing principles. The service-based developgpemerates loosely cou-
pling of resource-intensive services with the rest of thgliaption. So, overhead

of identifying, partitioning, and offloading applicatiom temote resources are omit-
ted and hence the application execution originates lespdeahand energy costs.
Therefore, the mobile applications developed based ofrtinisework feature higher

portability, scalability, and elasticity and are lightght.

The term ‘Lightweight’ in our framework refers to the low tporal and energy
overheads of utilizing heterogeneous granular cloudbassources for efficient
computation outsourcing of compute-intensive mobile @ggibns. Furthermore,
the proposed hybrid framework imposes low burden for deprakent of applica-
tion, maintenance of cloud services, and porting appbecatio different devices for

mobile users which are also considered as lightweight featu

Adaptiveness:The proposed architecture is the premier multi-tier horiadly het-

erogeneous granular MCC architecture that employs theeg dif cloud-based re-
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sources with different granularity levels of coarse, madiand fine. Employing
horizontally heterogeneous granular resources in thisdveork enhances the sys-
tem adaptiveness and flexibility by performing latency é-adf between comput-
ing and communication when leveraging remote resources.cobhrse-grained re-
sources feature low computing latency but high commurocakatency whereas
fine-grained resources provide high computing latencydeelsiw communication
latency. The medium-grained resources feature medium etatipn and communi-
cation latencies. Hence, convergence of these horizgitaterogeneous resources
can efficiently and effectively realize the computing regments of multitudes of
inhomogeneous compute-intensive task using a computationmunication trade-

off toward a highly adaptive solution.

Trustworthiness: Exploiting MNOs and their authorized dealer in hosting arbi
tration operation is a novel significant feature of this feavork that significantly
enhances its trustworthiness. MNOs are trustworthy medvaiho has been serving
mobile end-users from the beginning of the telecommurooatiechnology. Thus,
MNOs could develop a reputation and historical trust overyhars among end-
users. Leveraging such trustful arbitrator to superviseothtsourcing operation and
its trusted dealers not only improves the reliability andiability of the framework,
but also enhances the trust among end-users. Moreovest divd indirect benefits

of this framework for MNOs encourage its successful adoptio

Seamlessness:Asynchronous communication technology used in this fraorkw
enables unobtrusive distraction-free interaction bebhtle mobile service requester,
system arbitrator, and service provider. While the executif compute-intensive

task continues outside the device, the mobile end-userean ikteracting with the
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rest of application and also with other functions in the deviHence, user experi-

ences a seamless interaction and outsourcing in this frankew

» Centralized Architecture: Considering implications of using ad-hoc and peer-
to-peer architectures, utilizing centralized architeetis remarkably enhancing the
complexity and management process in computation outswurdtilizing central
arbitrator and transferring the complexity of interactimigh heterogeneous service
providers to arbitrator improves management and compietithe framework and
omit the overhead from the mobile service requester. In bserce of such cen-
tralized architecture, the overhead of service providscaiery by mobile service

requester could neutralize the benefits and performanoeofjaiutsourcing.

4.3 Performance Evaluation System Design

In this part we explain the characteristics of our perforagaavaluation system in-
cluding performance evaluation metrics and methods. Wedaote and describe our
performance evaluation metrics. These metrics are selgotefficiently evaluate the
lightweight properties of our MCC frameworks.

Moreover, we explain the methods to evaluate and validaeg#rformance of the

proposed framework.

4.3.1 Performance Metrics

We present round-trip time and energy consumption as odionpeance evaluation
metrics here. Application round-trip time and consumed@nare two commonly used
metrics in evaluating the performance of the MCC outsogrsystems that are presented
in Table 4.1 and explained as follows. We also describe tatsmethods for collecting

time and energy data in this experiment.
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* Round-Trip Time (RTT): is the total time taken from initiation stage of a compute-
intensive application to completion stage for one worklwaahillisecond (ms). The
RTT for local execution mode is referred to as Local Rounigh-Time (LRTT) and

for hybrid execution mode is called Hybrid Round-Trip Tink#éRTT) in this study.

» Energy Consumption (EC): is the total energy consumed to complete entire pro-

totype application for a workload that is presented as joille (mJ).

4.3.2 Data Collection Tools

Among different tools and methods of generating execuiime tincluding manual
and automatic data collection we have designed and dewtkyematic logging timers
that start counting at the beginning of the application akea and ends when the appli-
cation successfully completes. Auto logging is benefigiavoiding man-made mistake
and enhancing data integrity, reliability, and accuracgreglysis and synthesis stages.

Table 4.1: Performance Metrics Analyzed in This Experiment

Performance Metrics Unit

Round-Trip Time (RTT) ms
Energy Consumption (EC) mJ

The energy data is collected using Power Tutor 1.4 whichpsloke of energy profil-
ing for the computing and wireless communications. Thegneonsumed by the other
components such as storage and LCD is disregarded in thig $tecause our tested proto-
type is a compute-intensive application. In order to avoahrmade mistakes, the energy

values are extracted and acquired from the log files creat¢adeoPower Tutor.

4.3.3 Evaluation Methods
The performance of this framework is evaluated via benckingrexperiments on

real android device. Using 30 synthetic workloads, the degacollected for analysis. The
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results of our benchmarking are validated via statisticadleh. We produce the statistical
model using independent replication model to train theeggjon model. The identified

statistical model is validated using split-sample apphodde validated models are used
to generate the execution times and energy consumptiondata analysis and synthesis

testify the performance of the proposed framework.

4.4 Conclusions

In this chapter, we have presented description of our pegpé&amework. We pro-
vide a schematic presentation of the proposed frameworktamaajor components. The
functional and non-functional characteristics of each ponent are described as an in-
dividual entity. Overall operation of the proposed modsbak described using sequen-
tial diagrams and flowchart. Several significant aspecthefproposed framework are
highlighted. Utilizing MNOs as service provider and araior in this framework has
enhanced its trustworthiness, adoption, and utilizing R@zhitecture helped us to effec-
tively achieve our lightweight feature of the proposed feavork. Performance evaluation
system design that can be used to evaluate and validaterpearioe of the proposed work
is described. We have determined the application roumpdtime and energy consump-
tion as our performance evaluation metrics in this studyndBenarking and statistical
modelling are determined for performance evaluation psep@enchmarking method is
used to evaluate performance of the framework and its firsdamg validated via statisti-
cal modelling. The apparatus for collecting round-tripagiand energy consumption are

explained.
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CHAPTER 5

PERFORMANCE EVALUATION

In this chapter, we describe the approaches to evaluateetifiermance of the proposed
framework. For this purpose, we analyse execution of a coeamiensive mobile appli-
cation considering two performance metrics, namely Rotmg-Time (RTT) and Energy
Consumption (EC) in two execution models of local and hybffthe hybrid execution
mode represents our proposed framework. Using series afhb®arking experiments
in real environment, we evaluate the performance of our éwonk. The performance
evaluation results of our framework are validated usingistteal modelling. To devise
our statistical model, we leverage regression analysiseamloy independent replication
model to produce a dataset to train the regression modetdbr to validate our statistical
model of our framework, we use split-sample approach. Thidated statistical model is
used to validate the findings of our performance evaluagsnlts.

Section 5.1 presents our benchmarking experiment. In@ebtk, we describe how

the statistical model is created and validated. The chaptamcluded in Section 5.3.

5.1 Benchmarking

In this section, we describe the hardware and software usttiexperiments, and
explain the methodology used to benchmark the local andidhgxecution modes when
collecting the round-trip time and profiling energy constimmp.

The mobile device used in this experiment is a HTC Nexus Orertpimone featur-
ing Qualcomm QSD8250 Snapdragon with 1 GHz Scorpion proce542 MB RAM,

512 MB ROM and standard Li-ion 1400 mAh battery that is rugnndroid Operating
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System (OS) 2.3.4.

The wireless access point used in this study is Cisco Link&¥&I'54G running
firmware Ver. 4.21.5 that compiles with 802.11g at 2.4 GHgdency. Three hetero-
geneous servers are selected in this experiment in diffgranularity levels. The coarse-
grained server is a compute optimizetixlargevirtual machine instance of the Amazon
EC2 located in Singapore. The server runs 64-bit Microsafiddws Server 2008 OS
with 8 vCPU featuring 20 elastic computing unit (equal to @4 GHz CPU speed), 7
GB RAM, 4 x 420 hard disk with high performance Input/Output (I/O).

Table 5.1: Technical specifications of the client and sarused in benchmarking analysis

Device Machine Type CPU Type CPU Speed | CPU Cores| RAM | Storage oS
Qualcomm 1 GHz 512 512
Smartphone Smartphone QSD8250 Scorpion 1 MB MB Android
Snapdragon 2.3.4

Coarse-grained cl.xlarge Amazon| 20 ECU equals . Win 2008 server
Server Cloud VM EC2 VM t0 24 GHz 8VCPU | 7GB | 47420 64-bit

Medium-grained Desktop . Win 7
Server Dell Intel i5-2500 3.3GHz 4 8GB 1TB 32-bit
Fine-grained Laptop Dell Intel 2450M Win 7
server XPS14z Processor 25GHz 4 4GB 178 64-bit

The medium-grained server is a DELL desktop computer fegguintel i5-2500 quad
core processor working at 3.3 GHz speed, having 8 GB of RAM 1afB storage, running
32-bit Microsoft Windows 7.

The fine-grained server, is a DELL Laptop XPS14z featuririgll2450M Processor
2.5GHz clock speed, 4GB RAM, 1 TB storage, and 64-bit Win 7 bomable 5.1 presents
summary of the systems specifications.

The prototype mobile application developed for evaluatiolocal and hybrid mode
is a service-based client-server application consisthafet utility services of factorial
(calculates the factorial of the given workload), primer{fies if the given prime number
if prime), and power (it raises 999 as base into the given eapts).

In local execution mode, both client and server componemg®gecuted solely on
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the mobile device, whereas in hybrid execution mode, tletliomponents are executed
locally and server components hosted on remote serversuiltbthe client side compo-
nents we used jQuery 1.8.0 which is low footprint languagel&veloping cross-platform
systems. jQuery language is beneficial in resource-canstreobile devices because it
consumes less processing time and energy to complete thdtas PHP 5.4.24 was used
to build the server side components which is predominargigdipropose server side lan-
guage that suits HTTP-based applications. In the server Siluctured Query Language
(SQL) server is installed as a database management systeenwé@bserver to host the

utility services is Apache Tomcat web server for the all resrservers.

5.1.1 Local Execution

This section describes the process of generating evatud#ita when the prototype
application is running in the mobile device. In coming twatsens, we discuss how the
application round-trip time and consumed energy data dieated. During data collec-
tion, all the secondary applications in the mobile deviae @minstalled to avoid unpre-

dicted interruption.

5.1.1 (a) Round-Trip Time (ms)

In order to collect accurate data for running the applicatiside the mobile device,
we deploy internal timers that are working with mobile imi@lrclock. The timers start
right before the under investigation code starts and en@swhe codes finish. The timer

values are stored without user interpretation to avoid maade mistakes.

5.1.1 (b) Energy Consumption
PowerTutor 1.4 is used to monitor and profile the energy wafuem the mobile
device. For accurate energy measurement, the CPU EC is adgumed considering the

fact that in local execution mode, wireless communicatiangmitter is off. The LCD
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energy consumption is disregarded to more effectivelyyaneathe energy consumption of
computing the task. In this study, we observe that battergl lef the mobile device is
important in energy consumption of the device. If the battertoo low, the energy data
are unreliable. Hence, we ensure that throughout the dd&cton in this mode, mobile
device’s battery does not drop below 50 % according to liteeaand our tests. The USB
cable is disconnected and mobile device is working in roompierature between 20-22
Celsius. Also, the mobile device is fixed on the table to emsw movement during
energy profiling. Data collection is paused every few miaute ensure that excess CPU

heat does not impact on the reliability of collected data.

5.1.2 Hybrid Execution

We explain the process of generating evaluation data wheprtitotype application
is running at hybrid execution mode. The application exeounitiates from the mobile
device and ends in the mobile device by presenting the sesalthe screen. In coming
two sections, we discuss how the data of application roupdine and consumed energy
are gathered. During data collection, all the secondar{icgifwns in the mobile device

are uninstalled to avoid unpredicted interruption.

5.1.2(a) Round-Trip Time

Similar to the local execution mode, we collect data of ragrthe application in hy-
brid execution mode using internal timers inside the matbise are working with mobile
internal clock. The timers start inside the mobile rightdsefthe under investigation code
starts and ends when the codes finish. The timer values aeslstithout user interpreta-
tion to avoid man-made mistakes.

In hybrid mode, because the communication delay is entedawe have used timers

in server systems as well. The timers start when the sermécss are called for execution
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and end when finish computation. The times are automatitadiged. To log the arbi-
tration time, there is a counter inside the arbitrator tkeatts counting when the arbitrator
calls the scheduler and stops when the schedulers idenltiéeservers and return their IP

addresses to the arbitrator.

5.1.2 (b) Energy Consumption

For collecting energy data, the PowerTutor is used that tamnmiand profiles the
energy values from the mobile device. In hybrid executiomey@part from energy con-
sumption of CPU, we collect energy consumed by WiFi tranemitThe LCD energy
consumption is disregarded to more effectively analyzeetiergy consumption of com-
puting the task. During the data collection process, wererthiat mobile device’s battery
does not drop below 50 % -as explained in local execution mdtle USB cable is dis-
connected and mobile device is fixed on the table without m@re and working in the
room temperature of between 20-22 Celsius. Data colledipaused every few minutes,
to ensure that excess CPU heat does not impact on the rgjiatbitollected data. Since
execution of intensive components is performed outsidelévice, the processor work in

less temperature and hence, frequency of pause during alietion is less.

5.2 Statistical Modelling

In this section, techniques that were used to provide staisnodelling of analysing
round-trip time and execution time of application are dgs®d in two modes of local and
hybrid. The prototype application used in this effort corsgad of three compute-intensive
tasks, namely factorial, power (x,y), and prime servicadotal mode, the complete code
of application and web server is running inside of the sniemtig, whereas in hybrid mode,
the compute-intensive part of application (factorial, pof,y), and prime services), along

with arbitrator, scheduling algorithms, and database an@ing outside of the mobile
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device, in the heterogeneous hybrid cloud resources.

The statistical model is validated using split-sample nhadd use part of the dataset
for building the model and use the rest to validate the mddgihg SPSS 21, we divide our
dataset into two random subsets whose data are randoméyeslesing uniform function
of the SPSS 21. The statistical model is applied to the sslifahain dataset and the

results are used to validate the model. The supportingtsesd validation proof of model.

5.2.1 Local Mode
5.2.1(a) Local Round-Trip Time (LRTT)

The application’s round-trip time (RTT) in local mode calleRT T is the total time
consumed to execute all compute-intensive services inlmdbvices. Therefore, for each

workloadi, theLRT Tis,

LRTT=RTTig +RTTow + RT T, (5.1)

whereRT T, RT Tow, andRT T,r are execution time of factorial, power, and prime ser-
vices, respectively. Therefore, first we formulate expet¢ime for each of them. These
three algorithms have different time complexity. So, torelaterize growth rate of dif-
ferent functions according to their workloads, the Big Oatioin is used. However, Big
O notation can only provide upper bound estimation to thevgraate of the function
which is not accurate enough to perform evaluation. Theeefpecific equation for each
function identify the both upper and lower bounds, alonghvagbnstant and coefficient
expectation values related to specific device, running ldparighm.

In order to evaluate the execution time and energy consompfithe mobile appli-
cation, we leverage observation-based prediction metsodyisupervised regression as

the most common approach. In this approach, we produce aagaktime dataset by
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measuring the execution time of workloads in the specificetien environment. The
dataset is used to train the regression function to undetskee correlation between time
and workload intensity. The result of regression traininguges us about type of correla-
tion between time and related workloads, and energy anésmonding workloads. This
is useful for determining an accurate round-trip time eigumatin the following we present
the result of regression analysis and round-trip time eqadbr each services.

Factorial's Algorithm: Analyzing the algorithm results the Big O notation®@&f 2)
because, the highest degree of loops in the algorithm is thwerefore, the factorial
algorithm is classified as quadratic algorithm and its retriltime Equation RT Tr¢) is

a quadratic equation as below:

RT T = Af2+Bf +C (5.2)

where, f is the workload andRT T;. is the total time in ihg to execute factorial service
on mobile devices. Herein, first we show the correlation eetwRTT and corresponding
workloads which is depicted in Figure 5.1.

The results in this figure shows that the existing corretatioquadratic. Therefore,
it is feasible and appropriate to perform quadratic regoesanalysis to determine the
equation.

To identify the coefficients and constant values, we anallggegrowth rate of exe-
cution time and its correlation with workloads using curgéreation regression in SPSS.
The summary results of regression and Anova test presanfi@ble 5.2 advocate that the
quadratic regression model is as accurate as %99 and isifittethe expected equation
and time complexity 0D( f2).

TheR SquareF andSig values in the Table 5.2 show significant direct correlations
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Figure 5.1: Quadratic correlation between RTT and cornegdjmg workloads of factorial
algorithm.

between the workloads and their corresponding executiorgsi So, by replacing the
coefficientA, B with b2, b1, respectively and the constant valu&€Cah Equation (5.2)

with Constant value from Table 5.2, we have,

RT ;¢ = 7.09E — 42— 0.978f; + 101397 (5.3)

Here, is noticeable that the coefficient If as (709E — 4) is a scientific notation. Later,
the results from Equation (5.3) for each workload are regglagith RT Tr¢, in Equation
(5.1).

Table 5.2: The summary results of quadratic regression hiod&actorial application in
local mode.

Model Summary Parameter Estimates
R Square F Sig. | Constant| bl b2
0.997 | 1776.96| 0.000| 1013.97| -0.978| 7.09E-4

In order to validate the devised model for factorial, we perf split-sample vali-

dation model that successfully demonstrates validity efdevised model based on the
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results of the analysis reported in Table 5.3.

Table 5.3: Results of split-sample validation approactaofdrial service in local mode

Metrics | split = 1.00 (Selected) split = 0.00 (Selected) Non-split Sample
R 1 1 1
R? 1 1 1
AdjustedR? 1 1 1
df 15 13 29

The results show strong correlations between the facteogkloads and the execu-
tion time in all the three cases.

In the Table, the value of R,%Rand adjustedr? are shown beside the df. Df row
shows the number of cases used in each test. In the first cage gplit is 1, the df=15
shows that there are 16 cases in this sample. The correlagtwveen the workloads and
RTT in this sample is full.

The second case with df=13 where the split value equals tan@acs 14 samples
with fully supporting adjusted®? = 1 value, and in last case with full sample size of 30
workloads (df=29), the adjusted ¥ = 1. In split-sample validation, there should be at
most 5% difference in adjustd®? of splits and the full sample. Since the difference be-
tween theR? values of split samples and full sample are less than 5%nibeaconcluded
that the proposed model remains valid.

Power’s Algorithm: Analyzing the power algorithm results the time complexity
of O(p®) to run the big workloads specially with large exponents fowgr function in
resource-constrained mobile device environment. Basdtiismesult, we expected that
the execution round-trip time of power functioRT Tow) is calculated by a cubic equation
as follows:

RT Tow = AR + B +Cp +D (5.4)

where, p is the workload’s exponent arldT Ty is the total time in ing to execute
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Figure 5.2: Cubic correlation between RTT and workloadsavigr algorithm

power service on local mode. Before performing regressi@nshow the correlation be-
tween RTT and corresponding workloads for the power allgorivia scatter diagram to
ensure the type of correlation between RTT and workloadgurgi5.2 shows this cor-
relation. As it was expected, the results in this figure shoat the existing relationship
between total execution time and workloads is cubic. Theegfperforming cubic regres-
sion model is feasible for this correlation.

Also, to identify the coefficients and constant values, weeawgve estimation regres-
sion in cubical mode. The summary results of regression amayatest presented in Table
5.4 advocate that the cubic regression model is as accus@®9a and is fitted into the
expected equation and time complexity®@fp®). TheR SquareF andSig values in the
Table 5.4 show significant direct correlations between thikisads and their correspond-
ing execution times. Therefore, by replacing the coeffickeB, C, and constant value of
D in Equation (5.4) with b3, b2, b1, and Constant value froml@&4, respectively, we
have,

RT Thw = 3.52E — 9p® — 1.38E — 4p? +2.080p; — 6.98E3 (5.5)
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The round-trip time calculated for each workload by thisrata is replaced withRT Ty,
in Equation (5.1).

Table 5.4: The summary results of cubic regression modegddarer application in local
mode.

Model Summary Parameter Estimates
R Square F Sig. | Constant| bl b2 b3
0.998 | 8351.26| 0.000| -6.98E3 | 2.080| -1.38E-4| 3.52E-9

Similar to the factorial mode, the devised statistical mad@ower is also validated
with the same approach. The results of the validation arerteg in Table 5.5.

Table 5.5: Results of split-sample validation approachovter local RTT

Metrics | split = 1.00 (Selected) split = 0.00 (Selected) Non-split Sample
R 1 1 0.999
R? 0.999 0.999 0.999
AdjustedR? 0.999 0.999 0.999
df 15 13 29

As the results of our study in the table indicate, there idlasfipport in correlations
between the power workload values and the RTT time in all lineet cases. In the first
case where splitis 1, the df=15 shows that there are 16 casles sample. The reported
correlation between the workload and RTT in this sample isigsificant as adjusted
R? = 0.999. The second case where the split value equals to 0, thstadR? = 0.999 for
14 samples, and in full sample size of 30 workloads (df=28,adjusted &2 = 0.999.
Since the difference between tR8 values of split samples and full sample are less than
5%, the proposed model is valid.

Prime’s Algorithm: For this service we select the prime workloads to have a céenapu
intensive application with longer response time comparth wiorkloads that are not
prime. Analyzing the algorithm results the time complexfyO(r) for running prime

workloads. Based on this result, the linear equation is eegefor round-trip time of
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Figure 5.3: Linear correlation between RTT and correspapdiorkloads of prime algo-
rithm.

application afkT Ty as follows:

RT Ty, = Ari +B (5.6)

where,r is the prime workload an&T Ty is the total time in g to execute prime
service. To ensure the linearity correlation between RTd @mrresponding workloads
for the prime algorithm we show the scatter diagram plottedrigure 5.3. As it was
expected, the results in this figure shows that the the liredationship between RTT and
related workloads. Therefore, the linear regression misdehsible for this correlation.

We use linear estimation regression to identify the cofi@taand constant values.
The summary results of regression and Anova test presemiebie 5.6 validate that the
linear regression model is as accurate as %98 and is fittedhatexpected Equation 5.6.
Also, theR SquareF andSig values in the Table 5.6 show significant direct correlations
between workloads and their corresponding execution tifierefore, by replacing the

coefficientA and constant value @ in Equation (5.6) with b1 and Constant value from
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Table 5.6, we have

RT Tor, = (5.39E —3)ri + 11125 (5.7)

The round-trip time calculated for each workload by thisriata is replaced witlRT Tor
in Equation (5.1).

Table 5.6: The summary results of linear regression modgdrione application in local
mode.

Model Summary Parameter Estimates

R Square F Sig. | Constant b
0.989 | 1141.71| 0.000| 111.25 | 5.39E-3

The devised prime model is validated using split-sample@ggh. The results of the
analysis are reported in Table 5.7.

Table 5.7: Results of split-sample validation approactooél prime RTT

Metrics | split = 1.00 (Selected) split = 0.00 (Selected) Non-split Sample
R 1 1 1
R 1 1 1
AdjustedR? 1 1 1
df 15 13 29

As the results in the Table show, there is a strong correlati®tween the indepen-
dent and dependent variables in all three sample sizese liirghcase where splitis 1, the
df=15 shows that there are 16 cases in the sample. The adfiR%talue in table shows
perfect correlation between the RTT and prime workloadevaiuthis sample. The second
case with df=13 with split value of 0, the adjustBé = 1 which is an evidence on full
collaboration and support. In last group of full sample §dfe29), the adjusted iB? = 1.
Thus, because there is no difference between the adjBtedlues of split samples and
full sample, the criteria for split-sample validation (difence less than 5%) is met and

hence we can conclude that the proposed model is valid.
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We demonstrate that our devised models are valid and hencanvkeverage these
models to generate the total local RTT by substituting thatrside of Equations (5.3),

(5.5), and (5.7) in Equation (5.1. Thus, thRT Tis:

LRTT =RTTig +RT Ty + RT Ty,
= (7.09E — 42 —0.978f; + 101397)
(5.8)
+ (3.52E — 9p? — 1.38E — 4p? + 2.080p; — 6.98E3)

+ (5.39% — 3rj +111.25)

By calculating the sum of constant values, we simplify the&amn (5.8) as below:

LRT T = (7.09E — 4f? — 0.978f;)
+ (3.52E — 9p> — 1.38E — 4p? +2.080p;) (5.9)

+ (5.39E — 3rj) +5.96E3

The above statistical model is used to generate roundhutngstof 30 different work-

loads that will be presented in the next chapter.

5.2.1 (b) Local Energy Consumption (LEC)

The most part of local application energy consumption on itaadevices is com-
prised of the energy consumed by CPU and LCD at applicatin+timie. In this study we
consider only CPU usage which is completely dependent togsing time of services
running on mobile devices. Therefore, to calculate thd &stargy consumptiobEC (mJ)

consumed for the local execution, we expect to have an exquas follows,

LEG =LRT T x (TEGpy) (5.10)
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Figure 5.4: Linear correlation between round-trip time andrgy consumption of appli-
cation in local mode.

Herein, we put the identified value bRT T observed from Equation (5.9) in the Equation
5.10. Herein, to ensure the type of correlation between LBMd LEC, we use scatter
diagram presented in Figure 5.4. The fit line of diagram essstire linearity of this corre-
lation. Therefore, the linear regression model is feadinlehis correlation and expected
energy consumption equation.

Therefore, to have the mean value of energy consumed by CPUnhiiesecond
TEGC:puto process tasks on mobile device, we use the linear regressdel for a dataset
of workloads. The summary results of regression and Anostapieesented in Table 5.8
shows that the linear regression model is as accurate as #6949 fitted into the expected
Equation (5.10) with considering? equal with 0.999 form model summery. Also, the
andSig values in the Table 5.8 show significant direct correlatioetsveen workloads and
their corresponding execution time. The 0.344 (mW) showisn@sed power consumed

by CPU per millisecond to tally with the execution time uriReplacing thé value from
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this table withT EC.py in Equation (5.10) is resulted as follows:

LEG =LRT T x0.344

(5.11)

where the unit ofLEC is (mJ) and shows the total energy need to execute the mobile

application at total time of RT T in (mg) for theit" workload.

Table 5.8: The summary results of linear regression moadebt@l energy consumption.

Model Summary Parameter Estimate
R Square F Sig. b
0.999 | 13489.84| 0.000 0.344

S

To validate the model the split-sample approach is perfdrorethe dependent and

independent variables and the existing correlations ispiiesamples and full sample are

studied. The results of the analysis are reported in TaBle 5.

Table 5.9: Results of split-sample validation approactooél CE model

Metrics | split=1.00 (Selected) split = 0.00 (Selected) Non-split Sample
R 1 1 1
R? 1 1 1
AdjustedR? 1 1 1
df 15 13 29

As the results of our study in the table indicate, there isangtsupport in correlations

between the independent and dependent variables for @lithe cases. The df row shows

the number of cases in each test. In the first case where sgljtthe df=15 shows that

there are 16 cases in the sample. The reported correlattarede the RTT and energy

consumption in this sample is as significant as Adjustée= 1. The second case with

df=13 where the split value equals to 0, the AdjusRd= 1, and in full sample size of

30 workloads (df=29), the Adjusted R = 1. Since the difference between tRévalues
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of split samples and full sample are less than 5%, we can gdadhat the proposed
model is valid. The trained values of energy consumption®@tl#ferent workloads by
this statistical model will be presented in the next chafgt@ompare with measured value

of energy consumption in real experiment.

5.2.2 Hybrid Mode
5.2.2(a) Hybrid Round-Trip Time (HRTT)

In hybrid mode theHRT T for executing the cloud-based mobile application (CMA)
is calculated via considering the arbitration, commumicabverhead, and maximum time
needs to process three services of factorial, power, antegn remote resources. In hy-
brid mode, mobile device calls arbitrator and sends aloegniime of desired services
asking to find appropriate resources for remote executititrator use its scheduler com-
ponent to find the IP address(es) of the appropriate servasaders able to perform mo-
bile device task; one found, the scheduler return resultise¢@rbitrator. Then, arbitrator
makes asynchronous calls to the identified remote resoaloeg with data asking for ex-
ecution. Once the results are completed and received tabiteator, it forwards them to
the mobile device. Therefore, for calculation of HRTT wechézcalculate the Arbitrator
Time (AT), Remote Execution Time (RET), and the total comioation time to complete
CMA.

So, theHRT T equation foiit"'workload is as follows:

HRTT = AT +RET+CT, (5.12)

whereHRT T is the total time to execute each workload in hybrid modg,is the arbi-
trator time,RET is the remote execution time, a@; is the communication time faF"

workload.
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The AT is the total time taken foit" workload by the mobile device to send the
request to the arbitrator for IP addresses of the remotauress, along with delay of
scheduling task and fetching data from the database. Wéetiea scheduling time is
independent of workloads, then we consider only one meareval all workloads. Also,
its value highly depends on the wireless network and pefdioce of computing device
that hosted the system arbitrator. Therefore, we repddc® AT. In order to identify the
mean value of system arbitrator, we measured the arbitdalays. The calculated mean
value is 104139 (ms). For the sake of simplicity, we round the delay to 10%%) per
call. Therefore, we have,

AT = 1041(ms) (5.13)

RET in the Equation (5.12) is the total round-trip time of exéegtall three services for

ith

in multi-layered remote servers including the total timketafrom the moment that
arbitrator performs remote calls until it receives the hessult includes communication
delay of transmitting workload values to the remote seraexsreceive their results plus

computing time in the servers. Hence, we can writeRE; equation as below:

RET = RETi + REThw +RE T, (5.14)

whereRETic, RETow, andRE Ty are remote execution time of factorial, power, and prime
for it" workload, respectively. Because, there are more than aneteeserver to per-
form remote computation, it is beneficial to perform asyodwous calls from the system
arbitrator, so that, remote executions perform in parall¢ierefore RET equals to the

execution time of the longest service. Hence, we have

RET = Max(RE Ty, RETow, RE Ty, (5.15)
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Figure 5.5: Cubic correlation between RTT and workloadsavigr algorithm.

According to the results of our independent replicatior,fgbwer function is the heaviest
service that takes the longest time. So, the maximum exattithe between all services

is belong to power function. Then, the equation can be reswris:

RET=RETy, (5.16)

Here, also we follow the same approach like local mode aretége observation-based
prediction method using supervised regression model. Atammed in local execution
mode, the complexity of power algorithm is cubic and the ¢iquawill be cubic. There-

fore, we will have

RETw = Ap’+ B +Cp +D (5.17)

Figure 5.5 depicts the correlation between remote exattitioe of power function and
related workloads to ensure the type of correlation. As & aspected, the results show a
cubic relationship betwedRE T,y and its related workloads. Therefore, the curve regres-

sion model of cubic is feasible for this correlation.
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In order to identity the coefficients, we perform the curvigneation regression. Table
5.10 shows the summary of regression analysis results.

Table 5.10: The summary results of cubic regression modeéfaote execution time.

Model Summary Parameter Estimates
R Square F Sig. | Constant| bl b2 b3
0.996 | 3091.113| 0.000| 17.56 | O | 1.79E-006| -2.59E-011

TheR SquareF andSig values in the Table 5.10 show significant direct correlation
between workloads and their corresponding remote exetctitiee. Therefore, by replac-
ing the coefficienA and constant value & in Equation (5.17) with b1 and Constant value

from Table 5.10, respectively, we have,

RETow = (—2.59E — 011)p2 4 (1.79E — 006)p? + (0) p; + 17.56

(5.18)
— (—2.59E —011)p? + (1.79E — 006) p? 4 17.56
Therefore, based on Equation (5.16) we have,
RET = RETow
(5.19)

— (—2.59 —011)p? + (1.79E — 006) p? 4 17.56

Before we leverage the result produced using the above maeelalidate the de-
vised model using split-sample approach that is used ineeaslidation efforts in this
chapter. The split-sample approach is applied to idertiédorrelation between tHRET
and the value oP and compare the existing correlations in the split samptesfall
sample. The results of our analysis are reported in Tabledndl interpreted as follows.

As the results in Table 5.11 show, the existing correlatioetsveen they; andRET
are significant for all the three cases. In the first case whplieis 1 and df=15, the

reported correlation in this sample is full. The second caglke df=13 where the split
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Table 5.11: Results of split-sample validation approactRigT in hybrid mode

Metrics | split = 1.00 (Selected) split = 0.00 (Selected) Non-split Sample
R 1 1 1
R? 1 1 1
AdjustedR? 1 1 1
df 15 13 29

value equals to 0, the adjust®d = 1, and in full sample size of 30 workloads (df=29),
the adjusted i = 1 too. Thus, due to full similarity of the adjust&¥ value for both
split samples and the full sample and different less thantB&gproposed model is valid.

The total communication del&yT; is the existing delay caused through wireless com-
munication during the entire hybrid mode cycle. This delagiides the communication
time of sending mobile device request to the arbitratordilay of arbitrator to perform
the remote calls to the remote servers, delay of taking alf¢isults and send them back
to the mobile device.

Whereas, our prototype is compute-intensive so the comratiaon volume in our
experiment is fixed and does not grow by workload increasacklghere is no correlation
between th€T; and workloads. This delay depends only on the quality of comination
medium; the medium is fixed for all workloads and executiolmsorder to estimate its
value, we observed communication delay of our dataset aodlated its mean value as
134.41(mg that we round it to 134. Since our prototype application isdaia-intensive,
the potential wireless fluctuations do not originate sutisghimpact on communication
delay. Therefore, we have,

CT = 134ms) (5.20)

So, by replacing the right side of Equations (5.13), (5.5 (5.20) in Equation
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(5.12), we have,

HRTT = 1041+ (—2.59 — 011)p? + (1.79E — 006) p? + 17.56+ 134
(5.21)

— (—2.59 — 011)p® + (1.79E — 006) p? 4+ 119256
The above validated statistical model is used to generdiachyound-trip times of

30 different workloads that will be presented in the nexiptba

5.2.2 (b) Hybrid Energy Consumption (HEC)

To evaluate the energy consumption during CMA executiorylrid mode we only
consider energy usage by CPU and WiFi data transmissiorowithCD consideration
like the local mode evaluation. Therefore, to calculatetth&l energy consumptiodEC

(mJ) for the hybrid execution, we have,

HEG = TEGpy + TEGy, (5.22)

whereHEG is the amount of energy consumed by mobile devices to exé&iuie
for it" workload through heterogeneous hybrid remote resourdesT EC.py andT EGy
are the Total Energy Consumed (TEC) by CPU and WiFi , respalgti The TEC.py is
resulted from multiplication of CMA's round-trip time inthe mean value of energy con-
sumed by CPU per millisecond &€ for theit" workload. TheT EG, is also calculated
by multiplication of CMA's round-trip time into the mean ved of energy consumed by

WiFi per millisecond calledeG,, for each workload. Therefore,

TEGepy = HRTT x ECepy (5.23)
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TEGy =HRTTxEGy, (5.24)

Whereas, the tested application was focused on intensimpuatation so the uplink-bytes
and downlink-bytes are always low (at most 1163 Bytes) im shudy. Thus, the WiFi state
is low and based on the literature and our investigationutiter test mobile device con-
sumes 34 (mWY/s) power as long as is connected to wirelesorieby WiFi. Therefore,

we put the value of 0.034 (mW/ms) f&C,, in the Equation (5.24). Then,

TEGy, =HRT T x0.034 (5.25)

Herein, to ensure the type of correlation between rourmtime and CPU energy
consumption in hybrid mode, we use scatter diagram pres@mtégure 5.6. The diagram
shows linearity correlation between total time taken fonoge execution and energy con-
sumed by mobile device’s CPU for each of 30 workloads. Solitlear regression model
is feasible for this correlation and expected equation &ewdating total energy consump-
tion by CPU .

Therefore, considering Equation (5.23) we are expectedve h

TEGpy =HRTFxb+a (5.26)

Here, to find the coefficiertt as the mean value of energy consumed by CPU per
millisecond a€£Cp for executing CMA, we use the linear regression model fortasket
of workloads. The summary results of regression and Ancstapiesented in Table 5.12
shows that the linear regression model is as accurate as 2488, theR?, F, andSig

values in the Table 5.12 show significant direct correlaibetween workloads’ corre-
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Figure 5.6: Linear correlation between round-trip time aneérgy consumption of CPU
in hybrid mode.

sponding execution time and energy usage.

Table 5.12: The summary results of linear regression mamegmergy consumption of
CPU in hybrid mode.

Model Summary Parameter Estimategs
R Square, F Sig. | Constant b
0.934 | 398.26| 0.000| -94.10 0.328

Substituting thé value and constant from this table with Equation (5.26), aeeh

TECpy = (HRTTF x0.328) — 94.10 (5.27)

From Equations (5.22), (5.25), and (5.27) we derive:

HEG = (HRTF x 0.328—94.10) + (HRT T x 0.034)
(5.28)

=HRTTx0.362—-94.10

where the energy calculated througlEG (mJ) formula is the total energy needs to
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execute the CMA at total time AART T in (ms).

Now, we can put thédRT T from Equation (5.21) in Equation (5.28) and calculate
theHEG.

To validate the devised model, we deploy split-sample aggraon the dependent
and independent variables and investigate the existirrgletions in the split samples and
full sample. The results of our investigation are reportedable 5.13 and interpreted as

follows.

Table 5.13: Results of split-sample validation approachytirid CE model

Metrics | split = 1.00 (Selected) split = 0.00 (Selected) Non-split Sample
R 1 1 1
R? 1 1 1
AdjustedR? 1 1 1
df 15 13 29

As the results of our study in the table indicate, there isangtsupport in correlations
between the independent and dependent variables for alide cases. The df row shows
the number of cases in each test. In the first case where sgljtthe df=15 shows that
there are 16 cases in the sample. The reported correlattorede the RTT and energy
consumption in this sample is as significant as Adjustée= 1. The second case with
df=13 where the split value equals to 0, the AdjusRe= 1, and in full sample size of 30
workloads (df=29), the Adjusted R? = 1. Because the difference between Rfevalues
of split samples and full sample are less than 5%, we can gdacthat the proposed model
is valid. The amount of energy consumption for 30 differentkloads by this statistical
model will be presented in the next chapter to compare witasued value of energy

consumption in real experiment.
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5.3 Conclusions

This chapter presented the methodology used for evaluatidrvalidation of results
collected from analysing the performance in two modes dllaad hybrid. Benchmark-
ing experimentation is the method used to evaluate the ROTE&hfor each mode. Also,
statistical modelling is performed to validate all the flesachieved by benchmarking for
both modes. Regression analysis as the dominant obsenlzged method is used to
devise our statistical model. We validate the statisticadlel using split-sample approach
and compare the correlations between the dependent ameindient variables, and advo-
cate the validity of our statistical model. In the next cleapive present the numerical and
statistical results, along with analysis of findings thatiaeed from two parts of bench-

marking and statistical modelling for both local and hybriddes.
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CHAPTER 6

RESULTS AND DISCUSSION

Evaluation results of the proposed framework prototypeugh benchmarking experi-
ment and statistical analysis are reported in this chapRaund-trip time and energy
consumption data are presented, analysed and synthesizeebfmodes of local and hy-
brid mode in three levels of workload intensity (i.e., lonedum, and high). Finally, the
evaluation results are validated with statistical modgllusing independent replication
method.

The reminder of this chapter is as follows. The results ofchemarking experiment
are presented and evaluated in section 6.1. Statisticaélmogiresults are presented in
section 6.2 and further discussions are provided in seéti®that compares the time and
energy results between statistical model and benchmarksegtion 6.4 concludes the

chapter.

6.1 Performance Evaluation Results

The round-trip time and energy consumption results thagarerated using bench-
marking experiment are provided in this section. The resaié presented with the help
of descriptive statistics, tables, and charts. Thesetearg used to evaluate our proposed

heterogeneous hybrid cloud-based resources.

6.1.1 Round-Trip Time (RTT)
The RTT results of benchmarking experiment for the local hgldrid execution
modes are presented in Tables 6.1 and 6.2. To ensure ngjiadfibur generated data,

we repeat the execution of each workload for 30 times.
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The columns in the table summarize the mean RTT values ofeBétibns of each
workload, standard deviation (SD) in values of each worttj@aror estimation, and mean
RTT values of 30 iterations with 99% confidence interval facke workload (total 30
workloads).

Presenting results with 99% confidence interval ensuregetfability of the results.
For example, for the workload 7, the local RTT is 7300.9#33.2 which means that the
RTT is between 7300.9-133.2 and 7300.9+133.2. Thus, RTTfororkload is 7300.9-
133.2<RTT <7300.9+133.2 or 7167.7< RTT < 7434.1. This rangans that with 99%
confidence, the RTT value for execution &t Workload is between 7167.7 and 7434.1 if
repeated again.

For local execution of every workload in Table 6.1, there coaresponding remote
execution in Table 6.2. For instance, the RTT for the wor#tloamber 7 is 7300.9 ms
and 1290.83 in local and hybrid execution modes, respégtior each workload, the
individual time saving can be calculated. For example, th& Baving when executing
the 7" workload in hybrid mode is as significant as 6010.07 ms ws@?i.3 %.

The Table 6.3 depicts descriptive statistics of measuret dfa (ms) for 30 work-
loads in both local and hybrid execution modes. The stesisthodelling results are clas-
sified in three categories of intensity level: low, mediumd doigh, along with minimum
and maximum RTT data for all three levels of intensity in tastlrow of the table. Each
category represents the measured mean values of the minandmaximum RTT, be-
side measured RTT average for each 10 workloads as columrowsstine number of
workloads.

Based on measured results reported in the Table 6.3, thelhgsrcution mode can
reduce execution time of compute-intensive mobile appboaabout 71% to 84%, 91% to

93%, and 95% to 96%, in low, medium, and high intensity lecategories, respectively,
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Table 6.1: Round-Trip Time (RTT) values with 99% confidentelival in local execution
mode

Workloads| Mean RTT (ms)| SD_RTT | Error Estimate RTT with 99% CI
1 4364.4 109.5 51.6 4364.4(+/-)51.6
2 4952.7 168.2 79.2 4952.7(+/-)79.2
3 5125.3 121.3 57.2 5125.3(+/-)57.2
4 5640.1 263.1 123.9 5640.1(+/-)123.9
5 6457.4 224.4 105.7 6457.4(+/-)105.7
6 6606.2 270.1 127.2 6606.2(+/-)127.2
7 7300.9 282.8 133.2 7300.9(+/-)133.2
8 7653.9 238.6 112.4 7653.9(+/-)112.4
9 7682.4 248 116.8 7682.4(+/-)116.8
10 7925.2 277.2 130.6 7925.2(+/-)130.6
11 15498.2 224.2 105.6 15498.2(+/-)105.6
12 16059.3 196.1 92.4 16059.3(+/-)92.4
13 17121.4 214.7 101.1 17121.4(+/-)101.1
14 17702.8 132.9 62.6 17702.8(+/-)62.6
15 18861.1 349.7 164.7 18861.1(+/-)164.7
16 193554 282.1 132.9 19355.4(+/-)132.9
17 19671.1 251.7 118.5 19671.1(+/-)118.5
18 20102 325.5 153.3 20102(+/-)153.3
19 20816.7 268.3 126.4 20816.7(+/-)126.4
20 21021.5 226.3 106.6 21021.5(+/-)106.6
21 36251.2 381.4 179.7 36251.2(+/-)179.7
22 37582.3 307.5 144.9 37582.3(+/-)144.9
23 39114.4 367.3 173 39114.4(+/-)173
24 40673.5 385.9 181.8 40673.5(+/-)181.8
25 41662.6 388.7 183.1 41662.6(+/-)183.1
26 42784.1 338.9 159.6 42784.1(+/-)159.6
27 43602.2 377.3 177.7 43602.2(+/-)177.7
28 44954.6 265.1 124.9 44954.6(+/-)124.9
29 45692.6 289.9 136.6 45692.6(+/-)136.6
30 46631.9 362.7 170.9 46631.9(+/-)170.9

137



Table 6.2: Round-Trip Time (RTT) values with 99% confidenaeiival in hybrid execu-

tion mode.

Workloads| Mean RTT (ms)| SD_RTT | Error Estimation| RTT with 99% CI
1 1266.2 49.4 23.3 1266.2(+/-)23.3
2 1269.63 50.9 24 1269.6(+/-)24
3 1272.33 54.7 25.8 1272.3(+/-)25.8
4 1274.3 47.4 22.3 1274.3(+/-)22.3
5 1288.67 47.7 22.5 1288.7(+/-)22.5
6 1289.1 49.1 23.1 1289.1(+/-)23.1
7 1290.83 50.4 23.8 1290.8(+/-)23.8
8 1292.27 47.3 22.3 1292.3(+/-)22.3
9 1296.83 43.8 20.6 1296.8(+/-)20.6
10 1303.3 39.2 18.5 1303.3(+/-)18.5
11 1400.7 42.8 20.2 1400.7(+/-)20.2
12 1408.13 35.4 16.7 1408.1(+/-)16.7
13 1422 11.3 5.3 1422(+/-)5.3
14 1424.77 38.8 18.3 1424.8(+/-)18.3
15 1425.87 17.9 8.4 1425.9(+/-)8.4
16 1427.07 15.8 7.4 1427.1(+/-)7.4
17 1428.3 17.9 8.4 1428.3(+/-)8.4
18 1429.03 26.7 12.6 1429(+/-)12.6
19 1430.1 16 7.5 1430.1(+/-)7.5
20 1432.53 17 8 1432.5(+/-)8
21 1852.13 41.4 195 1852.1(+/-)19.5
22 1854.3 41.6 19.6 1854.3(+/-)19.6
23 1859.13 42.9 20.2 1859.1(+/-)20.2
24 1860.77 48.4 22.8 1860.8(+/-)22.8
25 1862.2 46.1 21.7 1862.2(+/-)21.7
26 1864.6 45.2 21.3 1864.6(+/-)21.3
27 1867.63 48.6 22.9 1867.6(+/-)22.9
28 1870.2 52.1 24.5 1870.2(+/-)24.5
29 1876.37 50.5 23.8 1876.4(+/-)23.8
30 1878.27 50.6 23.8 1878.3(+/-)23.8
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Table 6.3: Descriptive statistics of RTT for local and hglimode in real environment

IntensityLevel

Intensity Mode N | Min RTT (ms) | Max RTT (ms)| Mean RTT (ms)
Low Local 10 4364.40 7925.20 6370.85
Hybrid 10 1266.20 1303.30 1284.35
Valid N (listwise) | 10
Medium Local 10 15498.20 21021.50 18620.95
Hybrid 10 1400.70 1432.53 1422.85
Valid N (listwise) | 10
Hiah Local 10 36251.20 46631.90 41894.94
9 Hybrid 10| 185213 1878.27 1864.56
Valid N (listwise) | 10
Al Local 30 4364.40 46631.90 22295.58
Hybrid 30 1266.20 1878.27 1523.92
Valid N (listwise) | 30
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Figure 6.1: Time saving average in hybrid mode from measdatal

compare with local execution mode. Therefore, these esalidate that our proposed

model can execute the CMA in about 80% to 96% shorter timelthaat mode similar to

results in statistical modelling.

The Figure 6.1 that is based on mean RTT results from bendimgathat shows

considerable achievements in RTT reduction to execute Ck&\drevious section. This
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is a proof to indicate that time saving achievements aresas®d about 16% with increase
of workloads’ intensity in hybrid mode.

Therefore, it validates that the results calculated froatistical modelling are very
close to benchmarking results in real environment. So, wecoaclude that leveraging
remote computation resources for executing higher reseatensive tasks on mobile
devices can recommended through our proposed model.

In local mode, the results in Table 6.3 show that when the learkintensity is low,
the mean RTT is equal to 6370.85 (ms) 6s). With increase of workloads in medium
and high intensity levels, the RTT significantly grows. Th&{medium and low-high
RTT differences are as high as 12250.10 (ms)12s) and 35524.09 (ms)+(36s). By
contrast, in hybrid mode when the workload is low, the meai BTequal to 1284.35
(ms) (= 1s). Unlike local execution mode, in hybrid mode increaseankload intensity,
causes insignificant rise in RTT values. Low-medium and loght RTT differences are
as low as 138.50 (ms)>{ 0.1s) and 580.21 (ms)}{ 0.6s) in second and third workloads
intensity categories, receptively.

Also, Table 6.4 verifies the significant differences betwesal time execution of
local mode and hybrid mode by extending our analysis thrgegforming Paired Sample
T-Test. This test ensures that there is 98% correlation detvexecution time of local
and hybrid datasets as well as the test for statistical tesllso, the Sig. (2-Tailed)
value equal to zero, expresses that there is a statistgiglyficant difference between the
measured values of mean RTT for application execution iallotode and hybrid mode

environment.

Table 6.4: Paired Sample T-Test: Local RTT & Hybrid RTT froreasured data

Paired Samples Correlations Paired Samples T-Test
Pair N | Correlation| Sig. t Sig.(2-tailed)
(Local RTT & Hybrid RTT) | 30 0.986 0.000| 7.626 0.000
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Figure 6.2: Comparison of application round-trip time f@8orkloads using measured

data: Local mode vs Hybrid mode

The Figure 6.2 compares the measured round-trip time forifd€eht workloads

with three intensity level (i.e., low (1-10), medium (11)2@nd high (21-30)) to exe-

cute compute-intensive application in two execution maafdecal and hybrid. The bar

lines in this figure represent the mean value of 30 executavations for each workload.

The green stripped bars are showing the RTT in local exetutiode, whereas the blue

plus pattern bars are related to RTT in hybrid execution meden the computation-

intensive part(s) of the application are running outsidenobile device in remote com-

puting servers.

As can be seen in the Figure 6.2, in local execution modejmb@nsity workloads (1-

10) complete application execution in significantly shiotime compared to the medium-

and high-intensity workloads that take longer to finish exien in mobile device. Be-

cause, the tested application logic is CPU- and memory-thoumereasing workload in-

tensity leads to the execution time grows in local mode duegource-poverty of mobile

devices. However, despite of scheduling engine in arbitie@td data transmission through

wireless communication, increase in workload intensitlyybrid mode has low impact(s)
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on execution time growth of the CMA, using high computinggassors with large storage
and memory.

Also, the Figure 6.2 demonstrates, the hybrid MCC is a tiffielent platform for
cloud-based mobile augmentation compared with local mpgdication execution. More-
over, the higher compute-intensity of workloads, the great the time saving in hybrid
mode. Here, it is noticeable that the monetary cost of usiM\Oke RTT is one of the
major factors for mobile users. Therefore, affordable goetvided by mobile user as a
priority parameter for outsource service scheduling calréctly impact on RTT based
on computing capability of the selected remote resources.

Figure 6.3 depicts average time of computation and comnatioit of intensive ser-
vices on coarse-, medium-, and fine-grained resources ¥arrieedium, and high in-
tensity workloads. Bars and their segmented areas cleartyodstrate computation-
communication trade-off when leveraging heterogenecarsudar resources for low, medium,
and high intensity workloads. The highest communicatioerbgad belongs to distant re-
source stated at the coarse level, while the rest of resetigee very low communication
overhead (hardly seen on diagram).

This is noteworthy that factorial service is the most conmgiintensive service when
executed in local execution mode, whereas in hybrid executiode power service has
consumed the largest computing time. This is because thpuiimg power of the coarse-
grained resource is substantially higher than medium andTherefore, the factor com-
puting task quickly complete while execution of power seevtontinues in the medium-
granular service. Figure 6.3 clearly shows the existingroomication-computing trade-
off in hybrid resources. By distributing computation-ingéve tasks to different resources,
considering the mobile user preferences, we can significeaduce the WAN latency in

all three services, but the computing time of the servicesing on medium- and fine-
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Figure 6.3: Computation-communication trade-off betwieee classes of heterogeneous
grained resources in three level of workload intensity.

grained resources slightly increase compared to the coaaseed resource.

In conclusion, the analysing measured results of RTT usitedt the proposed hybrid
computing infrastructure can complete compute-intentig& execution in very shorter
time compared with local execution mode. Therefore, layi@g@heterogeneous granular
hybrid cloud-based resources can enhance RTT toward dpg¢xeaution of resource-
intensive applications on mobile devices (execution stiaxtally and intensive tasks are

executed in remote resources).

6.1.2 Energy Consumption (EC)

The EC results of benchmarking experiment for the local gimtil execution modes
are presented in Tables 6.5 and 6.6. To ensure reliabilibuofyenerated data, we repeat
the execution of each workload for 30 times and presentecttdts with 99% confidence
interval.

Columns in the two Tables of 6.5 and 6.6 summarize the mean di@s of 30

iterations of each workload, standard deviation (SD) irugalof each workload, error
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Table 6.5: Energy consumption values with 99% confidencervat in local execution
mode.

Workloads| Mean EC (mJ) SD_EC| Error Estimatel EC with 99% CI
1 1499.1 24.9 11.7 1499.1(+/-)11.7
2 1723.1 72.3 34 1723.1(+/-)34
3 1743.6 27.8 13.1 1743.6(+/-)13.1
4 1903.1 16.8 7.9 1903.1(+/-)7.9
5 2234.5 39.8 18.8 2234.5(+/-)18.8
6 2272.3 30.1 14.2 2272.3(+/-)14.2
7 2531.4 49 23.1 2531.4(+/-)23.1
8 2608.5 65.9 31.1 2608.5(+/-)31.1
9 2622.2 90.6 42.7 2622.2(+/-)42.7
10 2671.8 35.1 16.5 2671.8(+/-)16.5
11 5487.1 68.9 32.5 5487.1(+/-)32.5
12 5517.3 66.9 31.5 5517.3(+/-)31.5
13 5855.9 43.4 20.4 5855.9(+/-)20.4
14 5971.3 57.9 27.3 5971.3(+/-)27.3
15 6506.3 108.2 51 6506.3(+/-)51
16 6509.8 146.8 69.1 6509.8(+/-)69.1
17 6695.2 64.1 30.2 6695.2(+/-)30.2
18 6718.7 75.9 35.8 6718.7(+/-)35.8
19 6792.4 68.7 324 6792.4(+/-)32.4
20 6961.5 114.1 53.8 6961.5(+/-)53.8
21 11834.2 161.3 76 11834.2(+/-)76
22 12782.5 314.3 148 12782.5(+/-)148
23 12937.5 202 95.1 12937.5(+/-)95.1
24 13575.3 357.5 168.4 13575.3(+/-)168.4
25 14368.4 317.1 149.4 14368.4(+/-)149.4
26 14414.7 343.5 161.8 14414.7(+/-)161.8
27 14707.9 215 101.3 14707.9(+/-)101.3
28 15800.7 297.5 140.2 15800.7(+/-)140.2
29 16164 165 77.7 16164(+/-)77.7
30 16285.1 331.1 156 16285.1(+/-)156

estimation, and mean EC values of 30 iterations with 99% denfie interval for each
workload (total 30 workloads).

To statistically demonstrate and highlight the findingsaliptive statistics of mea-
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Table 6.6: Energy consumption values with 99% confideneavat in hybrid execution

mode.

Workloads| Mean EC (mJ)| SD energy| Error Estimation| EC with 99% CI
1 337.6 1.3 0.6 337.6(+/-)0.6
2 338 4.7 2.2 338(+/-)2.2
3 343.2 0.7 0.3 343.2(+/-)0.3
4 346.8 2.2 1 346.8(+/-)1
5 359.6 1.9 0.9 359.6(+/-)0.9
6 361 3.8 1.8 361(+/-)1.8
7 371.4 2.4 1.1 371.4(+/-)1.1
8 381.4 3.1 15 381.4(+/-)1.5
9 384.7 4 1.9 384.7(+/-)1.9
10 385.1 3.6 1.7 385.1(+/-)1.7
11 420.1 3.2 15 420.1(+/-)1.5
12 425.8 2.7 1.3 425.8(+/-)1.3
13 430 2.7 1.3 430(+/-)1.3
14 433.5 3.2 15 433.5(+/-)1.5
15 434.1 2.4 1.1 434.1(+/-)1.1
16 437.9 2.2 1.1 437.9(+/-)1.1
17 439 2.6 1.2 439(+/-)1.2
18 440.3 3.4 1.6 440.3(+/-)1.6
19 442.8 2.9 14 442.8(+/-)1.4
20 445.4 3.2 1.5 445 .4(+/-)1.5
21 536.9 4.6 2.1 536.9(+/-)2.1
22 543.9 6.4 3 543.9(+/-)3
23 548.4 5.4 2.5 548.4(+/-)2.5
24 557.5 4.4 2.1 557.5(+/-)2.1
25 560.5 9.9 4.7 560.5(+/-)4.7
26 570.3 4.9 2.3 570.3(+/-)2.3
27 585.9 4.1 1.9 585.9(+/-)1.9
28 608.9 4 1.9 608.9(+/-)1.9
29 620.7 5.1 2.4 620.7(+/-)2.4
30 634.2 3.4 1.6 634.2(+/-)1.6
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Table 6.7: Descriptive statistics of energy consumptiologal and hybrid mode in real
environment.

Intensity Mode N | Min EC (mJ)| Max EC (mJ)| Mean EC (mJ)
Low Local 10 1499.10 2671.80 2180.96
Hybrid 10 337.60 385.10 360.88
Valid N (listwise) | 10
Medium Local 10 5487.10 6961.50 6301.55
Hybrid 10 420.10 445.40 434.89
Valid N (listwise) | 10
Hiah Local 10| 11834.20 16285.10 14287.03
9 Hybrid 10 536.90 634.20 576.72
Valid N (listwise) | 10
Al Local 30 1499.10 16285.10 7589.85
Hybrid 30 337.60 634.20 457.50
Valid N (listwise) | 30

sured EC data (mJ) for 30 workloads in both local and hybretakon modes are pre-
sented in Table 6.7. Results are classified in three caegofi intensity level: low,
medium, and high, along with minimum and maximum EC data fbthaee levels of
intensity in the last row of the table. Each category represmean values of the mini-
mum and maximum EC, beside mean EC.

The energy consumption for completing CMA in hybrid exesntinode is conserved
as high as 78% (min) to 86%(max), 92%(min) to 94%(max), ar¥d@ain) to 96%(max),
in low, medium, and high intensity levels, respectivelymgared with local execution
mode. In total, our proposed model can save the energy usage/B% (min) to 96%
(max) for hybrid execution of compute-intensive applicatcompared with local execu-
tion mode.

The Figure 6.4 is drawn from measured EC results in the TalBlstétes considerable
energy usage reduction in hybrid mode. Figure 6.4 showsirthalt intensity levels the
proposed hybrid model can reduce energy usage to compktagk execution in more

than 83% compared with task execution in local mode.
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Figure 6.4: Energy saving average in hybrid mode from meakdata.

Energy saving grows from low to high workload intensitiesocd$83%, 93%, and
96%, respectively. This indicates that energy saving ieesed about 13% from the low-
est level to the highest level of workloads’ intensitiesyinhd mode. So, it advocates that
maintaining hybrid execution mode for compute-intensippl@ation can significantly
augment mobile devices and conserve their battery. Basehlese results, we can con-
clude that for the performing high computation-intensagkis on mobile device as a native
application, more battery usage is expected that can quitrkin the battery even before
completing the application execution (in worst case).

In local mode, the mean EC results for the low workloads isaétpu2180.96 mJ~+
2J), while with increase of workloads, the EC raises 4123%- 4J) and 12106.07 mJ
(~ 12J) in second and third workloads’ category, receptii@lycontrast, in hybrid mode
when the workload is low, the mean EC is equal to 360.88m0.4J< 2J), while with
increase of workloads, the EC raises only 74.01 mXD(07J< 4J) and 215.84 mX{

0.2J« 12J) in second and third workloads’ category, receptiveigally, as can be seen,
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the energy consumption in all intensity levels is less thahwthich is more interesting

compared with local mode where energy values vary from 2 &th Therefore, these re-
sults unveil the advantage of utilizing cloud-based rene@tzution through our proposed
hybrid model for CMA.

Also, we extend our analysis for measured EC with perfornikaged Sample T-
Test whose results are shown in Table 6.8. This test verliesignificant difference of
energy usage between local and hybrid mode. The result®dé#t ensure that there is
99% correlation between mean energy consumption of lochlhgirid datasets. Also,
based on the Sig (2-Tailed) value equal to zero, we can cdacthat there is a statistically
significant difference between the mean EC of applicatioecetion for the local and
hybrid mode environment.

Table 6.8: Paired Sample T-Test for measured data: Local Eyl&id EC

Paired Samples Correlations Paired Samples Test
Pair N | Correlation| Sig. t Sig.(2-tailed)
(Local EC & Hybrid EC)| 30 0.995 0.000| 7.657 0.000

The Figure 6.5 demonstrates the average results of measueegly consumption for
30 different workloads with three intensity levels of lowedium, and high to execute
compute-intensive application in two execution modes o&l@nd hybrid. Execution of
each workload is reiterated for 30 times to ensure datahiétiaand the EC value of
each workload is mean value of 30 iterations. The red chedkbars are showing the
EC related to local execution mode, whereas the green pattdrars are related to EC of
hybrid execution mode. The energy consumption in hybrid enednclude of both data
communication and CPU energy usage on mobile device.

Comparing two Figures 6.5 and 6.2 suggests a relationshipelea the RTT and

energy consumption. By analysing the results, we obserteitHocal execution mode,
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Figure 6.5: Comparison of application energy consumptoor80 workloads using mea-
sured data: Local mode vs Hybrid mode

shorter RTT executions consume less energy compared wigfetdRTT for medium- and
high-intensity workloads in mobile device. Since the agdion is compute-intensive
in this experiment, it uses noticeable processing poweeréfbre, any rise in workload
intensity on mobile devices, has high impact on RTT grow#isuits in increase in the
energy usage.

By contrast, in hybrid mode increase in workload intenség low impact on mobile
device’s energy usage. Although in this mode, some energgliasipated to transfer data
through WiFi interface between client and server, the higic@ssing power of servers
and distributing jobs between heterogeneous servicegrovnoticeably decrease the to-
tal energy consumption in mobile device to execute CMA. Feg6 depicts the average
energy consumed by WiFi and CPU of mobile device in our tebtduid prototype for
three intensity levels of; low, medium, and high. The ba®sthat, although WiFi com-
munication energy usage is increased from low to high lekelhigher is the computation
outsourcing rate, the higher is the WiFi energy consumptibmerefore, utilizing more

powerful cloud resources can reduce response time whidls easaving energy of mo-
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Figure 6.6: Average energy consumption of mobile deviceisiVnd CPU in hybrid
mode

bile device when transferring data and waiting for remotagotation.

6.2 Validation Results
The time and energy results that are generated using sattistodelling are pre-
sented in this section. The results are presented with thpedielescriptive statistics,

tables, and charts.

6.2.1 Round-Trip Time (RTT)

The RTT data are generated via statistical modelling aregmted in Table 6.9.

The results advocate significant improvement in RTT whermexen takes place on
our hybrid execution mode. Table 6.10 shows descriptivessitss of calculated RTT data
(ms) for 30 workloads in both local and hybrid execution nedResults are classified
in three categories of intensity levels: low, medium, anghhialong with minimum and
maximum RTT data for all three levels of intensity in the lesiv of the table. Each
category represents calculated mean values of the mininmaghmeaximum RTT, beside

RTT average for each 10 workloads as column N shows the nuaflpesrkloads.
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Table 6.9: RTT results generated via statistical modeliungn executing CMA in local
and hybrid modes

Workload Number Local RTT (ms)| Hybrid RTT (ms)
1 4615.54 1251.41
2 4955.8 1253.5
3 5325.5 1255.62
4 5689.51 1257.77
5 6085.13 1259.96
6 6472.81 1262.18
7 6894.53 1264.43
8 7306.07 1266.71
9 7754.05 1269.02
10 8156.95 1271.37
11 15956.85 1405.56
12 16512.99 1409.1
13 17122.77 1412.66
14 17705.59 1416.24
15 18344.37 1419.84
16 18954.15 1423.46
17 19622.17 1427.1
18 20258.87 1430.76
19 20956.32 1434.44
20 21620.14 1438.13
21 37993.85 1865.56
22 38962.49 1870.13
23 40010.64 1874.69
24 41012.33 1879.26
25 42095.79 1883.82
26 43130.5 1888.38
27 44249.43 1892.93
28 45317.38 1897.49
29 46471.95 1902.04
30 47573.21 1906.58

The hybrid execution mode can save the time to complete th& @hbut 73% to
84%, 91% to 93%, and 95% to 96%, in low, medium, and high intghsvels, respec-
tively compared with local execution mode. In total, thegmsed model can execute the
compute-intensive tasks at least about 73%, at most 96%aaetrage 93% quicker than
local mode.

The Figure 6.7 figured from mean RTT results in the Table 6tates considerable

achievements in RTT reduction to execute CMA. Figure 6.7%shtihat in all intensity
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Table 6.10: Descriptive statistics of RTT in local and hghmode via statistical model

Intensity Mode N | Min RTT (ms) | Max RTT (ms)| Mean RTT (ms)
Low Local 10 4615.54 8156.95 6325.59
Hybrid 10 1251.41 1271.37 1261.20
Valid N (listwise) | 10
Medium Local 10 15956.85 21620.14 18705.42
Hybrid 10 1405.56 1438.13 1421.73
Valid N (listwise) | 10
Hiah Local 10 37993.85 47573.21 42681.76
9 Hybrid 10| 1865.56 1906.58 1886.10
Valid N (listwise) | 10
All Local 30 4615.54 47573.21 22570.92
Hybrid 30 1251.41 1906.58 1523.00
Valid N (listwise) | 30

levels the proposed hybrid model can save the time about 8d8pared with task execu-
tion in local mode. Time saving grown up from low level to higkiel workload intensity
as 80%, 92%, and 96%, respectively. This indicates that saweng achievements are
increased about 16% with increase of workloads’ intensgityybrid mode, which is a
positive point to leverage remote execution for executiiginér resource-intensive tasks
on mobile devices.

In local mode, the results in Table 6.10 show that when th&lwad intensity is low,
the mean RTT is equal to 63Z®)(msg) (~ 6s). With increase of workloads in medium and
high intensity levels, the RTT significantly grows. The lowmedium and medium-high
RTT differences are as high as 12333 ms) (~ 12s) and 36356L7(msg) (~ 36s).

By contrast, in hybrid mode when the workload intensity iw,lthe mean RTT is
equal to 126220(ms) (~ 1s). Unlike local execution mode, in hybrid mode increase in
workload intensity, causes insignificant rise in RTT valuesw-medium and medium-
high RTT differences are as low as 168(ms) (~ 0.2s) and 6249(ms) (~ 0.6s) in second
and third workloads’ intensity groups, receptively. THere, these results signify the

advantages of utilizing cloud-based remote executiorutgiinmur proposed hybrid model
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Figure 6.7: Time saving average in hybrid mode with statgtnodelling

for mobile cloud applications.

In conclusion, based on these results, it can be concludgddhperforming high
computation-intensive tasks on mobile device (as a nafdication), there should be
significantly higher execution time, if processing of resjuaoes not fail due to insufficient
resources (CPU and RAM). From comparing Figure 6.7 with Fed@ul it is observed that
in all intensity levels the proposed hybrid model can saeetitthe 80 % more compared
with task execution in local mode.

However, in order to better demonstrate the significancenoé achievement, we
extend our analysis to Paired Sample T-Test. The resultsawéd® Sample T-Test are
presented in Table 6.11 verify this significant RTT diffezes. The test reports 99% cor-
relation between execution time of local and hybrid datasetlso, based on the Sig
(2-Tailed) value equal to zero, we can conclude that theaesististically significant dif-

ference between the mean RTT of application execution ferdbal mode and hybrid

mode environment.
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Table 6.11: Paired Sample T-Test: Local RTT & Hybrid RTT fretatistical modelling

Paired Samples Test

Sig.(2-tailed)

0

t

7.565

Paired Samples Correlations

0

0.990

N | Correlation| Sig.

Pair
(RTT_Local & RTT_Hybrid)| 30
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Figure 6.8: Comparison of application round-trip time f@\8orkloads generated using

statistical modeling: Local mode vs Hybrid mode

The Figure 6.8 compares the calculated round-trip time @digerent workloads

with three intensity levels (i.e., low, medium, and highktecute compute-intensive ap-

plication in two execution modes of local and hybrid. Thesbiar this figure represent

the mean value of 30 execution iterations for each worklo@élde green stripped bars

are showing the RTT related to local execution mode, whdfreablue plus-marked bars

are related to hybrid execution mode’s RTT when the compurtahtensive part(s) of the

application are running outside of the mobile device in remammputing servers.

In local execution mode, low-intensity workloads complapplication execution in

significantly shorter time compared to the medium- and hingbnsity workloads that take

longer to finish execution in mobile device. In local exegntmode, increase in workload

intensity has high impact(s) on RTT growth due to CPU and nrgroonstraint of mobile

devices. By contrast, increase in workload intensity inrftylnode has low impact(s) on
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RTT growth of the CMA, using high computing processors witge storage.

It is interesting to note that though the chart 6.8 -for thesekloads- demonstrates
that hybrid MCC is always beneficial, but when the computerinity of workloads is
high, the time saving is more. Therefore, considering ingtlons of executing CMA in
hybrid mode (e.g., cloud service and wireless communioatast, security and privacy),
using this platform is not recommended for very low level pone-intensive mobile ap-
plications.

In conclusion, results validate that the proposed hybridenrman complete compute-
intensive task execution in very shorter time compared i@ithl execution mode. There-
fore, leveraging heterogeneous granular cloud-basedmesoleads to RTT reduction of

outsourcing resource-intensive tasks on mobile devices.

6.2.2 Energy Consumption (EC)

The results of EC of workloads generated via statistical efiod) related to local
and hybrid execution mode are presented in Table 6.12. Thdtsehighlight signifi-
cant achievements in conserving energy which is suppotti@gesults of benchmarking.
Descriptive statistics of energy consumption (EC) datamd)(for 30 workloads are sum-
marized in Table 6.13 in both local and hybrid execution nsod®esults are classified in
three categories of intensity level: low, medium, and higimg with minimum and max-
imum EC data for all three levels of intensity in the last roithe Table. Each category
represents calculated mean values of the minimum and maxig@, beside EC average
for each 10 workloads as column N shows the number of workload

The results of Table 6.13 shows that hybrid execution modereduce the energy
consumption for performing CMA about 76% (min) to 86% (madQ% (min) to 94%

(max), and 95% (min) to 96%(max), in low, medium, and higlensity levels, respec-
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Table 6.12: EC results generated via statistical modeilthgn executing CMA in local
and hybrid modes

Workload Numbern Local EC (mJ)| Hybrid EC (mJ)
1 1501.35 364.27
2 1703.73 365.51
3 1763.1 366.48
4 1940.19 367.2
5 2221.35 372.4
6 2272.53 372.56
7 2511.51 373.18
8 2632.94 373.7
9 2642.75 375.35
10 2726.27 377.7
11 5331.38 412.95
12 5524.4 415.64
13 5889.76 420.67
14 6089.76 421.67
15 6488.22 422.07
16 6658.26 422.5
17 6766.86 422.95
18 6915.09 423.21
19 7160.94 423.6
20 7231.4 424.48
21 12470.41 576.37
22 12928.31 577.16
23 13455.35 578.91
24 13991.68 579.5
25 14331.93 580.02
26 14717.73 580.89
27 14999.16 581.98
28 15464.38 582.91
29 15718.25 585.15
30 16041.37 585.83

tively compared with local execution mode. In total, thegmsed model can save the
energy usage at the time of executing compute-intensivicagipns at least about 76%,
at most 96% and in average 94% compare with local mode.

The bar chart 6.9 figured from mean EC results in the Tabled@ep&:ts considerable
energy usage reduction in CMA execution. Figure 6.9 shoafsithall intensity levels the
proposed hybrid model can reduce energy usage to compktagk execution in more

than 83 % compare with task execution in local mode. Energyngarows from low level

156



Table 6.13: Descriptive statistics of energy consumptiotocal and hybrid mode for
statistical method .

Intensity Mode N | Min EC (mJ)| Max EC (mJ)| Mean EC (mJ)
Low Local 10 1501.35 2726.27 2191.57
Hybrid 10 364.27 377.70 370.83
Valid N (listwise) | 10
Medium Local 10 5331.38 7231.40 6405.61
Hybrid 10 412.95 424.48 420.97
Valid N (listwise) | 10
Hiah Local 10| 12470.41 16041.37 14411.86
9 Hybrid 10 576.37 585.83 580.87
Valid N (listwise) | 10
Al Local 30 1501.35 16041.37 7669.68
Hybrid 30 364.27 585.83 457.56
Valid N (listwise) | 30
100+ 0
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Figure 6.9: Energy saving average in hybrid mode throudistitaal modelling

to high level workloads’ intensity as 83%, 93%, and 96%, eesipely. This indicates that
energy saving achievements are increased about 13% froer lewel to upper level of

workloads’ intensity in hybrid mode, which is a positive pbio leverage our proposed
horizontally heterogeneous granular servers for augmgntiobile devices. The proposed

work in this thesis realized longer lasting battery on mekbiévices for executing higher
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resource-intensive tasks.

The results in Table 6.13 advocate that, in local mode, as@én workload intensity
significantly raises the energy dissipation. The mean EQd@rworkload intensity is
2191.57 (mJ) £ 2J), whereas it is 6405.61 and 14411.86 for medium and highe T
difference between low and medium energy consumption isgsds 4214.04 (mJ)x¢
4J) and the difference between medium and high intensitklvads is as significant as
12220.29 (mJ)«£ 12J). However, in hybrid mode when the workload is low, themEC
is equal to 370.83 (mJ{ 0.4J< 2J), while with increase of workloads, the EC raises
50.14 (mJ) £ 0.05J« 4J) and 210.04 (mJ)}{0.2J« 12J) in second and third workloads’
category, receptively. Finally, as can be seen, the enesggwmnption of hybrid mode
at all intensity levels are less than 1J (364.47, 585.83,456156 mJ) which is much
interesting compared with local mode energy usage varyimg £ J to 14 J. Therefore,
these results reveal the advantage of utilizing clouddbasmote execution through our
proposed hybrid model for CMA.

The energy results unveil that performing significantlyrhigpmputation-intensive
tasks on mobile device (as a native application) substgntiecreases the application
energy consumption or in worst case drains the battery beéfiertask is being completed.

Moreover, to verify the significant energy saving betweeralanode and hybrid
mode, we extend our analysis with performing Paired Samglest whose results are
shown in Table 6.14. This test ensures that there is 98%latime between mean energy
consumption of local and hybrid datasets. Also, based oBitpé2-Tailed) value equal to
zero, we can conclude that there is a statistically sigmfid#ference between the mean
EC of application execution for the local mode and hybrid medvironment.

The Figure 6.10 compares the calculated average energyrogtisn for 30 differ-

ent workloads with three intensity level (i.e., low, mediwand high) to execute compute-
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Table 6.14: Paired Sample T-Test: Local EC & Hybrid EC froatistical modelling

Paired Samples Correlations Paired Samples Test
Pair N | Correlation| Sig. t Sig.(2-tailed)
(EC_Local & EC_Hybrid)| 30 0.986 0.000| 7.704 0.000

intensive application in two execution modes of local antirid; The bars in this figure
represent the mean value of energy consumption of 30 exediterations for each work-
load. The grey plus pattern bars are showing the EC relatéoctd execution mode,
whereas the red checkered pattern bars are related to hgpw@lition mode’s EC when
the computation-intensive part(s) of the application araing outside of mobile device
in remote computing servers.

Comparing two Figures 6.8 and 6.10 results the relationsbtpreen the RTT and
energy consumption. The results in local execution moddircorthat the workload
with shorter RTT consumes less energy compared with largi@rd® medium and high-
intensity workloads in mobile device. Therefore, any ris&vorkload intensity on mobile
devices has high impact(s) on execution time growth, regalincreased energy usage.
However, in hybrid mode increase in workload intensity ftag impact(s) on mobile de-
vice’s energy usage. Although this mode consumes battenggmno transfer data through
WiFi interface between client and server, the high procespower of servers and dis-
tributing jobs between service providers noticeably deseghe total energy consumption
in mobile device to execute CMA.

Moreover, the Figure 6.10 demonstrates that the propodaichyode can complete
cloud-based mobile compute-intensive task execution gk energy consumption com-
pared with local execution mode. Although wireless comroaition, client-server data
transmission delay, and system arbitrator consume engrgyptal energy consumption

in hybrid mode is still lower than local mode.
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Figure 6.10: Comparison of application energy consumpo30 workloads generated
using statistical modeling: Local mode vs Hybrid mode

6.3 Discussion

The results of benchmarking analysis and statistical niodgbresented in section
6.1 and 6.2 are individually supporting the lightweightttega of our propose framework.
Significant correlations between data generated via thesevaluation methods help us
to ensure that benchmarking and statistical modellingtsftare efficiently and effectively
undertaken and the results are reliable. Comparing thesdavasets, help us validate the
performance gains of the proposed framework. The resudtp@sented in two sections

of round-trip time and energy consumption as follows.

Table 6.15: Comparison of RTT values in local and hybrid etieac mode: statistical
modelling vs benchmarking

Analysis . RTT Saving
Local RTT Hybrid RTT ,
Method Numeric | Percentage
Statistical Min | 4615.54 | Min 1251.4 | 3364.14| 72.90%
Modelling Max | 47573.21] Max | 1906.58| 45666.63] 95.90%
Mean | 22570.92| Mean| 1523 | 21047.92| 93.30%
Min 4364.4 | Min | 1266.2 | 3098.2 70.40%
Benchmarking Max | 46631.9 | Max | 1878.27| 44753.63| 95.90%

Mean | 22295.58| Mean | 1523.92| 20771.66] 93.10%
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Figure 6.11: Comparison of RTT results in local Mode: Stat#g model vs Benchmark-
ing
6.3.1 Round-Trip Time (RTT)

The results of benchmarking and statistical modelling aadysed to verify validity
of performance evaluation. Table 6.15 presents desceipinalysis of RTT time in local
and hybrid modes collected via benchmarking and statlsticalelling. The two most
right columns in the table show the numerical and percenfiléme saving when using
our proposed framework. The minimum RTT saving values arel@se as 72.9% and
70.40% when generated via statistical modelling and beacking, respectively. The
maximum RTT saving values for statistical model and benckimg is equally 95.90%.
The mean time saving is also approximately identical wh&cB3.30% and 93.10% for
statistical modelling and benchmarking respectively.

The illustration of the results of our comparison for RTTeiare presented in Figures
6.11 and 6.12. The Figure 6.11, illustrates comparison admi&TT of local execution
mode in three intensity levels when generated using statishodel and benchmarking.
The green checkered bars show the statistical data andubestipped bars depict the

benchmarking results. Each couple of bars clearly supmartt other and ensure that
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_Figure 6.12: Comparison of RTT results in hybrid mode: Stettal model vs benchmark-
ing
data collected using these two approaches are valid. Tferatite between each bar in
each intensity level is negligible advocating adequacyad@@ollection in local execution
mode.

Similarly, the Figure 6.12, illustrates comparison of m&an of hybrid execution
mode in three intensity levels when generated using statishodel and benchmarking.

The blue patterned bars show the benchmarking data andueetoipped bars depict the
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statistical modelling results. Each couple of bars cleadgports each other and ensure
that data collected using these two approaches are vali@. difference between each
bar in each intensity level is negligible advocating adegu# data collection in hybrid
execution mode and testify validity of performance evaaratindertaken in this research.
Moreover, we present the Error bar charts 6.13 of data eklatéocal and hybrid
execution time generated using benchmarking and statistiodeling. The results are
presented with 95 % confidence interval. The vertical limegach chart highlight the
95% confidence interval range of round-trip time. The ciarteeach line shows the mean
RTT value. The charts 6.13(a) and 6.13(b) verify the acguadithe RTT data collection
in our performance evaluation for local and hybrid modes.shswn, the confidence in-
tervals range of benchmarking and statistical modellirgdignificant overlap that shows

negligible differences in RTT.

6.3.2 Energy Consumption (EC)

Table 6.16 presents descriptive analysis of EC in local st modes collected via
statistical modelling and benchmarking. The two most rigiitmns in the Table summa-
rize the numerical and percentile of energy saving whengusie proposed framework.
The minimum EC saving values respectively generated visttal modeling and bench-
marking are as close as 75.7% and 77.40%. The maximum ECysaalimes for statistical
model and benchmarking are 96.30$ and 96.10% respectiMatymean energy saving is
also approximately identical which is 93.90% and 94% fotistiaal and benchmarking
respectively.

The illustrative view of the comparative results for EC iegented in Figures 6.14
and 6.15. The Figure 6.14, illustrates comparison of mearoHGcal execution mode

in three intensity levels when generated using statistieadel and benchmarking. The
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Figure 6.14: Comparison of EC results in local mode: Sta@iktnodel vs Benchmarking

purple stripped bars show the statistical data and the iaklered bars depict the bench-
marking results. Each couple of bars clearly supports etiedr and ensures that data col-
lected using these two approaches are valid. The diffesgpesveen each bar in each in-
tensity level is negligible advocating adequacy of datéectibn in local execution mode.
Similarly, the Figure 6.15, illustrates comparison of mé&ad of hybrid execution
mode in three intensity levels when generated using statishodel and benchmarking.
The brown stripped bars show the statistical data and thehedkered bars depict the

benchmarking results. Each couple of bars clearly supgath other and ensures that

Table 6.16: Comparison of EC values in Local and Hybrid ExecuMode: Statistical
Modeling vs Benchmarking

Analysis , Energy Saving
Local EC Hybrid EC -
Method Numeric | Percentage
Statistical| Min | 1501.35| Min | 364.27| 1137.08| 75.70%
Modeling| Max | 16041.37| Max | 585.83| 15455.54| 96.30%
Mean| 7669.68 | Mean | 457.56| 7212.12 94%
Min 1499.1 | Min | 337.6 | 1161.5 77.40%
Benchmarking Max | 16285.1| Max | 634.2 | 15650.9| 96.10%

Mean| 7589.85| Mean| 457.5 | 7132.35| 93.90%
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_Figure 6.15: Comparison of EC results in hybrid mode: Siaibmodel vs Benchmark-
ing

data collected using these two approaches are valid. Tferatites between each bar in
each intensity level is minimal which testify adequacy dfadeollection in hybrid execu-
tion mode.

Figures 6.16 shows combined 3-D view of local and hybrid R&lugs for three in-
tensity levels and compare the values that are generateg stsitistical model and bench-
marking experiments. The bars in this chart clearly adwgatrformance gain of the
proposed model and validity of data collection approachékis thesis.

Figures 6.17 shows combined 3-D view of local and hybrid EfDesfor three in-
tensity levels and compare the values that are generateg stsitistical model and bench-
marking experiments. The bars in this chart clearly adwgarformance gain of the
proposed model and validity of data collection approachékis thesis.

Moreover, the error bars chart of data related to local armtilyconsumed energy
generated using benchmarking and statistical modellieglastrated. The results are
presented with 95 % confidence interval in Figures 6.18. Trdoal lines in each chart

highlight the 95% confidence interval range of consumedgsndrhe circle on each line
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Figure 6.17: Comparison of EC results in hybrid and local esodStatistical model vs
Benchmarking

shows the mean EC value. The charts 6.18(a) and 6.18(by tkefaccuracy of the con-
sumed energy data collection in our performance evaludiolocal and hybrid modes.
As shown, the confidence intervals range of benchmarkingstatdtical modelling has
significant overlap that shows negligible differences ingsuamed energy. Small difference

in mean values and confidence interval range testifies tabfiperformance evaluation.
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6.4 Conclusions

This chapter presents the results of our performance ei@huaData for this eval-
uation is generated using benchmarking and statisticaletiod for RTT and EC per-
formance metrics. The results of RTT analysis generatedtaithstical model advocate
average of 93.3% RTT saving when performing the computnsive applications using
our proposed framework which is significantly high. The nmaxim time saving is as high
as 95.90%. The RTT results of our benchmarking model whid8i&0% significantly
validates the findings of statistical model. These timersgviare strong evidences that
our proposed framework can significantly improve applmatiesponsiveness due to its
lightweight nature.

In terms of energy-efficiency, our performance gains araifiggnt. The EC anal-
ysis results generated and collected via statistical mtedify average of 94% energy
saving when performing the compute-intensive applicatiosing our proposed frame-
work which is remarkable achievement toward green mobitepding. The maximum
energy saving is as high as 96.30%. The EC results of our besréimg model which

is 93.90% significantly validates the findings of statidtitendel. These energy savings
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are strong evidences that our proposed solution is an ewsdfigient MCC solution that
can remarkably improve application energy efficiency beeaaf lightweight design and
implementation of the work.

The results of performance evaluation advocate that ire sgiarbitration and net-
working overheads in utilizing hybrid cloud-based compgtresources, the responsive-
ness and energy efficiency of compute-intensive mobileiegimins can be significantly

enhanced.
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CHAPTER 7

CONCLUSIONS AND FUTURE WORKS

This chapter presents the conclusions of this thesis andifigs the future works. We
describe how the aim and objectives of this research ardlddlfi We also present the
contributions of this thesis and highlight the significaiméehe work undertaken in this
study. The scholarly publications, including peer revidw®l journal articles, conference
papers, and other publications that are produced as thésredithe work carried out
in this thesis are listed. Finally, we present limitatiorighos study and possible future
works.

In section 7.1, we describe how aim and objectives of thidystue attained. Section
7.2 presents contributions of this thesis. Significancénisfwork is presented in section
7.3. The ISI articles that are produced in coarse of thisystuid listed in section 7.4 and

Limitations and future works are appeared in section 7.5.

7.1 Aim and Objectives

In this research, we aimed to achieve efficient computatidsaurcing for compute-
intensive mobile applications using horizontally hetenogous granular cloud-based re-
source. We explain how we could attain the research aim bigiregthe following objec-

tives.

7.1.1 Investigate the Recent Cloud-based Mobile Computatn Outsourcing Ap-
proaches to Identify Current Research Problems

We fulfil the objective and review the most credible worksared in articles col-

lected from scholarly digital libraries using the UnivéysMalaya access portal. Ma-
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jor mobile and cloud computing conference and journals &ied to ensure thorough
browsing of the recent literature. We analyse and synthdbiz recent works in mobile
computation outsourcing and identify seven problemsyigticlg architectural, communi-
cation and computation latency, energy constraint, arglieity problems. We specify the
communication and computation latency as the most signifiablem to address in this

research.

7.1.2 Analyse the identified research problem to determinets impact on energy
efficiency and response time of cloud-mobile applications.

In fulfilling this objective, we verify the identified resedr problem of computation
and communication latency created by vertically hetereges cloud-based resources to
address in this research. In order to analyse the signicahthis research problem,
an analytical analysis is carried out using real time expent on Android-based smart-
phone using Amazon EC2 Cloud computing instances for theutiom time and energy
consumption of a compute-intensive mobile applicatiore figsults of the analysis are re-
ported in chapter 3. In order to gain insight into the prohlam implemented a compute-
intensive mobile application and run it for 30 different wimads to harvest their execution
time and energy consumptions. In our experiment, exectdiok place in three runtime
environments; one native runtime inside the mobile devickbtaree Amazon EC2 virtual
machines located in three heterogeneous granular losatiamely Singapore, California,
and Ireland regions. Though analysis of the results of exytal analysis, we testify

severity and significance of the selected problem.
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7.1.3 Propose a lightweight mobile cloud computing framewt to achieve effi-
ciency in response time and energy consumption of computetensive mobile
application.

The objective is realized by proposing a horizontally hegeneous hybrid MCC
framework to decrease execution time and energy consumgitiatilizing cloud comput-
ing resources for CMA execution. The main design principipkyed in this framework
is that building a horizontally heterogeneous hybrid gtantesources consists of multi-
tude of heterogeneous computing resources featuringlasigranularities (proximity
and computing power) creates a localized elastic resaurcéud that offers efficient
computational services to mobile clients. The optimum ues® allocation in this hybrid

heterogeneous resources is that resources can be allta#asls based on their intensity,

time sensitivity, and financial cost of utilizing those sees.

7.1.4 Evaluate the performance of the proposed solution.

We attain this objective by evaluating the proposed framewia benchmarking
experiment using an android-based smartphones, deséfippland a cloud VM instance
from Amazon EC2. We performed 30 different workloads in tweaition modes of
local and hybrid. The execution of each workload is repe8@dimes for the sake of
reliability. Round-trip time and energy consumption of tmebile application in both
modes are measured and analysed. Out performance analysits runveil that utilizing
our framework to perform compute-intensive applicatiopioves the RTT by 93.1% and
energy consumption by 94% in average compared with the ed@dution mode.

We validated the results of performance evaluation viassieél modelling. Re-
gression analysis is used as a common approach to deriveasestatistical models of
execution time and energy consumption of mobile applicabio local and hybrid execu-

tion modes. We validate the devised models using split-sangdidation approach. The
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findings of benchmarking are compared with the statisticadieh results to validate our
framework. Validation results confirm that leveraging aaniework to execute compute-
intensive mobile application reduces the RTT by 93.3% amaggnconsumption by 93.9%

in average compared with the local execution mode.

7.2 Contributions
In this research, we have produced several contributiotiseetbody of knowledge as

following.

7.2.1 Taxonomy of Heterogeneity Roots in Mobile Cloud Compting
We produced the taxonomy of heterogeneity roots in MCC. Waprehensively re-

viewed MCC from heterogeneity point of view by criticallyapsing articles extracted
from scholarly indices such as IEEE, ACM, and Elsevier that gresenting the state-
of-the-art researches to devise the taxonomy of the rootetarogeneity in MCC. The
proposed taxonomy presents five major roots of heterogemeM CC as hardware, plat-
form, feature, API, and network. Our study, briefly appearedhapter 2 and published
in (Sanaei, Abolfazli, Gani, & Buyya, 2014), is the early quehensive survey of hetero-

geneity in MCC that is published in the literature.

7.2.2 Taxonomy of Heterogeneity Dimensions

We devised the taxonomy of heterogeneity dimensions in M@WE.describe and
taxonomize heterogeneity dimensions in MCC into two categoof vertical and hori-
zontal. Analysing roots of heterogeneity in MCC resultigigant differentiation in silo
of mobile devices, cloud, and wireless networks. We distisig vertical from horizon-
tal heterogeneity in mobile devices, cloud resources amganking infrastructures and
elaborate the concept with the help of real examples. Théfysdf this contribution are

presented in chapter 2 and published in the literature.
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7.2.3 Taxonomy of Heterogeneous Mobile Computation Outsacing

We produce the taxonomy of recent heterogeneous granulsowging model by
comprehensively reviewing the most credible cloud-basetil® computation outsourc-
ing approaches in MCC. We horizontally and vertically asalgnd synthesize the recent
works in MCC and taxonomized outsourcing models into twegaties of horizontal and
vertical; the horizontal approaches are consists of thasksithat utilized vertically het-
erogeneous resources, namely coarse granular, mediuml@raand fine granular. The
results of our work are appeared in chapter 2 of this thesipablished in a survey paper

listed in section 7.4.

7.2.4 Performance Evaluation of Vertically HeterogeneouMobile Computation Out-
sourcing on CMAs

We contributed to the body of knowledge by empirically asalg performance of
vertically heterogeneous granular cloud-based resoorcesmpute-intensive mobile ap-
plications. With the help of benchmarking experiments, dentify the computation
and communication overhead/latency of utilizing heteregris granular cloud-based re-
sources when are utilized for execution of compute-intenapplication. The results of
this analysis are presented in chapter 3. The analysis shotiseable overhead when
inappropriate resources are selected regardless of thieatmm intensity and time sen-
sitivity We found that leveraging coarse-grained clouddzhresources for a low inten-
sity time-sensitive application is not always beneficiall aniginates high overhead due
to the high communication latency of accessing the virtealises provided by distant
coarse-grained resources. This overhead typically jelipes the performance gain of

computation outsourcing, especially for low intensity idoads.
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7.2.5 Lightweight Heterogeneous Hybrid Mobile Cloud Compting Framework

We produce a research that features horizontally heteemyengranular cloud-based
resources. While focus in traditional solutions was onigaltty heterogeneous MCC re-
sources, this is the first effort that uses horizontally fwgfeneous hybrid resources in
convergence of coarse-, medium- and fine-grained cloudeb@source. Our framework
is designed based on resource-oriented architecture laskalightweight framework for
efficient execution of compute-intensive mobile applicas by employing multitude of
varied granular computing resources. This solution mégtsim by performing compute-
intensive processing of mobile applications, remotely iritiHayer heterogeneous cloud-
based resources. The proposed hybrid MCC framework is texppar chapter 4 and pub-

lished in the literature.

7.2.6 Performance Evaluation and Validation of the Framewdk

The empirical and analytical evaluation of the system isglpoed using benchmark-
ing and statistical models. Performance evaluation userghmarking analysis is per-
formed on android-based smartphone and three classes iabmiadly heterogeneous
cloud-based resources. The statistical models are prdduaeobservation-based mod-
elling approach in which dataset of independently reptidadata are generated to train
the regression model. The models are validated usingsqoiitple approach and the valid
model is used to validate the performance of our proposedeweork. The performance
evaluation and validation models are reported in chapteid3lae results are presented in
chapter 6. Schematic and statistical analysis of the ieguniteiled the functionality, feasi-
bility, lightweight nature, and high performance of our posed framework and advocate

that objectives of this study are fulfilled and the aim is iz=al.
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7.3 Significance of the Work
Several key features that are considered in design andagewueht of this framework

could enhance the significance of this work that are brieBgussed as follows.

» Cross-Platform: One significant feature of this proposal is its cross-platféea-
ture that inherits from SOC in design and implementatiorusTlany mobile device
including smartphone, laptop, tablet with any operatingtay including Android,
iOS, Blackberry, and Windows mobile can leverage the beneffihis proposal with
least possible overhead. This platform-independent dgsigosophy enables var-
ied computing device that has capability to run the servicegrve as cloud-based

resources, regardless of its OS and architecture.

» Horizontally Heterogeneous Hybrid Granular Resources: This model employs
horizontally heterogeneous hybrid granular computinguieses in three granularity
levels of FGR, MGR, and CGR. The FGR is in proximity of mobilevite with
limited scalability, while the CGR is located in distancdiwhigh scalability. The
MGR has medium proximity and scalability. Such hybrid reses provide the
opportunity of performing a computation-communicaticedig-off for performing

cloud-based mobile computation outsourcing method.

» Loosely Coupled Architecture: Our framework enables development of loosely
coupled compute-intensive mobile applications that casiin@ly separated and in-
tegrated without any partitioning overhead. Enhancingetien of service-based
mobile applications in MCC produces remarkably least owadtompared to tightly
coupled codes in non-service-based mobile applicationssély coupled architec-
ture mitigates development complexity and temporal cosipiflication develop-

ment, and also characterizes the application with lighgvefieature.
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« Arbitrated Architecture: One of the key features provisioned in this framework
is the deployment of arbitrator. Arbitrator is a centraktiorthy entity, that is con-
cerned to be mobile network operator in this research- ttgirates the entire out-
sourcing process. The arbitrator currently keeps trackl@l@ud-based resources
and arbitrates the entire outsourcing platform to ensuatrdmote execution takes
place with low overhead. Arbitrator’s role can be enhangethborporating further

services to it in future works.

e Low Communication Overhead: In this work, the system does not transmit the
service code to the cloud-based resources. The competesiaé codes are already
installed in the cloud-based resources and can be called &y device without
transmission of the code. Only input values are sent as s¢@uel the results are
received as response. Hence, the communication overheadaskably shrinks. It
reduces the mobile owner’s data plan and contributes taeethe wireless network

load.

» Enriched User Interaction: In design and development of the proposed frame-
work in this thesis, we have employed the asynchronous caruation technol-
ogy where mobile-cloud communications take place in bamkgd without freezing
the application or the mobile client device. Utilizing asjinonous communication
omits interaction distraction and remarkably enhances ingeraction experience.
While outsourcing process is executing in the backgrounohila user can fully

utilize the features of the device and applications with istrdction.

7.4 International Scholarly Publications
The list of publications related (in whole or part) to theeash undertaken in this

thesis is as follows.
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Authored Publications

1. Z.Sanaei, S.Abolfazli, A.Gani, R. Buyya, Heterogen@itiobile Cloud Comput-
ing: Taxonomy and Open ChallengéEEE Communications Surveys & Tuto-
rials (Q1, IF=6.3), Vol 16, No.1 pp. 369-392, 10.1109/SURV.2058.113.00090,
Feb 2014 (ISI/SCOPUS Cited Publication).

2. Z.Sanaeli, S.Abolfazli, T. Alizadeh, F. Xia, Hybrid Pesixee Mobile Cloud Com-
puting: Toward Enhancing Invisibilityinformation, Vol 16, No 11, Nov 2013
(ISI/SCOPUS Cited Publication).

3. Z.Sanaeli, S.Abolfazli, A.Gani, Heterogeneity in Pem@€&omputing: Taxonomy,
Opportunities, and Challengd2grvasive and Mobile Computing(Q1), Under Re-
view, 2014, (ISI/SCOPUS Cited Publication).

4. Z. Sanaei, S. Abolfazli, A. Gani, Hybrid Mobile Cloud Coutimg Infrastructure
for Pervasive ComputindEEE Transactions on Parallel and Distributed Com-
puting (Q1), under review, 2014, (ISI/SCOPUS Cited Publication).

5. Z. Sanaei, S. Abolfazli, A. Gani, Location Granularity\@drtically Heterogeneous
Clouds in Mobile Cloud Computing: Energy and Time AnalySiapercomputing
(Q2), under review, 2014, (ISI/SCOPUS Cited Publication).

6. Z. Sanaei, S. Abolfazli, A. Gani, Empirical Analysis oftdegeneous Granular Re-
sources in Mobile Cloud Computingost Graduate Research Excellence Sym-
posium (PGRES)2013, University Malaya(Best Paper Award)

7. Z. Sanaei, S. Abolfazli, A. Gani, M. Shiraz, SAMI: ServBased Arbitrated Multi-
Tier Infrastructure for Mobile Cloud Computing, IEEE Wohagp on Mobile Cloud
Computing(MobiCC 2012), China, 2012, PP. 14-19 (ISl Cited Publication).

8. Z. Sanaei, S. Abolfazli, A. Gani, R. H. Khokhar, Tripod aédiirements in Hori-
zontal Heterogeneous Mobile Cloud Computing, The 1st hatéonal Conference
on Computing, Information Systems and Communicat{@SCQO’ 12), 2012, Sin-
gapore, PP.217-222. (ISI-Cited Publication).

9. Z. Sanaei, S. Abolfazli, A. Gani, A Lightweight HorizofiyeHeterogeneous Hybrid
Mobile Cloud Computing FrameworlQCM MobiCom '14 , Maui, Hawaii, under
review, 2014.

Co-Authored Publications

10. S.Abolfazli, Z.Sanaei, E.Ahmed, A.Gani, R.Buyya, Gldaased Augmentation for
Mobile Devices: Motivation, Taxonomies, and Open Chalks)iEEE Communi-
cations Surveys & Tutorials (World 15t ranked ISI CS journal, Q1, IF=6.31), Vol

16, No.1 pp. 337-368, Feb 2014, DOI:10.1109/SURV.201303M0285 (ISI/SCOPUS
Cited Publication).

11. S.Abolfazli, Z.Sanaei, A.Gani, F.Xia, L. T. Yang, Ricloblle Applications: Gen-
esis, Taxonomy, and Open Issudsurnal of Network and Computer Applica-
tions (Q1, IF=1.46), In Press, Sept 2013, 10.1016/j.jnca.2@Ba@®, (ISI/SCOPUS
Cited Publication)
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12. S.Abolfazli, Z.Sanaei, A.Gani, An Experimental Anadysn Cloud-based Mobile
Augmentation in Mobile Cloud Computing, Minor revision soitted,IEEE Trans-
actions on Consumer ElectronicgQ2, IF=1.087), accepted for publication, Feb
2014, (ISI/SCOPUS Cited Publication).

13. N. Aminzade, Z. Sanaei, S. Hafizah Hamid, Mobile Storaggmentation in MCC.:
Taxonomy, Approaches, and Open Issues, Simulation ModeRractice and The-
ory, revision received, 2014.

14. S. Abolfazli, Z. Sanaei, A. Gani, LPMCC: A Lightweightdimate Mobile Cloud
Computing Framework for Energy-efficient Responsive Mekbmputation Aug-
mentation ACM MobiCom 2014 (Tier 1), under review, Maui, Hawaii, 2014.

15. S. Abolfazli, Z. Sanaei, M. Shiraz, A. Gani, MOMCC: Mar@riented Architec-
ture for Mobile Cloud Computing Based on Service Orientedmitecture , IEEE
Workshop on Mobile Cloud Computin@lobiCC 2012), Beijing, China, 2012, pp.
8-16 (I1SI-Cited Publication).

16. S. Abolfazli, Z. Sanaei, A. Gani, Mobile Cloud Computir Review on Smart-
phone Augmentation, The 1st International Conference angiing, Information
Systems and Communicatio(GISCO’ 12), Singapore, 2012, pp. 199-204 (ISI-
Cited Publication).

17. S. Abolfazli, Z.Sanaei, M.H. Sanaei, A.Gani, Mobile @lcComputing: The-state-
of-the-art, Challenges, and Future Researcibapter in Encyclopedia of Cloud
Computing, Wiley, 2014 San Murugesan and Irena Bojanova (editors), Accepted,
Feb 2014.

18. S. Abolfazli, Z. Sanaei, A. Gani, A Lightweight Mobiledtid Computing Platform
for Resource-intensive Mobile Applications, UniversityaMya Research Confer-
ence(UMRC’13), Kuala Lumpur, Malaysia, Nov 2013.

19. S. Abolfazli, Z. Sanaei, A. Gani, Augmenting Mobile Dess via Lightweight Mo-
bile Clouds, IEEE Transactions on Parallel and Distribu@esnputing, under re-
view, 2014.

20. M. Shiraz, S. Abolfazli, Z.Sanaei, A.Gani, A study ontwal machine deployment
for application outsourcing in mobile cloud computifdne Journal of Supercom-
puting (Q2), Vol 62, No. 3, 2012, DOI 10.1007/s11227-012-084881/6COPUS
Cited Publication).

7.5 Limitation and Future Work

One of the limitations of this study is that we have not usediteodevices like
smartphones as service providers. Considering rapidlyiggocomputing capabilities of
mobile devices and their multiplicity, it is feasible to éaip computational capabilities

of nearby mobile devices, especially smartphones to parfaymputation on behalf of
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nearby mobile clients. Mobility management also is not aered in this work. How-
ever, in provisioning of the system, we intentionally usedbite network operators to
facilitate deployment of mobility management strategiestiie central mobile network
operator. Also, as a shortcoming of this research we cart painntegration of alterna-
tive/secondary communication technologies such as eelhdtwork.

In our future works, we will consider incorporating mobileuvices as fine-grained
computing devices and will deploy appropriate mobility rageament strategy. It is also
possible to consider improvement in security and privaeyuees of the proposed frame-
work to make it trustable so that mobile users can leveragdémefits of the proposed

framework.
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