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ABSTRACT

The significant increase in the huge collections of digital images and videos that need to be
managed has led to the requirement for efficient methods for the archival and retrieval of
these images. Facial images have gained its importance amongst these digital images due
to its use in various aspects of life such as, in airports, law enforcement applications,
security systems and automated surveillance applications. The basic content-based image
retrieval (CBIR) system used for the general task of image retrieval is not effective with
facial images, especially when the query is in some form of user descriptions. The current
CBIR is based on low-level features such as color, texture, shape, and eigenfaces thus it
cannot capture the semantic aspects of a facial image. Humans by nature tend to use
semantic descriptions (high-level feature) when describing what they are looking for, and
they normally encounter difficulties when using descriptions based on low-level features.
This is because human beings normally perceive facial images and compare their
similarities using high-level features such as gender, race, age and the rating scale of the
facial traits and thus cannot relate these high-level semantic concepts directly to low-level
features. In this research, we propose a semantic content-based facial image retrieval
technique (SCBFIR) that incorporates multiple visual features with semantic features to
increase the accuracy of the facial image retrieval and to reduce the semantic gap between
the high-level query requirements and the low-level facial features of the human facial
image. Semantic features were selected and weighted based on a case study, with the
participation of one hundred respondents. Visual features and semantic features were
extracted by different methods, so they have variant weights. A new method was proposed
through a radial basis function network for both, measuring the distance between the query
vectors and the database vectors of the different features for similarities finding, and for

ranking and combining the similarities. A probabilistic approach was used to improve the
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differences observed based on humans’ perception and the viewpoint that may appear
during image annotation and/or query process. A prototype system of human facial image
retrieval was subsequently built to test the retrieval performance. The system was trained
and tested on two databases; the first database being the ‘ORL Database of Faces’ from
AT&T Laboratories, Cambridge, while the second database consists of local facial images
database of one hundred and fifty participants from the University of Malaya (UM), Kuala
Lumpur,and some of their friends and families outside the UM. The results of the
experiments show that, as compared to the content-based facial image retrieval technique,
the proposed methods of SCBFIR achieve the best performance based on the number of
semantic features used. The content-based facial image retrieval technique achieves
80.60% and 89.51% accuracy, while the SCBFIR achieves 97.85 % and 99.39% accuracy

for the first and second database respectively within the top 10 retrieved facial images.
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ABSTRAK

Peningkatan ketara dalam pengutipan-pengutipan imej bergidit dan video memerlukan
keadah-keadah pengurusan yang cekap bagi tujuan arkib dan pembacaan semula. Imej-
imej muka adalah yang terpenting antara imej-imej berdigit kerana terdapat banyak
aplikasinya dalam kehidupan manusia seperti di sistem lapangan terbang, penguatkuasaan
undang undang, sistem-sistem keselamatan dan sistem pengawasan automatik.Content
Based Retrieval System (CBIR) yang asas dan digunakan bagi tujuan pembacaan imej
semula secara am adalah tidak berkesan dengan imej-imej muka khususnya apabila
querynya adalah dalam bentuk penggambaran pengguna.CBIR yang tersediaada adalah
berasaskan pada ciri-ciri tahap rendah seperti warna, tekstur dan bentuk, maka it tidak
boleh menangkap aspek-aspek semantic dalam imej-imej muka.Dalam penggambaran apa-
apa yang di perlukannya, manusia secara semulajadi menggunakan ciri-ciri semantik (ciri-
ciri tahap tinggi) dan biasanya menghadapi kesusahan-kesusahan apabila membuat
penggambaran dengan ciri-ciri tahap rendah. Ini adalah kerana manusia biasanya
mengertikan imej-imej muka dan membandingkan persamaan-persamaan antaranya
dengan penggunaan ciri-ciri tahap tinggi seperti jantina, bangsa, usia dan skala penilaian
sifat sifat muka. Dengan yang demikian, manuia tidak dapat menghubungkan konsep-
konsep semantik tahap tinggi ini secara langsung dengan ciri-ciri tahap rendah.Dalam
penyelidikan ini kita telah mencadangkan sesuatu Semantic Content Based Facial Image
Retrieval System (SCBFIR) yang dapat menggabungkan pelbagai ciri-ciri visual bersama
ciri-ciri semantik bagi tujuan meningkatkan lagi kejituan pembacaan semula imej muka
dan mengurangkan perbezaan semantik di antara keperluan-keperluan query tahap tinggi
dan ciri-ciri tahap rendah yang terdapat dalam imej muka manusia.Ciri-ciri semantik telah
dipilih dan diberikan nilai berat yang berasaskan pada sesuatu kajian kes yang melibatkan
penyertaan 100 peserta.Ciri-ciri visual dan semantik dapat diekstrakkan melalui keadah-

keadah yang berbeza supaya mereka dapat nilai-nilai berat yang berlainan.Suatu rangkaian
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neuro telah dicadangkan untuk (i) pengukuran jarak antara vektor-vektor query dan vektor-
vektor pangkalan data bagi pelbagai ciri-ciri yang berlainan bagi tujuan kajian persamaan-
persamaan dan (ii) pemberian nilai berat dan penggabungan persamaanya.

Sesuatu keadah kebarangkalian dapat digunakan untuk mengurangkan perbezaan-
perbezaan yang dilihati dari segi persepsi manusia dan padangan-padangan yang dihasilkan
semasa anotasi imej dan/atau proses query.Dengan ini, sesuatu sistem prototaip bagi
pembacaan semula imej muka manusia dapat dibangunkan bagi tujuan menguji prestasi
pembacaan semula.Sistem ini dapat dilatih dan diuji sekali pada dua pangkalan data, iaitu
pangkalan data imej-imej muka manusia ORL daripada makmal AT&T, Cambridge dan
pangkalan data imej-imej muka manusia tempatan yang merangkumi 150 perserta daripada
staf Universiti Malaya, Kuala Lumpur dan juga kawan-kawan dan ahli keluarga mereka di
luar universiti.Keputusan-keputusan eksperimen menunjukkan bahawa keadah SCBFIR
telah mencapai prestasi yang paling baik berasaskan pada bilangan ciri-ciri semantik yang
digunakan berbanding dengan teknik yang tipikal bagi pengenalan dan pembacaan semula
imej-imej muka. Teknik yang tipikal bagi pembacaan semula imej-imej muka dapat
mencapai kejituan sebanyak 80.60% dan 89.51% masing-masing bagi pangkalan data ORL
dan pangkalan data tempatan untuk 10 imej muka teratas yang dibaca semula.
Walaubagaimana pun teknik SCBFIR mencapai kejituan sebanyak 97.85% dan 93.39 %

bagi kedua-dua pengakalan data masing masing.
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CHAPTER 1
INTRODUCTION

1.1 Introduction

Due to the availability of image capturing devices such as digital cameras and image
scanners, there has been a significant increase in the huge collections of digital images
and videos lately from various domains, including fashion, crime prevention,
publishing, medicine, architecture, etc. These collections of digital images need to be
managed resulting in the requirement for efficient methods for the archival and retrieval
of these images. The search for solutions for image retrieval problems is becoming an
active area for research and development.

Facial images have gained importance among digital images because of its use in
various aspects of life, such as in airports, law enforcement applications, security
systems, and automated surveillance applications.

The face is the most significant component of the human body that are normally used by
humans to recognize each other; thus, facial images are the most common biometric
characteristics used for human verification and identification (Jain, Hong, & Pankanti,
2000). Numerous works are emerging for various purposes of face identification,

verification, and retrieval used for different applications of facial images.

A face retrieval problem is concerned with retrieving facial images that are relevant to
user requests from a collection of images. The retrieval is based on the visual contents

and/or on the information associated with this facial image.



Content-based facial image retrieval (CBFIR) is a computer based vision technique that
is applied to the problem of facial image retrieval, especially when searching for digital
images of faces in a comprehensive database with similar features, and making the exact
retrieval of the target face is difficult or almost impossible through traditional techniques
such as content-based image retrieval (CBIR) and face recognition technique (FERET).
Although the main purpose of a face recognition system is to find the facial images of
the same person for identification or verification task, a face retrieval system is also
required to figure out facial images that look similar to the query face (Datta, Joshi, Li, &
Wang, 2008).

The basic image retrieval system mostly use visual features, such as color, texture, and
shape features. These features are usually referred to as low-level features. Low-level
features are extracted automatically using image processing methods to represent the
raw content of the image. Image retrieval based on color usually yields images with
similar colors, whereas image retrieval based on shape yields images that clearly have
the same shape, and so on (Datta, et al., 2008; Lew, Sebe, Djeraba, & Jain, 2006). From
the discussion above, such systems used for the general purpose of image retrieval using
low-level features are not effective for facial images, especially when the user query is a
verbal description, since the semantic aspects of a face are not captured with these
features, while humans in their nature tend to use the semantic descriptions (high-level
features) in order to find what they are looking for, and they encounter difficulties in
using the language of low-level features, for instance, color and texture. This is because
human beings normally perceive facial images and compare their similarities using
high-level features such as gender, race, age, and the rating scale of the facial traits, and
thus cannot relate these high-level semantic concepts directly to the low-level features.
Traditional systems use visual features and are usually based on a query by example

strategies for navigating through the image database. If an example image is not



available, such systems are not likely to perform the task of facial images retrieval
efficiently. Generally, facial images differ from other images because facial images are
complex, multidimensional, and similar in overall configuration.

There have been many discussions on image visual features and the ability of the human
for face recognition. Jain et al. (Jain, et al., 2000) indicated that it is questionable
whether the visual features of the face itself, without any contextual information, is a
sufficient basis for recognizing a person from a large number of identities with an
extremely high level of confidence. This is confirmed by Sinha et al. (Sinha, Balas,
Ostrovsky, & Russell, 2007) who suggested that humans are good at recognizing
because they process the input facial features holistically. Image contains much
information that can be perceived easily by human vision, but is still difficult to extract
automatically. The human ability to recognize faces and distinguish individuals is
effective at distance and under different illumination and weather conditions.

Human beings are much better than computers at making use of high-level semantic
information from facial images. A complete facial image understanding consists of
interpreting face image objects and their relationship (Datta, et al., 2008; Lew, et al.,
2006).

Although, “a picture is worth a thousand words”, one of the best methods used to
represent high-level concepts in a computer system is the text-based description.
Different ways have been used to incorporate textual information into image retrieval.
Up until now, neither of these two types of features has individually been satisfactory in
retrieving facial images namely text-based description and visual features. There is still
a huge gap that needs to be filled in the area of these researches.

The proposed work in this research is a semantic-content based facial image retrieval
(SCBFIR) model that incorporate multiple visual features with semantic description.

The aim is to increase the accuracy of the facial image retrieval and to reduce the



semantic gap between the high-level query requirement and low-level facial features of
the human facial image, enabling the model to meet human natural tendencies and needs
in the description and retrieval of face images.

Visual features represent the raw content of the human facial image, while the semantic
features are obtained by textual annotation. Semantic features were selected and
weighted based on a case study, with the participation of one hundred respondents.
Visual features and semantic features are extracted by different methods, so they have
variant weights. There is therefore, a need for distance measurements between the
vectors of these features in order to measure the degree of similarity of each semantic or
visual feature. Some features may be considered more important than others, so features
weighting is used to distinguish the importance of the various features. A Neural
network is proposed for both, measuring the distance between the query vectors and the
database vectors of the different features for similarities finding, and for weighting and
combining the similarities. A probabilistic approach is used to improve the differences
observed based on humans perception and the viewpoint that may appear during image

annotation and / or query process.

1.2 Research Importance

Images and videos have dramatically entered our lives excessively throughout the last
decades. They are indeed likely to play an increasingly important role in our live; this is
because of the advances in digital imaging technologies and devices. The steady growth
on the number of digital images generated and an explosion in the amount of digital
images available has led to an increase on data storage capacity. The difficulties of
locating a desired image in a large and varied collection are now the current main
problem in this field. In order to search in such a large and varied images’ collection,

there is a growing need for efficient storage and retrieval techniques.



Image retrieval systems are developed in order to search the target image more easily,
speedily, and at a lower cost of retrieval. In content-based image retrieval techniques,
the visual features particularly color, texture, and shape are extracted as uncorrelated
characteristics based on pixel values, and aggregated information derived digitally from
larger segments of the image. The techniques in such system uses the representation of
these features that reflect a global description of images to calculate the similarity and
matching between images without considering the physical extension of objects on their
primitive features and do not take into account the image contents. This leads to the
failure to consider the implicit semantics of an image. As such, the CBIR approach is
still far from enabling semantic-based access, in other words, the inability of automatic
understanding. This is one of the limitations facing the current CBIR system, humans
compare and measure the similarities between images, and the semantic content found
therein, whereas a computer-based system uses low-level features and image semantics
is not intrinsically expressed in image pixels. Humans are interested in the content of
images at the semantic level, e.g., humans, looking at a facial image; will consider the
features of the face parts (and their correlation) and other description such as gender,
age, etc. They will expect to retrieve the target facial images from a database, while a
computer-based system would “look for” images with certain features such as color,
textures and shape. The mismatch between human expectations and the system
performance gives rise to the difference between the humans’ frameworks for
interpreting the semantics description of the query image and the aforesaid low-level
features abstraction from the visual content- leading to the semantic gap.

Suitable ways of describing image content is by text (concept) because humans
understand and expressed things in keywords more easily. Expressing characters using
keywords symbols are more effective compared to specifying exactly using visual

features. The symbolic features are conceptual, and they are easy to manipulate.



Therefore, users create their queries with a higher semantic level while an image-
processing algorithm extracts visual data at a non-semantic level. Therefore, it is very
important to bridge these two levels together and support the mapping of low-level
visual features to the high-level semantic concepts. Thus, we need to deal with two
types of data, visual and textual information. Metadata that is extracted from visual
content and text caption should be integrated to facilitate the semantic based image
retrieval system.

A promising idea is to represent images as ‘words’ analogous to text retrieval solutions.
Using text caption enhances the image classification and interpretation process. The
matching query way reflects human similarity judgments, understanding users’ needs,
and information-seeking behavior. In this research, a combination of textual information
of the human facial image description with visual features information has been
proposed to improve image search results.

Content based image retrieval systems has gained interest among research scientists for
efficient image searching, browsing and retrieval methods that are required for various
domains and applications , these are (da Silva Torres & Falcao, 2006; Liu, Zhang, Lu, &
Ma, 2007):

e Journalism and Advertising

e Education and Training

e Biodiversity Information Systems

e Travel and Tourism

e Crime prevention including Fingerprint Recognition and Face Recognition
e Home Entertainment

e Fashion, Architecture and Engineering
e Surveillance System

e Historic and Art Research

e Digital libraries

e Medical Diagnosis

e Web Searching



The corresponding application area of the proposed facial image retrieval system is in
law enforcement agencies. This is to assist witnesses to use their verbal descriptions of
suspects to retrieve the facial image of the suspect from the police records of the past
suspects’ facial image. The facial image is probably one of the most important tools in
criminal investigation where identification is often the hardest part of a police
investigation. Law enforcement agencies usually keep large archives of visual evidence;
one of them is the past suspects’ facial images that are known as mugshots or booking
photographs. In the context of law enforcement, the mugshot registers a photographic
record of the arrested individual for victim and investigator identification. Whenever a
crime occurs, they can compare the description of the suspect in the crime from
eyewitnesses, who can provide the similarity to the records in their archives.
Hard-copy image formats were the initial support for crime prevention with
maintenance, storage room, difficulty of search and retrieval contributing for its
secondary role. Digital images, the soft-copy format, are the current alternative. The
police have a computerized facial image system; containing a huge database of images.
On the other side, the witnesses always have a mental image of the suspect alone. The
description of the suspect whom they give is generally verbal in nature. Since the
database is large, manually inspecting every image is impractical, how will they find a
particular face in this very large database? In addition, to sketch a suspect’s face as
described verbally by a witness would entail time not only for sketching but also for
matching the sketch with available facial images. However, in the proposed system, the
verbal description provided by the witness will be matched with the semantic
descriptions of faces in the database. The former description can be the input into the
system while the latter process gives the output comprising a list of ranked facial images

of past suspects in the database. The proposed system has provided methods, which



narrow down the number of images to be searched in the database for matching with the
queried image.

Using the system in law enforcement applications for searching through a database of
criminals is an application example, while there are various other areas where the need
for efficiently retrieving the facial image is required , and the proposed research can be
used. Another one of them is for personal use, such as, searching through a personal
collection of facial images and the other is commercial applications, for instance,

searching through the web.

1.3 Problem Statement

Despite the various efforts to improve the image retrieval system during the past years,
the current systems still suffer from many problems that can degrade their performance
and keep them from achieving users' expectation. Two main issues of these problems
that are associated with the current system and keep floating on the surface. The first

issue is the semantic gap and the second issue is the subjectivity of human perception.

1.3.1 Semantic Gap Problem

Human facial image features can be obtained from the whole image, or from segmented
parts of the image. Image features include visual content that is so called low-level
features automatically extracted using computer vision techniques, and semantic content
that is so called high-level features. Semantic content is described either directly
through descriptions and textual annotations or by complex inference procedures based
on visual content (Long, Zhang, & Feng, 2003).

Most of the current systems are specialized for image based matching and retrieval

based on the low-level features such as color, texture and shape. Such systems used for



the general purpose of image retrieval using low-level features are not effective for
facial images, especially when the user query is a verbal description. The systems do not
capture the semantic aspects of a face. However, humans naturally tend to use verbal
descriptions of the semantic features (high-level features) to find what they are looking
for, and they encounter difficulties in using the language of low-level features and
cannot relate these high-level semantic concepts directly to low-level features. There is
no direct link between the high-level concepts and the low-level features.

Humans use keywords to characterize the face. These keywords are assigned
corresponding to the representative visual features, visual impression, and inspired
impressive features of the facial image. However, how the low-level features of the
facial images correlate are significant to be used as features for comparing between the
images in the features space in order to find the similarity, this similarity does not
correlate with the similarity perceive by the humans between these facial images.

We summarize the previous discussion in the following:

e The basic content-based image retrieval (CBIR) system used for the general task
of image retrieval is not effective for facial images.

e Most of researches and systems that were done in the field of content-based
facial image retrieval (CBFIR) were based on low-level features such as color,
texture, eigenfaces, etc. thus, it cannot capture the semantic aspects of a facial
image.

e The low-level features cannot describe the high-level semantic concepts in the
user’s mind and high-level semantic concepts cannot directly relate to low-level
features.

e Humans by nature tend to use semantic descriptions when describing what they

are looking for, such as gender, race, age and the rating scale of the facial trait.



Svsiemuses low-
level features.
Human encounters

They perceive facial images and compare their similarities using high-level
features.
e Similarity amongst the semantic features is not equal to the similarities in low-
level features.
The above discussion described the limitation in current systems which created a
gap called semantic gap that is defined as follow : “the lack of coincidence between
the information that one can extract from the visual features and the interpretation
that the same features have for a user in a given situation“. In other words, “It
expresses the disagreement between the low-level features that can be extracted
from the images and the descriptions that are meaningful for the users” (Datta, et al.,
2008; Smeulders, Worring, Santini, Gupta, & Jain, 2000).
That was the first issue in the facial image retrieval. Figure 1.1 shows the issue of

the semantic gap problem.

Human uses high-

level concepis.
System cannot

Semantic understand and

difficuliies for .
undersianding and capture directly
using the language high- level semantic
aflow-level concepis in
Jeatures to express Human's mind.

his request query.

Figure 1.1: Illustration of the semantic gap problem, human uses high-level concepts,
while systems use low-level features.
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1.3.2 Subjectivity of Human Perception

Semantic attributes play a very important role in facial image recognition and retrieval
because human facial image include a variety of these semantic attributes that are used
for recognizing faces and characterizing them. However, the problem appears during the
description of these features. Human perception and viewpoint are considered as
subjective aspect, which means that different people may perceive the same facial
images differently and give them different rating scales of description. As an example,
one person may describe a facial image as having a short beard and flat nose while
another person or the same person under a different situation may perceive the same
facial image features differently. The issue of the subjectivity of human perception in

facial image retrieval is depicted in Figure 1.2.
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Figure 1.2: Illustration of human perception subjectivity
in facial image retrieval.
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1.3.3 Research Objectives

Based on the above discussion and facts of the facial image retrieval problems, the main
goal of our research is to develop a semantic-content based facial image retrieval
(SCBFIR) technique; towards reducing the semantic gap problem, and enabling the
facial image retrieval system to meet human natural tendencies and needs in the
description and retrieval of facial images. The more detailed objectives of our research
include the following:
e To develop a model that links the high-level query requirement and the low-
level facial features of the human facial image.
e To retrieve facial image based on the high-level query requirement and the
low level facial features efficiently and accurately.
e To compare the performance of face retrieval technique (based on low-level
features) with the developed model.
e To improve the differences observed based on humans 'perception and the
viewpoint that may appear during image annotation and/or query processing
Our research aims to investigate the methods that can improve the performance of the
content-based facial image retrieval (CBFIR) technique. The research aims also to
address the issue of combining the heterogeneous attributes of visual features and
semantic features using efficient and accurate method for improving the performance
accuracy of the semantic facial image retrieval and enabling the user to specify his/her

query through the query by example together with the natural language descriptions.

1.4 Significance of Study

This research has proposed a new approach for facial image retrieval from a large image

database. Most existing image retrieval systems are based on low-level image features
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for facial image retrieval without considering associated image semantic features. Given
that a facial image carries a wealth of information, user expectation is therefore not met
if a face is described using only single image features. Therefore, a combination of
image features should be considered.

The proposed research aims to reduce the gap between content based and semantic
based image retrieval systems and improve the retrieval performance. It has focused on
using high-level semantic information and low-level information together to enhance
the image retrieval. Its performance is evaluated to indicate the degree of improvements
made. This research has indeed generated an improved method of facial image retrieval.

The results of the study are contributed to the identification of new method.

1.5 Thesis Organization

The thesis is organized in seven chapters as follows:

e Chapter One (Introduction)
In this chapter, we presented an introduction to our research issues, research
motivation, importance, and application of the research, the problem statement,
the aims, and objectives, and the outline of the research approach.

e Chapter Two (Content-Based Image Retrieval)
In this chapter, we present a review of previous literature and studies relevant to
the field of content based image retrieval. The chapter gives an overview of the
CBIR systems and their various components. A related works in content-based
facial image retrieval systems are discussed.

e Chapter Three (Semantic Based -Image Retrieval)
In this chapter, we present a review of previous literature and studies relevant to
the field of semantic image retrieval. A related works in semantic image retrieval
and facial image retrieval systems are discussed.
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Chapter Four (Facial Features Extraction and Classification)

In this chapter, we simplify and explain the details of facial features extraction
and classification techniques used in this research. The techniques and
approaches chosen and applied were based on the literature review in order to
achieve our research objectives.

Chapter Five (Research Design and Methodology )

In this chapter, we describe and explain the research methodology used,
including research design, proposed methods, procedures adopted, and data and
the method of its collection.

Chapter Six ( Experimental Results and Discussion)

In this chapter, we present the research results in the form of text, figures, and
tables. We present a discussion and analysis of the research results. The results
finding based on the comparison of previous studies are also presented.
Chapter Seven (Conclusion and Futures Works)

In this chapter, the findings are summarized and their implications discussed.

The section also includes suggestion for future works.
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CHAPTER 2

CONTENT-BASED IMAGE
RETRIEVAL

2.1 Introduction

Among the key tasks of computer science, is the management of digital information. In
the initial stages of development, when most of the data comprised of text and numbers,
storage and searching were well administered by relational databases. However, because
of the rapid growth of multimedia technology and an increase in image and video
accumulations, the need for workable and efficient image retrieval techniques and the
management of visual data has resulted in substantial research efforts in providing the
needed tools.

There has been noteworthy advancement in both system development and theoretical
research. However, many challenging research problems persist, which continues to
attract researchers from multiple disciplines.

Image retrieval is an extension of the conventional information retrieval. Image retrieval
techniques are in some ways extrapolated from established information retrieval
methods, and are designed to manage the enormous amount of more versatile visual
data (Lew, Sebe, Djeraba, & Jain, 2006).

Traditional information retrieval was founded mainly on text, and methods of textual
information retrieval have been introduced to image retrieval in diversified ways, an
example of this is traditional indexing for image retrieval which is text-based
(Jorgensen, 1998). Increased interest in developing image-based solutions have arisen
due to the insufficiency of text-based access to images. However, “a picture is worth

a thousand words” and thus, image contents are much more impactful as compared with
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text, and the quantity of visual data is already extensive and still rapidly growing. Image
retrieval is based on the availability of a representation scheme of image content , In the
hope of dealing with these particular characteristics of visual data, content-based image
retrieval methods have been introduced (Gimel'Farb & Jain, 1996; Yoshitaka &
Ichikawa, 1999). Probably the most rapidly maturing application of similarity searching
is content-based image retrieval, because of the limitations underlying the metadata-
based systems, as well as the extensive range of potential applications of efficient image
retrieval. Content-based methods try to overcome the drawbacks of text-based retrieval
systems, by harnessing the advantages of the visual content of images. The evaluation
of visual similarity is a natural process for people. This makes image search ideal for
evaluating content-based retrieval performance.

Content-based image retrieval approaches use low-level visual features that are directly
related to the perceptual facets of the contents of the image. The majority of these
features are simple to extract and representing the similarity measures of these attributes
using their statistical properties is convenient (Grosky, 2011).

In the content-based image retrieval technique, the images are indexed as a set of
attributes. When queried, the information is extracted from previously calculated image
attributes, instead of retrieving by requesting information directly from the images. A
variety of content-based image retrieval techniques have been introduced in the past few
years, and there are many researchers have been carried out in retrieval based content,
which has been employed in many applications such as in internet searches, medical
diagnosis, and trademark images. Content-based image retrieval technique is still very
active research area with investigations on different image features and different
features extraction methods for image retrieval (Datta, Joshi, Li, & Wang, 2008) .

The efforts in the techniques of image retrieval focused on a ‘query by example image’

paradigm. The user’s query cannot be a basic description of the requested image content
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such as ‘find images containing a particular human facial image’. An example image or
a sketch of a face is submitted to the search engine instead.

Content-based retrieval is not dependent on mapping the content in its entirety. The
description has to fit the retrieval methods, which are based on similarity. The key
problem stems from trying to interpret what people perceive as similar.

Image retrieval methods should offer support for user queries in an effective and viable
way, just as traditional information retrieval supports textual retrieval. However,
because of the dynamic and variable characteristics of the contents of an image, costly
computing and advanced methodologies are needed to process the image; visualize data,
and measure similarities.

The content-based search is not yet well developed for easy use by the public. In some
situations, they do not satisfy user expectations, although the search results are
acceptably promising in other cases (Datta, et al., 2008).

Several factors should be considered in the image retrieval (Datta, et al., 2008). These
factors include:

e a clear idea of what the user wants,

e where would the user prefer to search,

¢ in what form does the user post her query,

e how would the user want the results presented, and

what is the nature of the inquirer's input/interaction.

Users may need access to images based on abstract concepts and symbolic imagery, or
may select access to images through vague features such as texture, color, or shape.
Currently perceiving how individuals relate to visual information is inadequate, and the
technology to access these images has intensified exponentially. Low-level visual
features often fail to depict the high-level semantic concepts in the user’s mind. Image

semantics cannot be modeled by describing low-level features with sophisticated
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algorithms. In general, the relatively more important meanings of objects and scenes in
images that are perceived by humans are represented by high-level concepts, though
they are not expressed directly from the visual contents. The users’ preferences,
viewpoint, and subjectivity determine these conceptual aspects (Zhao & Grosky 2002).
It is not an easy task for the machine to mine and manage meaningful semantics features
automatically from the submitted image and to use them to make the retrieval step more
intelligent and user-friendly. On the other hand, text descriptors usually represent high-
level conceptual information conveniently.

Hence, there is a pressing need to bridge the gap between the low-level features and
high-level concepts, and integrating them from a different perspective. Consequently,
some of the image retrieval research communities focus their attention on the semantic
problem that is related to content-based image retrieval, and its effect on the retrieval
process. Hence, the research focus has been shifted from the abstract content-based
image retrieval into reducing the ‘semantic gap’ between the visual features that are
represented in the machine and the richness of human semantics. Figure 2.1 depicts the
hierarchical progress in image retrieval techniques. The semantic gap refers to the
inconsistency between the limited descriptive power of low-level image features and the
richness of users’ semantics (Liu, Zhang, Lu, & Ma, 2007).

Humans contrive texts and their interpretation. Pictures on the other hand are a
projection in a real scene. While images are a combination of pixels which have no
importance by itself, texts are made up of characters, and each character has a meaning.
While character arrangement is predictable, pixel combinations are not. A machine can
easily interpret text semantics; however, it cannot easily understand image semantics, as
image semantics are not intrinsically expressed in image pixels.

Due to the lack of any integrated structure for image representation and retrieval, some

methods may perform better than others under varying query conditions. Text based
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retrieval systems supply natural query interaction, but as they do not use any image
data, may provide noisy results. Image based systems frequently give similarity based
results when a sample image is used to retrieve similar looking images. It is intelligible
that the image retrieval techniques should consist of an integration of both low-level
visual features covering the more detailed perceptual characteristics, and high-level
semantic features implicit in the broader conceptual aspects of visual data. Therefore, to
facilitate efficient image data management, these schemes, and retrieval techniques need

to somehow be merged and adjusted (Zhao & Grosky 2002).

The main areas of the works related to this research are:
1. textual information as related to image retrieval,
2. image content as related to image retrieval, and

3. semantic image retrieval.
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Figure 2.1: The hierarchical progress
in image retrieval techniques.

2.2 Image Retrieval Model

Before we review the existing image retrieval models and techniques, it is important to
look at the general image retrieval model. Image retrieval model (IRM) covers the
specification of the following: an image database model (IDM), and a query
specification language for expressing user queries, and a matching or retrieval algorithm
for retrieving relevant images from an image database to answer user queries
(Gudivada, Raghavan, & Vanapipat, 1994; Stanchev, 1999). The image retrieval model
is unique because of its broad coverage of image features. In the image retrieval model,
the general image description model representation is used for searching the images

where the model is based on similarity retrieval.
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Let the vectors (X1,X,, ...X;) represent the features of the database of a set of images.
Each image in the database has the description X (x4,x,, ...x;;,). If we suppose the query
is submitted through the general image data model in an image description Q
(91,92,----9m), then each database image,X; is compared with the query image Q using
an appropriate comparison technique, such as distance function for numerical value.
The similarity value (S¥) between Q and X; is defined as Sr= distance (Q,X;). The
similarity can be calculated in different ways according to the ¢ and X; content. That
content can be symbolic, numerical or linguistic values, histograms, pictures or spatial

representation characters (Deselaers, Keysers, & Ney, 2008).

2.3 Image Database Model

An image database model is used to realize the general method of image knowledge
representation and, usually helps to better manage the image retrieval task and introduce
the nomenclature that is related to image attributes. It determines the view(s) of the
image data, and is a means of depicting entities of interest in images, their geometric
characteristics and attributes values, and associations with objects within images. It is a
form of data abstraction used to depict the conceptual data representation and an
assemblage of concepts that may be employed to describe a database's structure. The
database structure comprises of types of data, relationships and restraints that relate to
the data, and can also contain a list of operations for database retrieval (Gudivada, et al.,
1994; Stanchev, 1999). Generally, each of these schemes forms a symbolic image for
each rendered physical image, and to reduce the search space, symbolic images are then
used together with the index structures as proxies for image comparisons. Once
a measure of similarity is ascertained, the actual matching images are retrieved from the

database.
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Because of the absence of any integrated framework for the image representation,
storage, and retrieval, these symbolic representation schemes have greatly improved
image management (Tao & Grosky, 1998) .

Various schemes for data modeling and image representation have been suggested.
Figure 2.2 shows the schema of the image database model. The model constitutes the
taxonomy founded on the systematization of existing approaches (Stanchev, 1999).
It includes:

e Language approach, in which language phraseologies are used for physical and

appropriate image content descriptions.

e Object-oriented approach, in which the image and the image objects are handled
as objects containing relevant functions to calculate its functions. In terms of the
object-oriented approach the image itself together with its semantic descriptions is
processed as an object. The image is presented in two layouts (classes) - logical
and physical.

Logical attributes refer to the attributes used in describing the properties of an image,
regarded as either an integral entity or a collection of component objects. Logical
attributes evidence the characteristics of an image and its constituent objects at different
levels of abstraction.

The terminology that is associated with image attributes are categorized by three broad
categories:

e meta attributes,

e semantic attributes, and

e content based attributes.
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Figure 2.2: Schema of the image database model.

Meta attributes refer to those characteristics of an image that are derived externally and
do not depend on the image content. Image acquisition date and identification number
are some of the attributes that may be included. Image meta attributes refer to meta
attributes that relate to the whole image, and the meta attributes that apply to an images'
constituent objects are termed image-object meta attributes. High-level domain
concepts, which the images manifest, are described using semantic attributes. Content
based attributes, include the general-purpose attributes, such as the texture and color of

the image, or model based attributes, such as objects and objects relations (Gudivada, et

al., 1994).
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2.4 Information Retrieval

Information retrieval encompasses the area of study concerned with searching for
documents, for the information in documents, and for the document metadata.
Information retrieval traditionally refers to retrieving documents containing text from a
single source. It was developed to include information retrieval in the form of images,
audio, and video from various sources. In automatic information retrieval, users submit
their query to a system to search for relevant information such as from the internet. The
information will be extracted and retrieved from the data store based on their relevance
to that query. Text-based information representation is the standard recognized method
for information retrieval. This method is known as text-based or keyword-based
information retrieval. The first few automated information retrieval systems were
commenced in the 1950s and 1960s (Deselaers, Weyand, Keysers, Macherey, & Ney,

2006).

2.5 Image Retrieval

Image retrieval is the task of browsing, searching, and retrieving images from a large
database of digital images. Image searching is a specialized data search method used to
locate digital images. The search can be through a digital image metadata search or
digital image visual search where two forms of information are related to the digital
image:

e The metadata, giving information about the image.

e The visual features, containing information intrinsic to the image.
Metadata comprises keywords or text while the visual features are derived through
computational processes and based on the raw data's pixel values. Computational

processes may comprise image processing and computational geometric routines
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performed on the digital image (Gupta & Jain, 1997). A user has to provide his query
terms such as keyword or image example to search for images, and the system will
deliver images "similar" to the query. The first automated image retrieval system was
developed at Massachusetts Institute of Technology (MIT), in 1980s,by Banireddy
Prasaad, AmarGupta, Hoo-min Toong, and Stuart Madnick (Prasad, Gupta, Toong, &

Madnick, 1987).

2.5.1 Text-Based Image Retrieval

Long before images could be digitized, access to image collections was provided by
librarians, curators, and archivists through text descriptors or classification codes. These
indexing schemes reflected the one-off characteristics of a specific collection or
clientele.

As defined earlier, text based information retrieval technique focuses on text
documents, and is the science of searching for information within documents, or for
documents themselves. However, text-based image retrieval (specific information,) is a
technique used to retrieve the digital image from a digital image database, based on text
or a keyword associated with the image. The text-based image retrieval approach is a
well-established tradition within the field of information retrieval. It dates back to the
1970s (Liu, et al., 2007; Long , Zhang , & Feng 2003). In such technique, the images are
annotated with text descriptors. The annotations or text-descriptions are rich in keying
out semantic content of images. The text based image retrieval system uses the
techniques of the conventional document retrieval, for instance, a user presents his
inquiry as a keyword or a number of keywords. The query is compared with each text
description during the retrieval process, and the images whose text descriptions match

the query are retrieved (Salton, 1989).
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Long before the advent of the web, text based retrieval has been used to organize
keyword retrieval of images. Many techniques have been developed for text-based
information retrieval, and they were very successful in indexing and querying web sites.
Some of the initial image retrieval systems, including the commercially successful
Yahoo image search and Google image search use text analysis to retrieve images.
These systems employ text-based methods to retrieve the image, without considering a
single pixel. Comprehensive surveys of early text-based image retrieval methods are
presented in (Chang & Hsu, 1992; Rasmussen, 1997; Tamura & Yokoya, 1984).
Text-based indexing has lots of strengths including its capability to represent both
specific and general instantiations of an image at differing complexity levels. Images
can be arranged by topical or semantic structures with text descriptions. Based on the
standard boolean queries, this offers easy navigation and browsing.

The most advantage of the text-based image retrieval technique is its ability to capture
complex semantics contents contained in the image, such as human emotions - ‘smiling,
sadness or angry’, things descriptions ‘big and small ‘and events/actions like ‘dance or
bray’. In addition, text-based image retrieval is reliable and quick. However,
annotation inaccuracy resulting from the subjectivity of human perception is the main
drawbacks. If the descriptions of some features are omitted, or represented by unlikely
terms or are different from the standard query terms, the retrieval performance would
consequently be poor. The difficulty to describe some visual properties such as certain
textures and shapes introduces limitations. This leads to the search for new methods to
overcome these limitations, and stimulated interest in content-based image retrieval
techniques for retrieving images using visual features. Generally, it is recognized that

text-based image retrieval systems, are so far successful and satisfactory for the user.
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2.5.2 Content-Based Image Retrieval

A query based visual information method is referred to as content-based image retrieval
(CBIR). It is the application of computer vision to the image retrieval problem. Content-
based image retrieval emerged as an alternative to the automated text-based image
retrieval systems, although text-based image retrieval remains popular in the image
retrieval system. Images are greatly rich in information; some information is translated
to text description, while other information is captured by their visual representation. As
compared to the text-based image retrieval techniques, CBIR techniques operate on a
completely different principle, the images are retrieved from a collection by comparing
features automatically extracted from the images themselves.

The term 'content-based image retrieval' was first coined and used by T. Kato in 1992
(Kato, 1992) to describe his experiments pertaining to automatic retrieval of images by
color and shape, from a database. He was curious about how information on shape and
color could be used to query a database of images. His term has since been used more
broadly to describe any system, which uses information extracted from the content of
the image to search for matches (Vasylenko, 2010). Features extraction techniques
extract the visual features of the image to achieve this type of image retrieval, and use it
for indexing and subsequent retrieval purposes. The signatures for each image is
generated by the database management system while the visual features are extracted,
providing a means of comparing visual features between images. An example of this
technique is the query by example (QBE) method, which uses an example query image
as a seed image to find other images, then applying the signature similarity for
comparison (Xiangyu & James, 2003).

Query techniques can be used as criteria for classifying the image retrieval. If the query
is represented by using a sample image the retrieval system is called a query by example

system, a 'query by text' system uses keywords. Figure 2.3 shows the difference
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between text-based image retrieval and content—based image retrieval, based on query

techniques and retrieval results.

Batrizved Images

Figure 2.3: Image retrieval classification based on the query types,
(a) : text-based image retrieval technique, use keyword for query,
(b) : content-based image retrieval technique, use image for query.

Content-based image retrieval can be classified depending on the domain of the
application into two types. The first type is the general-purpose applications. A query
image is used to match with an arbitrary collection of images, such as in web searches.
The goal is to retrieve images with similar objects to the query. As an example, a query
image with a tree will find all images with trees. The second type is a domain specific
application. In this type, the query image is used to match to a collection of images of a
particular type. Such as, in facial images applications, fingerprints, X-ray images of a

specific organ, and images of skin lesions.
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2.5.3 Review of Content Based Image Retrieval

During the past several years, many different image representations have been
developed. Several content-based image retrieval techniques have been suggested based
on classifying images by their content using the low-level features. The most common
low-level image features are texture, shape, color, and spatial layout. Since these low-
level features are not enough by itself to represent image contents on the object level,
researchers have concentrated on integrating different features, or different feature
representations.

Some of the earlier commercial products and academic retrieval systems developed
during the last decade are the CBIR systems in use by IBM's Query By Image Content
(QBIC) described by Flickner et al, (Flickner et al., 1995), and VIRAGE system (Gupta
& Jain, 1997) in commercial domains. In the academic domain are the MIT Photobook
system (Pentland, Picard, & Sclaroff, 1996), and the WebSEEK system (Smith &
Chang, 1997b) among others.

There has been a measurable increase in research publications on the techniques of user
query and interaction, visual information extraction, organization, indexing and
database management. Comprehensive reviews and surveys of these techniques during
this period are presented in (Datta , Li , & Wang 2005; Rui, Huang, & Chang, 1999;

Veltkamp & Tanase, 2000).

2.5.3.1 Low Level Features Based Image Retrieval

Low-level features are those features that can be automatically obtained from the
images themselves, and permit us to examine the image's inner workings. Many image
retrieval systems have evolved for general or specific image retrieval purposes, based

on low-level features. The more expressive visual features are color, texture, and shape.
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For image retrieval applications considerable work has gone into designing efficient

descriptors for these features (Rui, et al., 1999).

2.5.3.1.1 Color Features

Color is the most widely used visual content feature representation in image retrieval
systems. An important contribution is the use of color histograms that characterizes the
color distribution in an image. The color histogram identifies the proportion of each
pixel's color in an image, simply and in a computationally effective manner. Among the
earliest application of color histograms was that by Swain and Ballard (Swain &
Ballard, 1991). A high proportion of current CBIR systems now use the variants of this

technique (Bagdi, Patil, & Dharaskar, 2013; Eakins & Graham, 1999).

2.5.3.1.2 Texture Features

Texture relates to the visual patterns with homogeneity properties that do not arise from
a single color or intensity. Texture can offer additional information on the spatial
arrangements and patterns of a varying intensity available in an image. It is an essential
element in human vision and has been found to offer cues on the scene depth and
surface orientation (Tsai & Hung, 2008).

A variety of techniques has been used to measure texture similarity, based on the texture
analysis approach that can be divided into statistical and structural approach. Statistical
approach characterizes texture using the statistical properties of the gray levels of the
pixels forming the image. These compute the relational brightness of the chosen pixels’
pairs of each image. Following this method, it is possible to calculate the image texture
properties such as, the degree of contrast, coarseness, directionality, and regularity.
Structural techniques characterize texture by texels composition (texture pixels). These

texels are arranged regularly on a surface based on some specific arrangement rules.
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One of the early works found was by Manjunath and Ma (Manjunath & Ma, 1996)
who focused on using texture information for browsing and retrieving the textured
regions in images, based on the similarity to automatically-derived code words
exemplifying key texture classes within the collection. Gabor wavelet features was used

for texture analysis.

2.5.3.1.3 Shape Features

Shape, in this context, does not indicate the shape of the whole image but a specific
region of interest. Shape features can represent the spatial information not represented
by texture or color. It contains all the geometrical information of an object in the image,
which remains unchanged even if the object's orientation or location is changed. Shape
information is one of the most difficult features to extract for describing the object(s) of
an image, since there is no unified mathematical definitions for shape similarity. Unlike
color and texture features, shape features are normally described after segmentation of
images into regions or objects. The shape representations can be divided into two
categories:

¢ boundary-based (or edge detection) and

e region-based.
The Fourier descriptor and moment invariants are the most accepted representation for
these two categories. Representation should be unvarying to basic transformations such
as rotation, scale etc.
Several works used the low-level features for image matching and retrieval. One of the
earliest systems is a query by image content system (QBIC) (Flickner, et al., 1995)
designed to work on general image databases. QBIC permits the user to use a color
wheel in order to select a color to paint a query. The result is an image object that can be

directly compared against the database images, which represents the images based on
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the average color, color distribution, mathematical representation of texture coarseness,
shape, and contrast. Another work is that by (Jacobs, Finkelstein, & Salesin, 1995) who
used multi-resolution wavelet decompositions of the query and database images. In this
system, as in QBIC, the user can paint a rough sketch of the image query in the query
image interface. While the query image is being created, the database displays the most
similar images, and with every change to the query image, the displayed images are
updated. It is difficult and time consuming to construct an accurate specific image from
scratch with a painting tool, because the system does not offer an interface for specific
images such as facial image to be painted skillfully. Photobook system (Pentland, et al.,
1996) provides methods to search for several types of image databases including faces.
The image data is compressed into a relatively small set of perceptually significant
coefficients that represent the face features, from which a lost version of the original
image can be created. The disadvantage of this system is that this system does not
capture the specifications of the face given by the users. Another disadvantage of this
system is that following the hill-climbing search algorithm strategy. When a user is
faced with the local maxima problem that is associated with this strategy, he will be
stuck with the same set of images without making any further progress. In PicToSeek
system (Gevers & Smeulders 1997) the invariant color image features are specifically
extracted from the images. Using the image analysis methods, the collected images are
automatically classified into an assortment of image styles and types: JFIF-GIF, gray—
color, photograph—synthetic, size, date of creation, and color depth. For the same group
of (Gevers & Smeulders, 2000) color and shape invariants the feature set were
combined for discriminatory object retrieval from the database consisting of images
taken from the multicolored man-made objects. A similar work is WebSeek (Smith &
Chang, 1997a). In this system, Smith & Chang semi-automatically classified images

into taxonomy of categories, with related text and filename cues. Images within
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a category or over the entire catalog with similar color contents can then be found by
applying a color histogram-based similarity matching. In the Blobworld system
(Carson, Belongie, Greenspan, & Malik, 2002), pixels are clustered by their color and
texture properties. These clusters supposedly represent the image content using the color
distributions, the mean value and the standard deviation, to distinguish similar images

from the extensive database.

2.5.3.1.4 Objects and Spatial Relationships

Color, texture, and shape features are used as low-level features for image content
representation and retrieval. Besides applying these features, objects and the spatial
relationships among objects in an image which are also low-level features are used to
represent the image content. The relationships can be to the left or right of the object,
inside the object, and above object. Some image retrieval systems compute image
similarity using the properties of individual image regions. Region-based visual
signatures have been a growing trend in the last decade. Together with advances in
image segmentation, improved methods have surfaced. Datta et al. (Datta, et al., 2008)
believes the shift towards local descriptors was sparked by "a realization that the image
domain is too deep for global features to reduce the semantic gap”. such works that
applied this concept was the works by (Carson, Thomas, Belongie, Hellerstein, &
Malik, 1999), who represented the image by the number of the image parts, which
corresponds to different objects in the image. The features that are used include color,
texture, location, and the region's shape. The description of the objects that the image
contains can be used in query processing. In the work by (Stricker & Dimai, 1996) , the
image is defined by a number of overlapping fuzzy regions. Each region was indexed by
three moments of color distribution extracted from the same region. To retrieve images,

a measurement function is defined to find the similarity of two color feature vectors.
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The Simplicity system by (Wang, Li, & Wiederhold, 2001) define images by groups;
graphs vs. photograph and textured vs. non-textured. With such method, a segmentation
model is used to define the images firstly by regions. Regions ideally correspond to
different objects and then these regions are used for retrieval. With this strategy of
grouping and extraction, some semantically adaptive search methods are attempted.
Another work is by (Vu, Hua, & Tavanapong, 2003) who introduced an image retrieval
system based on regions of interest. Each region contains relevant objects regarding the
submitted image. One of the drawbacks of image similarity measure based on image
objects is the position dependence. By using a fixed image segmentation strategy, the
image objects cannot be rotated within an image. Moreover, each image object may
appear differently, depending on the viewpoint, occlusion, and deformation. However, it
is more meaningful to represent the spatial distribution of color information based on
image objects or regions. With region-to-region similarity as a ground of the
comparison, the user has to pick a restricted number of regions from the given image in
order to begin a query processing. Consequently, it is often not easy for users to decide
which regions he has to use for a particular query. As discussed in (Wang, et al., 2001)
due to the uncontrolled nature of visual contents in an image, extracting image objects
automatically and precisely is still beyond the reach of the state-of-the-art in computer

vision.
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2.6 Content Based Facial Image Recognition and Retrieval

Content-based facial image retrieval (CBFIR) is a computer based vision technique that
is applied to the problem of facial image retrieval, especially when searching for digital
images of faces in a comprehensive database with similar features, and making the exact
retrieval of the target face is difficult or almost impossible through traditional
techniques such as content-based image retrieval (CBIR) and face recognition technique
(FERET). This is because digital images of faces are unique and different from other
digital images.

The face is the most significant component of the human body that people use to
recognize each other. Consequently, facial images are probably the most common
biometric characteristic used by humans to make personal verification or identification,
typically based on the location and shape of facial attributes, and their spatial
relationships. It is easier for human to identify ethnicity; gender and age of a person
from a face. Thus, facial images are high in demand in airports and other public places
for automated surveillance applications.

For decades, facial image applications have posed a problem for computer vision,
biometrics, and pattern recognition. However, apart from their use as a hard biometric
and instead of uniquely identifying a person by his or her face, researchers are now
using the “soft” traits of face modality to group people. Face retrieval is one of the more
interesting applications that are based on faces as soft biometric.

Usually, there is a need to query a given facial image from a large database to decide its
identity for (1) security reasons; facial image retrieval is also concerned with, (ii) human
computer interaction applications, (ii1) law enforcement applications.

Basically, the fundamentals of content-based facial image retrieval are based on the
fundamentals of the CBIR technique and face recognition technique (FERET). Usually

the facial image will be retrieved from the database based on the geometric or statistical
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features of these images. Face recognition systems use query by example to solve
identification and verification problems. The recognition processing typically begins
with an example of a digital facial image that is submitted to the system to be verified or
identified by comparing it to facial images of known individuals in the database. The
essential differences between the face recognition and face retrieval is that while a face
recognition system’s purpose is to recognize the facial images of the same person,
because the purpose is to do an identification task, a face retrieval system must retrieve
facial images that look very similar to the query face. Another main difference is that

user cannot always provide a digital facial image to be used as the query image.

2.6.1 Facial Image Recognition

A lot of works in computer recognition (not retrieval,) of the face have been done,
such as by (Alfalou, Brosseau, Katz, & Alam, 2012; AF Alsamman & Alam, 2002; A
Alsamman & Alam, 2005; Fromherz, Stucki, & Bichsel, 1997; Tolba, El-Baz, & El-
Harby, 2005; Zhao, Chellappa, Phillips, & Rosenfeld, 2003). Two basic methods were
applied for face recognition tasks. The first method was information theory-based
recognition, where a computational model that best describes a face, is used to extract
the most relevant information contained in that face. Eigenfaces approach (Turk &
Pentland, 1991) is one, which uses a small set of characteristic pictures to trace the
difference between the facial images. Using this method, information that clearly
describes a face is extracted from the whole face image. Different algorithms have been
developed, two of which have been well investigated in the face recognition literature.
These are the Principal Components Analysis (PCA) and Linear Discriminant Analysis
(LDA).

Feature based recognition is another technique used for face recognition. Deformable

templates and active contour models with excessive geometry and extensive
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mathematics are applied to extract the feature vectors of the basic parts of a face, such
as the nose, eyes, mouth, and chin. Together with their relationships to each other, the
information is gathered from parts of a face and then transformed into a feature vector.
The example of this method is discussed in (Yuille, Hallinan, & Cohen, 1992), who
made a big contribution to adapting deformable templates for contour extraction of face
images (Agarwal, Jain, Kumar, & Agrawal, 2010; Atalay 1996). However, such
approaches are complex. It is tough to apply to multiple views, and it has often been
regarded as quite flimsy, needing a good initial guess to guide them (Turk & Pentland,

1991).

2.6.2 Facial Image Retrieval

Because of the limited inter-class variation in the face database, researchers face a
significant challenge in automatic similarity retrieval from a face database. Human faces
are structurally the same, with only minor variations between different individuals.

An effective facial retrieval needs a strong features extraction method that is able to
attain satisfactory retrieval performance in a larger face database through rigid
similarity measures on low-level features. However, many factors can degrade facial
image retrieval performance. Intrinsic factors like facial expressions, makeup styles, and
aging vary facial appearances, as does extrinsic factors such as illumination and pose
variations, and partial occlusions. Without any descriptive information, the geometry of
the face itself is insufficient for confidently retrieving a facial image from a large
number of identities. These factors further complicate the facial retrieval task, making it
the most challenging problem in image retrieval.

In the traditional facial image searching systems (manual search system), users
descriptions are usually used for searching and finding faces. Such systems were used

by law enforcement agencies employing sketch artists and Identikits (Laughery &
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Fowler, 1980). An early attempt to automate such systems was by (Johnston &
Caldwell, 1991; Penry, 1974), who developed Compusketch system, a computerized
version of the Photofit system, which is used to create composite facial photographs.
However, users may have specific details of the semantic description like race sex, or
age, and the matching process for the actual retrieval does not consider the semantic
descriptions of the face, only the entire facial image.

The FacePrints system (Caldwell & Johnston, 1997) provides an interface for the user to
use a composite of facial parts for the face query. Each face is represented by six facial
parts, together with a set of position coordinates for each part. A genetic algorithm is
used to define mating and mutation operators. Thirty randomly generated composites
faces would be displayed, one at a time, according to its similarity to the query image.
The user rates each generated image and a new generation of faces is produced based on
this rating. This process is continued until the required face is found. Johnston and
Caldwell contended that this method is more effective than systems such as
Compusketch, as it uses a recognition-based strategy rather than an individual feature
recall strategy, and relates better to the way people usually remember faces. They
contended that the genetic code for a system developed by FacePrints “may offer a
convenient way of searching a database of known criminals to identify those that most
closely match a generated composite” (Caldwell & Johnston, 1997). One potential
limitation in the FacePrints representation is that a single “bit” mutation could generate
a face where one of its parts is the only difference from the original face, but that part
may be totally different from the original one. A more gradual change or alteration in
the individual's facial features may be caused by another representation, and this might
have a telling impact on the performance of the search procedure. Another possible
problem with the FacePrints representation is that two perceptually similar faces may

appear representationally quite different if they should happen to be composed of
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different parts that are somehow similar in appearance. Brunelli & Mich in (Brunelli &
Mich, 1996) applied PCA to facial features, such as the hair, eyes, nose, and mouth,
using eigenfeatures (Turk & Pentland, 1991). Using the interface, the user can slide to
select the desired feature’s coefficients. The system continuously responds to these
selections by updating the reconstructed image. The database then displays faces that
are similar to the reconstructed image. The disadvantage of this system is that the image
features extracted by the PCA computation do not always correspond to those features
that people understand intuitively; this may make the system more difficult to use.

In (Pcyuen, Feng, & Dai, 1998), they combined the wavelet transform with the principal
component analysis. Wavelet transform is used for image analysis, while PCA is used
for finding the features. EvoFIT system developed by (Frowd, Hancock, & Carson,
2004) evolves the required face from user feedbacks on faces present in the database.
EvoFIT starts by creating a set of faces with random facial shapes and facial textures. A
user selects the shapes and textures that most resemble a query. These selections then
serve as the “parents” of the next population. The components of the selected faces are
combined to produce another generation. The limitation of such works is that the
retrieval process depends on image matching, not on semantics features. The problem
lies in not just how clearly we describe, but also in how the system will interpret and

understand this description.

A learning framework to automatic annotation of photographs in a family photograph
management system was developed in (Zhang, Chen, Li, & Zhang, 2003). Latinic
semantic index was applied in the work by (Ito & Koshimizu, 2004), where some face
parts sizes and lengths were employed as a face description vector. These could be the
size of the pupil of an eye, the length between two eyes, the length between the pupils

of two eyes, and the width and height of a face. In the works by (Fang & Geman, 2005),
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an interactive system was proposed as a series of visual queries and answers between a
user and the system. The system displays a set of images from the database, and the user
provides feedback to the system. The purpose is to retrieve the target image in user’s
mind from the image database. However, the disadvantage of this type of method is the
difference between mental matching and feature-based matching, where the system is a
content-based image retrieval technique and the user feedback is the image example for
the system. On the other hand, deciding which image to display at each iteration is a
challenge in mental picture retrieval.

(Deselaers, Rybach, Dreuw, Keysers, & Ney, 2005), introduced a framework to retrieve
general images based on depicted faces. However, the aim of this work is only to
retrieve images of groups of people with the same face draught as in the query image
based on the low-level features.

In the work by (Gao & Qi 2005), the representation of structural information was used
to indicated the connectivity of the edge points of the face objects characteristics, and
the viewing direction to improve the face identity description for similarity matching.
The work by (Le, Satoh, & Houle, 2007) used the relevant set correlation (RSC)
clustering model to organize similar faces into clusters, and then display only the
representative faces of the clusters asked in the user query. The kd-tree index structure
is used in (Vikram, Chidananda Gowda, Guru, & Urs, 2008) to store face descriptors
that are based on the landmarks of the face. In the work by (Bau-Cheng, Chu-Song, &
Hui-Huang, 2008), a set of Haar-like features that is a set of rectangular features was
extracted, and integrated with supervised manifold learning, to retrieve facial images
from large databases. This was an interactive process designed to incrementally obtain
knowledge about the target from the responses of the user to a series of multiple-choice
questions. Daidi and Irek (Daidi & Irek, 2008) introduced a framework for the

unification of statistical and structural information for pattern retrieval based on local
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feature sets. The relationship between structural and statistical features of pattern
description is examined, and a unified framework was proposed. Local feature
descriptors in the form of parameterized feature vectors were constructed from the
coefficients of the quantized block transforms. Feature vectors statistics describe local
feature highlighted by histograms, which were treated as vectors. This method is work
on the general images; it was not exclusive to faces. Vijaya et al. (Vijaya Lata,
Tungathurthi, Rao, Govardhan, & Reddy, 2009) used the eigenfaces features for
developing their face recognition system. The system detects pictures of faces captured
by a digital camera, and then identify by comparing with a training image dataset, based
on the extracted features. Shih & Liu in (Shih & Liu, 2005) used the principle
component analyses algorithms for face retrieval in varying configurations of different
color models. Kam-art et al. (Kam-Art, Raicharoen, & Khera, 2009) suggested the
feature extraction method for face recognition. The face image and its components
initially are converted to grayscale images. The features are then extracted from the
grayscale image. The edges of a face image and its corresponding face components are
detected by using the canny algorithm. Anew descriptor was introduced in (Thang,
Rasheed, Lee, Lee, & Kim, 2011) where the constrained independent component
analysis (CICA) method was used.

The limitations of the above works are their weakness to deal with semantic feature of
the facial image, however they deal only with low-level features, such as structural
information and the connectivity of the edge points of the face objects characteristics
(Gao & Q1 2005), the landmarks of the face (Le, et al., 2007), Haar-like features (Bau-
Cheng, et al., 2008), statistical and structural information of the local feature sets of the
face (Daidi & Irek, 2008), PCA (Vijaya Lata, Tungathurthi, Rao, Govardhan, & Reddy,
2009)(Shih & Liu, 2005), and the edges of a face image and its corresponding face

components (Kam-Art, et al., 2009). The work principles of the above systems are
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based on image based matching and retrieval technique. The retrieval objective in most

of these approaches is simply to match images and display top images.

2.7 Neural Networks and Image Retrieval

A neural network was used with several image retrieval works for classification and
retrieval purposes, such as in (Fournier , Cord , & Philipp-Foliguet 2001). The training
back-propagation (BP) neural network is used to obtain the initial retrieval result. The
user labeled the related image from the retrieved result. The neural network then,
adjusted the network weight according to the user's feedback. The relevance feedback
algorithm's goal was to minimize the difference in the error between the expected output
and the actual output. Similar works can be found in (Han , Huang , Lok , & Lyu, 2005)
who, firstly select a typical image from the storehouse's to use as the training set for the
network . Then, based on the BP network’s output and the differential value between the
user submission's query image and the images in the storehouse, the number of images
will be retrieved and displayed for the user. The user selects the related image from the
retrieved result to train the BP network. The process then revises the network’s weight.
In the work by (Park, Lee, & Kim, 2004) a neural network was used for automatic
image classification, based on its content objects. Park et al. built a classifier model
based on a neural network that uses the learning pattern of the texture feature to reflect
the shape of the object. A comparison is carried out based on the objects extracted with
and without the background. Li et al. (Li , Shi , & Luo, 2007) suggested a neural
network approach to model texture perception, and to express the fuzzy texture
semantic feature, using linguistic expression based image description (LEBID)
framework. They established a semantic-based image retrieval system using texture

image archives. Each texture description was defined with an explicit language.
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For face retrieval, Navarrete and Ruiz-Del-Solar (Navarrete & Ruiz-del-Solar, 2002)
organized facial images in a tree structured self-organizing map (TS-SOM). Projections
of the principal component analysis (PCA) were used to form the map for features
representing the facial image in the image space. Each facial image represents a cluster
in the whole image space. The user selects facial images that are considered similar to
his query, the image that have neighbor positions in the map with query image are
subsequently retrieved. The process is iterated until the requested face image is found.
Actually, the user may be trapped in a loop as PCA-representation together with the
similarity measure used in the off-line TS-SOM training means there were no on-line
training when use on line im