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ABSTRACT 

Siltation, or sediment pollution, is a cause for water pollution by fine particles of clay or 

silt. Accumulated fine sediments create murky water with low oxygen levels, potentially 

leading to aquatic life death. Thus, studying the hydrodynamic behavior of fine sediments 

is essential. However, the direct evaluation of fine particle suspension and deposition is 

costly and limiting. The intent of this research is to display a novel, direct outlook of the 

hydrodynamic behavior of fine sediments in the two-dimensional study of retention 

structures with different hydraulic features using particle image velocimetry (PIV).  To 

attain this goal, the physical and mechanical properties of fine sediment are investigated 

extensively by applying rheological methods, laser diffraction particle size analysis 

(LDPSA) and scanning electron microscopy (SEM). The rheological behavior of six soil 

samples (fine particles with D < 63 µm) from different regions of Malaysia is explored. 

A rotational rheometer with a parallel-plate measuring device (two sizes: 25 mm and 50 

mm) is used to observe the flow and viscoelastic properties of fine particles. The samples 

undergo the rheological curve and amplitude sweep test methods to investigate the effect 

of water content ratio, and texture and structure of particles on the rheological properties. 

Therefore, the hydrodynamic behavior of a mix of water and fine particles is studied in a 

specifically designed sediment basin. The fluid is seeded with fluorescent polymer 

particles of two sizes (20-50 and 1-20 µm). Then the impact of different hydraulic 

parameters, such as water depth, flow rate, particle diameter, varying inlet distances from 

the water surface, and outlet placement, on fine particle movement in the middle of the 

designed basin is observed. Fine particle displacement is identified by recording images 

with a CCD (charge coupled device) camera and using Nd-YAG laser lighting. The fine 

sand, clay and silt content affect the stiffness, structural stability and shear behavior of 

soil. Moreover, the concentration of fine sediment particles in water directly influences 

the rheological curve. Reduced viscosity of samples with higher water concentrations is 

Univ
ers

ity
 of

 M
ala

ya



iv 

detected. Consequently, a substantial quantity of fine sediments are distributed within the 

water body and remain suspended over time. As a result, the sedimentation rate slows 

down. Apparently, the flow rate modifies the velocity and direction of fine particles, while 

at the bottom of the basin, approaching the outlet, the re-suspension rate increases at 

higher flow rates. The same inlet and outlet level reduces fine particle dispersion, while 

a lower flow rate assists with controlling high siltation. The gravitational force affects the 

fine particles more at greater depth, thus boosting the settling level more than 50%. Thus, 

the supreme collecting efficiency is investigated at water surface near 80%. Furthermore, 

there is a direct correlation between flow rate and particle size, while a higher inlet and 

outlet hinder the dispersion of fine particles in the water column. Smaller spherical 

particles have greater influence on fine particle suspension. Therefore, controlling the 

hydraulic parameters can ultimately reduce the siltation problem. 
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ABSTRAK 

Pengelodakan, atau pencemaran sedimen, adalah punca pencemaran air dengan partikel 

halus tanah liat atau kelodak. Sedimen halus yang terkumpul menghasilkan air keruh 

dengan tahap oksigen yang rendah yang boleh membawa kepada kematian hidupan 

akuatik. Oleh itu, pemahaman tingkah laku hidrodinamik sedimen halus adalah penting. 

Walau bagaimanapun, kos bagi penilaian penggantungan zarah halus dan pemendapan 

adalah sangat tinggi dan terhad. Tujuan kajian ini adalah untuk menghasilkan novel, 

keterangan tingkah laku hidrodinamik sedimen halus dalam kajian dua dimensi 

pengekalan struktur dengan ciri-ciri hidraulik yang berbeza dengan menggunakan imej 

zarah velocimetry (PIV). Bagi mencapai matlamat ini, sifat-sifat fizikal dan mekanikal 

sedimen halus disiasat secara meluas dengan menggunakan kaedah reologi, LDPSA dan 

SEM. Reologi adalah keterangan sains bagi pengubahan bentuk dan aliran di bawah 

tekanan. Sifat-sifat reologi enam sampel tanah (zarah halus dengan D <63 mikron) dari 

kawasan-kawasan yang berlainan di Malaysia mula dikaji. Putaran reometer dengan alat 

pengukur plat-selari (dua saiz: 25 mm dan 50 mm) digunakan untuk melihat aliran dan 

kandungan viskoelastik zarah halus. Kaedah ujian reologi dan amplitud dijalankan ke atas 

sampel sampel untuk mengkaji kesan nisbah kandungan air, tekstur dan struktur zarah 

kepada sifat-sifat reologi. Oleh itu, sifat-sifat hidrodinamik dari campuran zarah air dan 

zarah halus dikaji dalam lembangan sedimen yang direka khusus. Cecair ini disemai 

dengan zarah polimer pendarfluor dalam dua saiz (20-50 dan 1-20 mikron). Kesan 

parameter hidraulik yang berbeza seperti kedalaman air, kadar aliran, diameter zarah 

dalam pelbagai jarak masuk dari permukaan air, perletakan alur keluar dan pergerakan 

zarah halus di tengah lembangan kemudiannya diperhatikan. Sesaran zarah halus dikenal 

pasti dengan rakaman imej menggunakan kamera CCD dan lampu laser Nd-YAG. Pasir 

halus, tanah liat dan kandungan kelodak memberi kesan pada kekukuhan, kestabilan 

struktur dan tingkah laku ricih tanah. Selain itu, kepekatan zarah sedimen halus dalam air 
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terus mempengaruhi sifat reologi-nya. Sampel dikesan mempunyai kekurangan likatan 

dan kenaikan dalam kepekatan air. Oleh itu, kuantiti besar sedimen halus diedarkan dalam 

badan air dan tergantung dari masa ke masa. Hasilnya, kadar pemendapan semakin 

perlahan. Kadar aliran mengubah halaju dan arah zarah halus, manakala di bahagian 

bawah lembangan, dekat pada saluran keluar, kadar penggantungan semula semula 

semakin tinggi. Kadar masuk dan keluar yang sama mengurangkan penyebaran zarah 

halus, manakala kadar aliran yang lebih rendah mengawal pengelodakan yang tinggi. 

Daya graviti memberi kesan kepada partikel halus pada kedalaman yang lebih tinggi, 

dengan itu meningkatkan tahap pengenapan lebih daripada 50%. Oleh itu, kumpulan 

tertinggi disiasat pada 80% permukaan air. Tambahan pula, terdapat hubungan langsung 

antara kadar aliran dan saiz zarah, manakala salur masuk dan keluar yang lebih tinggi 

menghalang penyebaran partikel halus di dalam air. Zarah sfera yang lebih kecil 

mempunyai pengaruh yang lebih besar pada penggantungan zarah halus. Oleh itu, dengan 

mengawal parameter hidraulik , masalah pengelodakan boleh dikurangkan. 
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CHAPTER 1: INTRODUCTION  

1.1 Background 

The construction of retention structures to collect rainwater, such as dam, lakes and ponds 

to prohibit runoff, for flood control in urban drainage systems as well as for municipal 

and industrial utilization have been implemented into several government program 

agendas. If the management and maintenance of pond systems are neglected, pond 

habitats deteriorate over time. Ponds have specific habitats including fish, plants and other 

organic and inorganic matter, which are affected by urbanization and human activity; 

some habitats are even dying nowadays.  

Since the 1970s, the Malaysian Department of Drainage and Irrigation requires all project 

developments to have a retention pond for flood mitigation, the size of which is 

proportional to the development area and land use. As development regions are inhabited, 

commercial activities have attracted an abundance of facilities and markets with poor 

construction practices; consequently, much sediment and organic waste accumulates at 

the bottom of ponds, creating thick layers of anaerobic micro-activity. Humans 

significantly influence the amount of algae in pond water by over-fertilizing land that 

drains in ponds and by inadequately maintaining septic sewer systems on land close to 

ponds. Fish life and aquatic activity ceases and ponds evolve to “dead pond” status. The 

problem is further exacerbated by frequent storm events, whereby excess flow 

contaminates downstream waterways and estuaries. 

In order to mitigate these problems, several studies have been carried out in relation to 

retention structures, such as water quality (Bhat et al., 2009), sedimentation (Ismail T. et 

al., 2010; Shamsudin et al., 2012), eutrophication ( Kumar et al., 2011; Kumar. P & 

Wanganeo., 2012; Sarnelle et al., 2010; Sipaúba-Tavares et al., 2011), chemicals and 
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heavy metals (Karlsson et al., 2010; Stephansen et al., 2012) and so on. However, studies 

related to a direct view of the hydrodynamic behavior of fine sediments in retention 

structures are scarce.  Therefore, the focus of this study is on fine sediment, to bring new 

knowledge to light and assist with solving the high turbidity problem in the majority of 

retention structures. 

1.2 Problem Statement 

 The problem of siltation is well-known as a major factor contributing to pollution/muddy 

water in most countries worldwide.  However, research and knowledge of the fine 

sediment transport mechanisms, dispersion, interaction, relationships, etc., in retention 

structures for dealing with a number of problems related to siltation are limited. 

Urbanization, forestry and agriculture have the potential to influence the quality and 

quantity of soils, sediments and pollutants in ponds. Sediment transport causes muddy 

water. The movement of soils and sediments during runoff creates turbid water, and the 

role of fine sediments is greater in this case since fine sediments float or become 

suspended in water. Thus, sediment re-suspension should also be considered. Sediments 

moving in water and accumulated sediments at the bottom scatter or absorb sunlight in 

water and disrupt benthic macro-invertebrates. Small particles as fine sediments of two 

types (cohesive and non-cohesive) affect water quality as well as engineering structures 

such as channels and ponds. Turbidity is a principal physical characteristic of water and 

the optical property expression that enhances light scatter and absorption by particles and 

molecules rather than transmission in straight lines through a water sample (USEPA., 

1999). 

A few studies have addressed the prediction of fine sediment transport (Mitchell et al., 

2003), stratification and fine sediment transport mechanisms (Mitchell et al., 2006), 
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velocity, salinity and suspended solid concentration in a turbidity maximum shallow tidal 

channel (Mitchell et al., 2008) and the impact of fine sediment accumulation on benthic 

macro invertebrates (Harrison et al., 2007). All studies have attempted to demonstrate the 

impact of fine sediments on water life. 

Among the major problems with retention structures is siltation. The conversion of 

catchment areas to agriculture regions besides urbanization under rapid development 

negatively affects water quality and quantity. The health of aquatic ecosystems is 

dependent upon the physical habitats and can only be maintained if the ecosystems are 

protected from degradation (Harrison et al., 2007).  To find a solution to this problem, 

surveying the foundations of programs is essential. Therefore, investigating fine sediment 

movement and hydrodynamic behavior in retention reservoirs may facilitate better 

management and maintenance quality to avoid polluted or dead ponds. 

1.3 Study Objectives 

In this study, emphasis is on fine sediment movement in retention structures to explore 

fine sediment transport in water using Particle Image Velocimetry (PIV). Primary tests 

on particle size distribution using laser diffraction (LDPS) and scanning electron 

microscopy (SEM) to categorize fine sediment size and shape along with rheometry are 

required to achieve superior visualization of fine sediment characteristics, which have a 

key role in siltation and sedimentation. The Particle Image Velocimetry (PIV) method 

assists researchers to capture better and closer images of fluid movement. A camera is 

used in PIV to record images of the studied areas and reproduce bright images of the fluid 

mechanism. The main study objectives are as follows: 

 To investigate the physical properties of fine sediment using SEM and LDPA 

 To explore the rheological and hydrodynamic behavior of fine sediment  
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 To evaluate the effect of hydraulic parameters on collecting efficiency and 

settling velocity 

 The goal of this study is to understand the physics and basic dynamics that govern fine 

sediment dispersion and accumulation by utilizing PIV in a settling tank. Moreover, the 

mechanism of fine sediment transport in retention structures is described through a 

laboratory technique, and fine sediment particle size and texture are studied. The study 

indicates there is a significant correlation between flow rate and fine particle settling, as 

well as fine sediment characteristics and water depth for fine particle settling. The 

hydrodynamic behavior and characteristics of fine sediment are investigated using 

Particle Image Velocimetry. 

1.4 Scope of the Study 

The literature review is divided into two parts. The first section describes fine sediment 

characteristics, fine sediment influence on water habitats and related research on fine 

sediment in terms of fine sediment, and sediment transport and mechanisms. The second 

section expands on the methods employed in this study to explore fine sediment 

properties; the methods are Particle Size Distribution, Rheology and Particle Image 

Velocimetry.  As the main goal of the study is to demonstrate fine sediment settling and 

movement in water, this section represents an evaluation of the relations between the 

selected methods and the main subject.   

A literature of existing research proves that particle image velocimetry is a suitable assay 

for obtaining a schematic of water flow velocity (Adrian, 1991; Kuok & Chiu, 2013; 

Lindken & Merzkirch, 2002; Prasad & Jensen, 1995; Weitbrecht et al., 2004). However, 

fine sediment transport in retention structures has not yet been evaluated using particle 

image velocimetry.  In the current study, the intent is to investigate the nature of the 
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impact of water flow rate on fine sediment settling at various depths.  To generate this 

relation, some primary objects, i.e. seeding particles are utilized. Because testing the 

hydrodynamics of fine sediment in muddy water using PIV is impossible (. Raffel et al., 

2007), tracer particle samples with the same characteristics as fine sediments are required. 

Hence, the sediment basin is fed with seeding particles to observe the displacement of 

fine sediments in flow. In order to avoid excessive background noise and larger or smaller 

particles that would decrease the accuracy, using identical particle seed sizes is desired. 

Selecting an optimal seeding particle diameter is also essential to prohibit further errors 

and noise (high signal-to-noise ratio) during testing (Hadad, 2013). Therefore, the particle 

size distribution and the particles’ rheological properties enable obtaining new knowledge 

and relations of the selected fine sediment series with siltation and sedimentation so as to 

design appropriate seed particles with specifications similar to those in nature. Specific 

particle geometric features such as size and shape influence the forces between particles 

and fluid (Adrian & Westerweel, 2011). Therefore, choosing suitable seeding requires 

several conditions to be fulfilled, as the particles’ density should be similar to the fluid 

density to ensure buoyancy also affects the particles’ ability to pursue the flow (Hadad, 

2013). In liquid flow, the particle tracers are added to the liquid to obtain a homogenized 

fluid, after which the information is collected (Adrian & Westerweel, 2011). As observed 

when using a digital PIV system in liquid flow condition, the fluorescent particles scatter 

the laser light clearly, yielding higher image resolution (Raffel et al., 2007). Flow 

visualization with PIV involves seeding the fluid with particles and then measuring their 

movement over a particular period of time. Subsequent to data acquisition, tracer seed 

identification and tracking are performed (Hassan et al., 1992). This study is carried out 

under laminar flow, thus facilitating easier tracking of tracer particles. The seed 

displacement during flowing conditions is examined and the result analysis is processed 

in Dantec PIV software. To evaluate the PIV results, different cross correlation and auto 
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correlation methods are applied, then based on the study objective, other methods are 

expanded (Yang et al., 2011).   

Overall, this study presents fine sediment settling in a pond along with a comparison of 

the results from this research. Graph outcomes corroborate the foundation of this study. 

1.5 Significance of the Study 

With the ever-increasing demand for high water quality throughout the world, direct 

outlooks on problems such as siltation and proposing further solutions are of interest. PIV 

is a measurement tool used to describe the fluid mechanism in flows with visualization 

difficulties. Therefore, it is a novel technique for studying the hydrodynamic behavior of 

fine sediment with direct access. Hence, the findings of study clarify the various aspects 

of fine sediment mechanism behavior, which could provide significant insight with regard 

to producing clear water with fewer suspended particles. The study derives a new 

correlation between the flow rate and fine particle transport in retention structures under 

different hydraulic conditions. The present study may be useful by introducing interesting 

new insight for understanding hydrological processes and utilizing retentions to boost 

storm water management levels in future. 
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CHAPTER 2: LITERATURE REVIEW  

Suspended solids are known as a water pollutant factor and role as a major cause of water 

pollution in many countries. By decreasing the size of solid particles and depth of water 

more murky water was detected. In this chapter the study will discuss about the water 

pollution and water quality in the environment. Furthermore, the retention structure under 

sedimentation is been discussed. Therefore, pursuing the different aspect of fine particles 

could assist in solving the issue. Thus, the study is focused on the different aspect of fine 

particles movement and transport in flow. The sedimentation process of fine particles in 

tank and reduction of turbidity are debated under effective condition. By arguing about 

the different aspect of fine sediments, the background and principal basics of selected 

methods to achieve the objective of the study is discussed which are particle size 

distribution, rheology, and particle image velocimetry.  

2.1 Water Pollution 

Water pollution is commonly defined as any chemical, physical or biological change in 

the quality of water that causes a harmful effect on species which inhabit or consume it. 

When humans drink polluted water it often has serious affects on their health 

consequences. Water pollution can also make water incompatible for the required use 

(Lenntech, 2011). 

In Yemen, which is ranked as one of the top five countries with water scarcity issues, the 

Minister of Water noted the main source of water contamination is due to two common 

factors - direct and indirect.  

Direct sources is interred in urban water supplies that is contained sewage outfalls from 

refineries, factories and waste treatment plants etc. that release toxic solutions directly 

into our water supplies. Indirect sources include pollutants that go through the water 
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recourses through soil/groundwater systems and the atmosphere via rain water 

(YemenWater, 2013). The pollutants that are produced by soil and ground water are born 

from human agricultural practices which use fertilizers, pesticides etc. and improper 

disposal of industrial waste. Humans have also changed the quality of water by 

introducing atmospheric pollutants to the air such as gaseous emissions from automobiles, 

factories and even bakeries. Such contamination can be generally classified into organic, 

inorganic, radioactive and acid/base (Hawai’I, 2012). 

In a natural habitat, rainfall is absorbed by meadows and forests with little to no runoff. 

Therefore nutrients are absorbed directly by plants, and water catchments such as streams 

and ponds provide clean, fresh water to wildlife. Meanwhile, in an urban setting, fields 

of grass and groves of trees are replaced by flat pavements, poorly managed watersheds, 

and obstructed dams. Buildings and roads are built up, and natural habitats are destroyed 

or significantly reduced. Storm water drains are constructed and can easily become 

blocked with litter and debris causing more unnecessary water pollution (Nielsen, 2012a).  

There are many factors that cause sediment pollution such as rainfall, erosion (30% is 

natural, 70% is created by humans), soil content, melting snow, slope of land and 

farmland (Nielsen, 2012b). For example, after a large rain storm, particles from soil and 

rock erode into land surfaces and waterways which is then carried by wind and 

precipitation. These particles can carry anything from excess nutrients like phosphorus to 

endocrine disrupters. This causes many serious problems such as endangering fresh water 

supplies and endangering large fish communities. The sediment in the water can limit the 

amount of sunlight into streams and rivers which is essential to fish and plant life. This 

results in changes in feeding habits and decreases the overall effectiveness of water 

sources (Basualto et al., 2006). 

The most common and serious form of effluence is sediment runoff which causes 

suspended materials to cloud the clarity of water. High turbidity can have detrimental 
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effects on phytoplankton productivity because of the reduced passage of sunlight through 

the water. If the suspended load has high organic carbon content, the biochemical oxygen 

demand will be raised, and conversely the dissolved oxygen levels will decrease. Another 

concern is the impact of human intervention such as farming and agricultural practices 

that result in harmful fertilisers and pesticides entering into our waterways.  

Water pollution is a major concern that is high on the agenda for global communities to 

prevent and solve. As a result, there are several active projects and environmental bodies 

across the world that are analysing the impact of water pollution on our ecosystem 

(Danielle, 2010). 

Research shows Malaysia has serious water pollution problems which negatively impact 

on the sustainability of water resources. The cost of treatment is high and some water 

contamination issues cannot be treated, thereby significantly reducing the availability of 

clean water supplies to the community (shaFAO, 2012). 

2.2 Water Quality 

Water quality is comprised of chemical, physical, and biological components that are 

affected in many ways, often caused by nature's own patterns. The seasons and physical 

geographical changes to our planet can impact the water quality of rivers and lakes, even 

where there is no pollution present. 

A water quality index is a standard measure used to determine water quality levels. The 

overall water quality at a certain location and time based on several parameters is express 

by a grade by water quality measurement. The obtained results from water quality index 

(WQI) tests is shown by Q-value. The purpose of this index is to transpose and accurately 

compare different sources of water data into information that is consistent and useable(R. 

M. Brown et al., 1970). 
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Table 2.1 : Interim National Water Quality Standards for Malaysia(National Hydraulic 

Research Institute of Malaysia (NAHRIM), 2012). 

Classes        

Parameters Unit I IIA IIB III IV V 

Ammoniacal 

Nitrogen 

mg/l 0.1 0.3 0.3 0.9 2.7 >2.7 

BOD mg/l 1 3 3 6 12 >12 

COD mg/l 10 25 25 50 100 >100 

DO mg/l 7 5-7 5-7 3-5 < 3 < 1 

Elec* 

Conductivity 

Umhos.c

m 

1000 1000 - - 6000 - 

PH mg/l 6.5-

8.5 

6-9 6-9 5-9 5-9 - 

Color TCU 15 50 50 - - - 

Odor  N N N - - - 

Floatables  N N N - - - 

Turbidity NTU 5 50 50 - - - 

Total 

Suspended 

Solid 

mg/l 25 50 50 150 300 300 

Total 

Dissolved 

Solid 

mg/l 500 1000 - - 4000 - 

Temperature 0C - normal normal normal - - 

Taste  N N N - - - 

Salinity % 0.5 1 - - 2 - 

Faecal 

Coliform** 

counts/100 

ml 
10 100 400 5000(2

0000A) 
5000(2000

0A) 
- 

Total 

Coliform 

counts/100 

ml 
100 5000 5000 50000 50000 >50000 

 Notes:  

N: No visible floatable materials or debris or No objectionable odour, or No objectionable 

taste  

*: Related parameters, only one recommended for use   

**: Geometric mean  

A: maximum not to be exceeded  

The other form of division, divided water to different classes that uses in different uses 

which are explained in Table 2.2. 
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Table 2.2 : Classification of water (National Hydraulic Research Institute of Malaysia 

(NAHRIM), 2012) 

Class Water Supply Aquatic Species 

I conservation of natural 

 environment(practically no 

 treatment necessary) 

very sensitive aquatic    

species 

IIA standard treatment requires sensitive aquatic  

species 

IIB recreational use with body contact  

III extensive treatment required common, of economic 

 value, and tolerant 

 species livestock 

 drinking 

IV Irrigation  

 

Today global efforts have been made to maintain and protect clean water supplies by 

creating a standard safety level for water. The international community has focused on 

water quality as a first and major concern for living in a sustainable and healthy 

environment. These programs try to protect and improve water quality. Protecting rivers, 

lakes, streams and groundwater quality keeps these waters safe for a number of important 

needs such as consumption, marine habitant, recreation and irrigation. This is 

accomplished by developing and implementing water quality standards and clean water 

plans, regulating sewage treatment systems and industrial waste, collecting and 

evaluating water quality data, providing grants and technical assistance to reduce non-

point pollution sources and providing loans to communities to build treatment facilities 

(New Mexico Environment Department, 2014). 

Urbanization is one main factor that has affected water quality through the development 

of cities that removed the natural ecosystem and introduced pollutants into streams, lakes 

and rivers (Novotny, 2003). These pollutants can harm water life and drinking water 

supplies and include sediment, chemicals, heavy metals and oil from motor vehicles as 
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well as pesticides used for gardens. The other fact in rise of temperature as a water 

pollution is the provided by runoff from parking lots and rooftops. Since the current 

research aimed to demonstrate the movement of fine particles thus the two factors that 

have higher influence on this phenomenon regarding the water quality such as the 

turbidity and suspended solids are selected to explain.                          

2.2.1 Turbidity 

The measurement of turbidity indicates the waters clarity and quality. Excessive turbidity 

in drinking water is caused by water discharge, runoff from watersheds, algae or aquatic 

weeds, humic acids, high iron concentrations and air bubbles from treatment processes. 

Murky water increases the water temperature where suspended particles have efficient 

role in enhancement of sunlight absorption. There the water gets warm and that the reason 

to associate with increased water temperature. With increased turbidity, water clarity is 

reduced resulting in a decrease in photosynthesis as less sunlight is able to penetrate the 

water. By decrease of water clarity more displeases of the water aesthetically, therefore 

it reduces the quality of water for different water uses.  

Turbidity of water can be caused by silt and clay deposits as a result of soil erosion, urban 

runoff, bottom dwelling organisms (e.g catfish) up the sediment on the bottom of the 

lakes, organic matter, treatment effluent of sewage, and particulates (Terrell & Perfetti, 

1996).  

Nephelometric Turbidity Units (NTU) defines the turbidity measurement by an 

instrument called a turbidimeter. Turbidimeters with scattered-light detectors located at 

90 degrees to the incident light beam are called nephelometers. This instrument measures 

the amount of light scattering that occurs within a given water sample by shining a bright 

light on one side of the sample and measuring the amount that is redirected to the detector 

located 90 degrees to the incident light (direction of the incoming light).  Scattering from 
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the water sample is measured relative to the amount of light scattered by a reference 

solution (a solution that will cause a known amount of light scattering). The scattering of 

light increases as the amount of suspended materials in the water increases (Wilson, 

2010). 

The surface water turbidity is generally determined between 1 NTU and 50 NTU. 

Turbidity is higher than above average after heavy rain by increase of the water levels. 

Although, where suspended particles have settled in still water we note turbidity can be 

lower than expected. The standard scale of turbidity for drinking water is measured from 

0.5 NTU to 1.0 NTU, thus turbidity higher than 5 NTU demonstrates the visibly turbid 

water (Wilson, 2010). 

Significant research has been done to examine the relationship between temperatures, 

turbidity and suspended solid. The University of Wisconsin 2004 studied the relationship 

between changing land use and water quality in Baird Creek. Results show sharp 

increases in turbidity were closely associated with runoff events and changes in stream 

discharge. In addition, linear analysis indicated a strong relationship between sediment 

concentrations and turbidity readings in Baird Creek. The relationship between sediment 

concentrations and turbidity significantly differed between the upstream and downstream 

sampling sites (Fink, 2005). Prestlglacomo (Prestlglacomo et al., 2007) worked on the 

implementation  of an  automated stream monitoring unit that features four probe-based 

turbidity (T) measurements per hour and the capability to collect frequent (e.g. hourly) 

samples for Total Suspended Solids (TSS)  analysis during runoff events(Figure 2.1). 

This unit aimed to assess the dynamics of T, TSS and corresponding  loads in sediment-

rich  Onondaga Creek. Turbidity was demonstrated to be a better predictor of TSS than 

Q (discharge), supporting the use of the frequent field Tn measurements to estimate TSSL 

(Turbidity Suspended Solid Level).  During the year of intensive monitoring, 65% of the 

TSSL was delivered during the six largest runoff events that represented 18% of the 
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annual flow.  The high T levels and extensive in-stream deposits have negatively 

impacted the stream's biota and the aesthetics of a downstream harbor. 

 

Figure 2.1 : Time  series of primary  study site on  Onondaga  Creek  for water year 2004:  

(a) flow (Q), with runoff events labeled and long  term  average for comparison, (b) daily 

average turbidity (Tn) data intervals identified, (c)  comparison of daily total suspended 

sediment loading  (TSSL) based on  Tn monitoring versus TSS-Q relationship, and (d) 

daily turbidity  load (TA)(Adopted-Prestlglacomo et al., 2007) 

Studies of fine sediment show swelled fine sediment in water can have an effect on 

turbidity. As turbidity reduces light penetration into the euphotic zone, it causes a reduced 

rate of photosynthetic production of oxygen (Mitchell et al., 2003; Rex & Petticrew, 2011; 

Tu et al., 2001; Woo et al., 1986). Oxygen production by rooted aquatic plants may be 

impacted by loss of habitat within the euphotic zone. Therefore, the subsequent 

disappearance of submerged aquatic vegetation can radically lower oxygen levels 

(Schubel, 1977). 
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2.2.2 Total Suspended Solid  

Total suspended solid (TSS) determines the solid materials dissolved in water. The 

dissolved materials could include silt, some organic materials and a wide range of other 

things from nutrients to toxic materials. Aquatic habitats need to have a constant level of 

minerals in the water. Any changes in this level could limit growth and lead to the death 

of many aquatic life forms. 

Solids in water act in two forms- suspended and dissolved. Suspended solids include 

stirred up bottom sediment that could include of silt, sewage treatment effluent or 

decaying plant matter, whereas soluble salts that yield ions are involved in dissolved 

solids in freshwater.  

Many forms of aquatic life are affected by high levels of Total Dissolved Solids (TDS), 

especially due to dissolved salts. High concentrations of dissolved solids such as water 

salinity which can dehydrate the skin of animals can add a laxative effect to water then it 

causes to decrease the taste and quality of water with unpleasant mineral (Dowd, 2010). 

The concentration of suspended solids is calculated as follows: 

Suspended Solid residue (mg/L) = [(Weight (mg) of filter + residue) – (Weight (mg)     

of filter alone (mg)] / Volume of sample filtered (L)                                                 (2.1) 

TDS levels have different levels in various water sources where the TDS range reaches 

to 50 to 250 mg/L. TDS may be as high as 500 mg/L in areas of especially hard water or 

high salinity. This level tends to be 25 to 500 mg/L in drinking water. Normally, it has 

conductivity of 0.5 to 1.5 mg/L in the fresh distilled water (Al-Mutairi et al., 2004; Longe 

& Balogun, 2010; Sargaonkar & Deshpande, 2003). 

Countries with year round rain such as Malaysia need to consider this natural factor. 

Management programs are being introduced to keep pollutants away from water 
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resources, chiefly suspended solids. They aim to identify and measure the rainfall and 

resultant pollutant in rivers to improve water quality. Malaysia in particular is impacted 

by ponds and lakes which collect water and create suspended solids that need to be 

directed to a safe place. The Department of Irrigation and Drainage (Shamsad et al., 2010) 

in Malaysia is charged with defining the best management plan for the development of 

resources, flood control and storm water management. Therefore ponds and lakes play a 

critical role in creating a natural and healthy ecosystem in the water supply. 

2.3 Retention Structure  

There are many important water resources in Malaysia such as reservoirs and lakes. The 

quality of water resources body have been significantly under effect of  the rapid pace of 

development in the lake catchment areas (Sharip & Zakaria, 2007). Ponds are one of the 

most effective tools at providing channel protection and pollutant removal in urban 

streams (Swann, 2001). Essentially, retention ponds provide water quality and quantity 

control (EPA, 2001). Two common classifications of retaining ponds are either “wet” or 

“dry.” Wet ponds, known as retention ponds, continually have a pool of water in them 

called dead storage.  Dry ponds, or detention ponds, do not have dead storage and dry out 

between storms (EPA, 2001).   

Information available on the retention structures in Malaysia is very confined. No 

retention structure has been investigated broadly on an integrated approach to enable the 

development of a proper database on the lakes and reservoirs of Malaysia (National 

Hydraulic Research Institute of Malaysia NAHRIM, 2012). 

Lakes and reservoirs are storage basins for municipal and industrial water supply, 

agriculture and hydropower. The construction of reservoirs in some cases is for balance 

the different flow of water during wet and dry seasons and act as flood control detention 
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storage units. Common problems in lakes and reservoirs include weed infestation, 

sedimentation and eutrophication. 

A major problem is eutrophication for ponds in Malaysia. Rapid construction of cities 

through conversion of catchment areas to agriculture and increased urbanization has had 

a negative impact on the quantity and quality of water (Sharip & Zakaria, 2007).The 

health of the aquatic ecosystems is dependent upon its physical habitat and can only be 

maintained if the ecosystem is protected from degradation (Harrison et al., 2007). 

Although man-made, the pond has two principal problems. Ponds continuously 

accumulate pollution as there is no mechanism to remove the pollution permanently. Only 

biomass or removal of sediment could help to keep the retention structure alive. Where 

there is a high accumulation of biomass and sediment in water, oxygen and nutrients are 

consumed at a higher rate, therefore there is insufficient surface for other life forms to 

develop and the pond will die. The other problem is weed control in the pond as they are 

typically shallow around the perimeter. Therefore the weeds spread. The control 

equipment or solution should be placed close to where the rainwater falls so as to collect 

the runoff.  There are also other management methods that treat the surface water in 

different level of treatment such as using filtration, biological degradation, adsorption and 

natural processes of sedimentation.  The surface water management drain addresses the 

runoff quantity and quality at all stages of the drainage system (CIRIA., 2000). Bio-

Ecological Drainage System (BIOECODS) is a pilot project in Malaysia (Prestlglacomo 

et al., 2007) that applies the concept of the surface management train (Ab. Ghani et al., 

2004). The components of BIOECODS include ecological swales (source control), dry 

ponds and wet ponds (site control) and detention ponds (regional control).  Nowadays the 

management of drainage systems is carried out through data collection and the 

comparison of different areas and the conditions for discovering the source of the 

pollution and the methods for reducing it. 
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2.4 Sediment and Sedimentation 

Sedimentation is the process where a state of suspension or solution in a fluid deposit 

solid material, usually air or water (Mackay, 2001). Materials from glacial ice and those 

materials collected under the gravity force, as in talus deposits, or accumulations of rock 

debris at the base of cliffs can be denominated as deposits (Britannica, 1964). The 

sedimentation process is achieved when the particles will no longer remain in suspension 

by decreasing the velocity of water in relation to bottom. Gravity removes the particles 

from the flow since velocity does not carry the particles (World Bank, 2012).  

In geology, sedimentation means the effect from the formation of sedimentary rock which 

results in deposits of sediment forming. Many studies have noted that sedimentation 

depends on the field and the transport of fluid particles by means of true bed load transport 

or by saltation which follows after sedimentation. Moreover, it could refer to end of 

settling, when the suspended solids settle down in the liquid particles. Even more, the 

separation of particles ranging in various sizes from dust pollen, single molecules such as 

proteins and peptides to large rocks which are suspended in water is referred to as 

sedimentation. In biology, sedimentation helps in separation of cells from cultured 

medium. 

The size, charge and type of particles to be removed have a significant effect on the 

sedimentation. Depending on the density of particles, some can be eliminated (e.g. silt 

and clay are removed easily). The particle shape also influences in its settling behaviors. 

For example, a particle that has ragged or irregular edges will sink slower  than a spherical 

particle (Cammem, 1982). 

The temperature of water is a significant parameter in the sedimentation basin- when it 

decreases; the rate of settling becomes slower. Moreover, the density of the solids varies 

in the concentration of solids and temperature of the water. Major reasons for the rapid 
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rate of sedimentation is the increase in land development activities upstream of waters 

sources which contributes substantially to filling the bottom lakes with sediment within a 

60 year period (Ayub et al., 2005). 

Sediment is defined as the organic and inorganic flow of materials or solid fragments 

derived from the weathering processes of sand, pebbles, silt, mud and loess (fine-grained 

soil) (Kamarudin et al., 2009). These fragments can be carried by wind, ice or other 

naturally occurring agents. Sediments can also be defined as the materials which settle at 

the bottom of rivers such as silt (Ekhwan et al., 2009). 

The size of sediments is different. The concentration of silt or clay in sediment determines 

the size. Nutrients are carried in water by sediment, therefore has an important impact on 

water, plants and fish. It is important that the sediment is moved through the water flow 

therefore the flow rate speed influences its transportation and breadth of reach. An 

increase in fine sediment can change the suitability of the substrate for some taxa, increase 

macro-invertebrate drift and affect respiration and feeding activities (Harrison, 2007). 

Sediment is categorized based on the size and shape (Table 2.3), which include (in order 

of decreasing size)- boulders (> 256 mm), cobble (256-64 mm), pebble (64-2 mm), sand 

(2-1/16 mm), silt (1/16-1/256 mm) and clay (< 1/256 mm). The modifiers in decreasing 

size order are- very coarse, coarse, medium, fine and very fine. For example, sand is 

sediment that ranges in size from 2 millimeters to 1/16 mm. Very coarse sand ranges from 

2 mm to 1 mm; coarse from 1 mm to 1/2 mm; medium from 1/2 mm to 1/4 mm; fine from 

1/4 mm to 1/8 mm; and very fine from 1/8 mm to 1/16 mm (Wikipedia, 2012). 

The load of silt and clay, which have a diameter smaller than 0.0625 mm is called 

sediment load (siltation). The fine sediment load includes the electro-chemically 

interacting clay particles which affect the fluid properties and settling velocity of larger 

particles (Woo et al., 1986). "Wash-load" and "Fine Sediment Load" are not synonymous. 
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Loading of silt and clay is fine sediment load and wash-load refers to the part of the total 

load that is washed through the channel and not found in significant quantities in the bed. 

The transportation of material is explained by the sediment load, and the term sediment 

discharge assigns the rate of transport of the sediment load (Woo et al., 1986). 

The sediment loads can have an effect on the shawling of estuaries, by enhancement of 

turbidity level makes the limitation in light penetration and photosynthesis, change in 

habitants, for example the increasing in mangroves distributed. Meanwhile the strong 

chemical bonds in the soil create strong vegetation growth which prevents erosion as they 

reduce run-offs and provide a dampening effect to the kinetic energy of rainfall on soil 

surfaces (Ekhwan et al., 2009), increased organic matter degradation (Cooke et al., 2012). 

 

Table 2.3 : Graph of particle size (grain size)(Wikipedia, 2012)  

φ scale Size range 

(Lucas et al., 2010) 

Size range 

(inches) 

Aggregate class 

(Wentworth) 

Other 

names 

< -8 > 256 mm > 10.1 in Boulder  

< -8 > 256 mm 2.5–10.1 in Cobble Pebble 

-6 to -8 64–256 mm 1.26–2.5 in Very.coarse.gravel Pebble 

-5 to -6 32–64 mm 0.63–1.26 in Coarse gravel Pebble 

-4 to -5 16–32 mm 0.31–0.63 in Medium gravel Pebble 

-3 to -4 8–16 mm 0.157–0.31 in Fine gravel Granule 

-2 to -3 4–8 mm 0.079–0.157 in Very fine gravel  

-1 to -2 2–4 mm 0.039–0.079 in Very coarse sand  

0 to -1 1–2 mm  Coarse sand  

1to 0 0.5–1 mm 0.020–0.039 in Medium sand  

2 to 1 0.25–0.5 mm 0.010–0.020 in Fine sand  

3 to 2 125–250 µm 0.0049–0.010 in Very fine sand  

4 to 3 62.5–125 µm 0.0025–0.0049 in Silt Mud 

8 to 4 3.9–62.5 µm 0.00015–0.0025 in  Mud 

> 8 < 3.9 µm < 0.00015 in Clay Mud 

>10 < 1 µm  < 0.000039 in Colloid  
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Additionally, a series of laboratory experiments was conducted in order to examine how 

sediment grain size and volume affects the mobility of bed material in gravel bed channels 

(Venditti et al., 2010). Scientist noted the amount of sediment a river can transport 

changes over time. Hydrologists take measurements and samples as the stream flow goes 

up and down during a storm (Kinnaman et al., 2012). 

A part of suspended sediment is fine sediment that has two types- cohesive and non-

cohesive. These kinds of sediment create problems in two ways, siltation of engineering 

constructions such as harbors and channels, and environmental mixing and dispersion of 

contaminants that often contain heavy metals and pesticides as a result of their cohesive 

nature. Both require an understanding of physical processes relating to their transport, 

deposition, and resuspension (erosion), followed by parameterization of those processes 

in predictive models that can be used for practical engineering and environmental 

applications (Tu J. et al., 2001 ). 

The impact of fine sediment in nature is studied in the prediction of fine sediment 

transport in the turbidity maximum (Mitchell et al., 2003), stratification and fine sediment 

transport mechanisms (Mitchell et al., 2006), velocity, salinity and suspended solids 

concentration in a shallow tidal channel (Mitchell et al., 2008) and impact of fine 

sediment accumulation on benthic macro invertebrates (Harrison et al., 2008). 

The heavy metals included in sediments as a contaminant an interesting area of study in 

relation to sedimentation. Sediment carries heavy metals in estuarine areas, where 

freshwater encounters seawater which are characterized by a lateral variation in salinity 

and can be represented as a transfer box for the sediment between land and the open ocean 

(Meade, 1972). Contamination caused by heavy metals affects both ocean waters- those 

of the continental shelf and the coastal zone where, besides having a longer residence 

time, metal concentrations are higher due to input and transport by river runoff and the 
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proximity to industrial and urban zones (Alagarsamy, 2006; Karageorgis et al., 1998). 

Other studies show estuaries were moderately enriched by Pb, while the Cu occurs 

naturally and not greatly caused by anthropogenic and human activities. Therefore, 

human activity polluted waters (Yunus et al., 2010). 

2.4.1 Sediment as Physical Pollutant 

Since researchers have estimated different values in terms of sediment transport, it has 

shown the difficulty in finding a reliable value that explain for discharge and sediment 

concentration and in different countries. Therefore some hypotheses are created, and the 

accelerated erosion opposing effects due to human activities such as road construction, 

deforestation, poor agricultural practices is related the construction of dams which results 

in sediment storage relative (Milliman & Syvitski, 1992). Further, Milliman and Syvitski 

(1992) in the mid-20th century noted that human activity caused an increase of sediment 

transfer from rivers to the ocean by 30% southern Asia. The high relief on islands of 

Oceania are associated with almost 50% erosion of the global total comes. As a physical 

pollutant, sediment affects on income water in the following principal ways. 

The physical disruption of the hydraulic characteristics of the channel is created by high 

levels of sedimentation in rivers. It can decrease the depth of the channel and rivers and 

directly increase flooding because of the reduced capacity of the river channel to 

efficiently route water through the drainage basin.  

2.4.2 Sediment as Chemical Pollutant 

The amount of particulate organic carbon associated with the sediment, and the particle 

size of sediment attribute the role of sediment in chemical pollution. The sediment 

chemically active fraction is commonly cited as the particle which is finer than 63 µm 

(silt + clay) fraction. Particle size is of primary importance due to the wide surface area 

of very fine particles for phosphorus and metals. Ionic exchange sites of clay particles 
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with the iron and manganese coatings highly attract phosphorus and metals that 

commonly occur on these fine particles. The several constants, toxic organic 

contaminants and bio-accumulating, especially chlorinated compounds including many 

pesticides are strongly associated with transportation of organic carbon sediment as part 

of the sediment load in rivers.  

An organic chemical is described by its octanol-water partitioning coefficient form the 

affinity for particulate matter (Krzaklewski et al., 2004). This partitioning coefficient is 

well known as the basis for predicting the organic chemicals environmental fate and for 

most organic chemicals. Chemicals can have two KOW (The octanol/water partition 

coefficient) values which with high values are described as "hydrophobic" and tend to be 

associated with particulates, whereas those with low values are readily soluble. Due to 

the very low solubility of the chlorinated compounds such as DDT (Chlorophenothan) 

and other chlorinated pesticides which are known as very hydrophobic thus, analyze of 

them in water samples are not easy. Organic chemicals transport as part of the sediment, 

and the most important component of the sediment load appears to be the particulate 

organic carbon fraction. The association of partitioning coefficient with the organic 

carbon fraction (KOC) is further refined by scientists. 

The concentration of sediment specially <63 mm fraction is another important variable in 

the water column. Even highly hydrophobic chemicals will be found in trace levels in 

soluble form. Where the suspended load is very small, the amount of water is so large 

relative to the amount of sediment, thus the bulk of chemical load may be in the soluble 

fraction. 

By microbial degradation that occurs during sediment transport in rivers and in deposited 

sediment complicate the transport and destiny of sediment-associated organic chemicals 

dissimilar to phosphorus and metals (Ongley, 1996). However, the role of sediment in the 
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transportation and agricultural chemicals fate, both for pesticides, metals, and nutrients is 

not deniable and must be taken into account when monitoring these chemicals, and should 

be used during watershed level and applying models. Therefore, it have proven the 

efficiency of models using the fugacity in predicting the fate of contaminants and 

environmental pathways (Mackay & Paterson, 1991). 

Sediment with organic chemical contents enters into the food chain in a variety of ways. 

Fine sediment (especially the carbon fraction) is the food provided for benthic organisms 

which, in turn, are the food source for high organisms eventually, toxic compounds bio-

accumulate in fish and other top predators. Hence, the runoff and erosion process that 

transport off the land are include pesticides which accumulate in top predators including 

man (FAO, 2012). 

2.5 Decay of Sediment 

The study of the behavior of sediments after sinking in water is essential. The way in 

which each particle settles to the water bed depends on its weight, shape and size. The 

process of sedimentation in water and the dynamic activity which happens after is 

significant. An analysis in the changes of sediment properties in representative cores must 

be preceded by an identification of sedimentation conditions as this considerably 

influences the spatial diversity of sediment successions. 

The process of sedimentation (Figure 2.2) in water begins with the source then the 

deposits from air, after that re-suspension from sediment which leads to first decay at the 

end outflow from the lake. In the beginning, the particles deposit in the water, then diffuse 

which creates decay(Kilic et al., 2005). 

A variety of factors of natural and anthropogenic origin are influenced the rate and 

character of accumulated sediments. The rate or type of sediment is measured depended 
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on sediment erosion, transportation and accumulation zones. By using radio isotopic 

methods and radio metric dating of the youngest sediments (Murray & Olley, 2002), it 

can estimate the value of these differences and compute the age of parameters based on 

metals in sediment. 

 

Figure 2.2 : Natural process in the lake(Kilic et al., 2005) 

Organic matters like microorganisms play a key role in the decay of sediment. Alison R. 

et al 2012 assessed varying bacteria and water quality standards in surface water through 

investigation of decaying E.coli rates and its influence on sediments and associated 

organic matter.  

Research in sediment deposits has proven that when in contact with the water column, it 

decreases the bacteria decay rate, and therefore should be utilized when designing storm 

water treatment measures. In addition, it has been found that high levels of organic carbon 

in sediments temporarily amplify bacteria concentrations in the water column. This can 

solve the issue of high effluent of bacterial concentrates in the detention basins and 

constructed wetlands, therefore additional analysis of sediment, organic carbon and water 

column depth should be conducted (Alison et al., 2012). 
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Furthermore, other studies have proven the increase in temperature resulted in an increase 

in decay rate for all organisms in overlying water, and to a lesser extent in the surface 

sediment layer. Thus the concentration of faecal coliforms in sediments is higher than the 

water layer.  

Therefore in the event of re-suspension of sediment in the water column, the sediment 

acts as a reservoir hence this phenomenon can increase exposure risk. 

                                𝑘 = 𝛼eβT                                                                                 (2.2) 

Where, k = decay rate and T = temperature (0C) 

Values for α and β for sediment is -0.05 and 0.11 respectively (Craig et al., 2002). 

To determine the rate of decay, the amount of area, deposition and re-suspension of 

sediment and wet or dry deposition rate is required. 

     VsZbs
𝑑𝐹𝑠

𝑑𝑡
  = (Qdep Zp + Ksw As Zw) Fw – ( ksVsZs + Qres Zs + Ksw As Zw )Fs             (2.3)      

(Kilic et al., 2005) Where Vs = volume of sediment, Zbs = bulk sediment fugacity capacity, 

Zp = particle fugacity, Zs = sediment fugacity, Fw = water fugacity, FS = sediment fugacity, 

Q dep = Particle deposition rate, Q res = Particle resuspension rate, Ksw = sediment 

equilibrium constant, and Wate = Particle fugacity capacity. 

2.6 Sediment Transport and Mechanisms 

Sediment transport is defined as the displacement of solid particles under gravities force 

or the fluid movement which contains sediment. Sediment transportation is considered in 

the fields of geomorphology, environmental engineering, sedimentary geology and civil 

engineering. 
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The sediment transportation is determined by the flow strength that carries sediment in 

specific parameters such as density, size, shape and volume. Powerful flow of water will 

raise the lift and drag of the particle causing it to rise, whilst larger or more dense particles 

will be more likely to fall through the flow (wikipedia). 

Gravel, rock and boulders downstream are moved by rolling or sliding along the bottom 

of the waterbed through the high level of water movement. A series of jumps lead small 

grains of sand and gravel at the bottom and suspension transports smaller particles of 

sand, silt and clay which mix in the turbulent water and gives the appearance of muddy 

water.  

To measure the bed load transport, two measuring methods are available- simple 

mechanical trap-type samplers (collecting the sediment particles transported close to the 

bed) and the recording of the bed profile as a function of time (bed form tracking)(Van 

Rijn, 2007). 

2.6.1 Types of Sediment Transport 

Sediment transport is normally classified into three categories- suspended, bed and wash 

load. When waves break, sediment particles are mixed with the water due to the 

turbulence of water flow, therefore, the model is called suspended sediments. The 

sediments which are transported as suspended sediments are small, with stronger waves 

it forces bigger particles to be transported, and there will be more concentration in the 

water. Bed load is a form of sediment transport when particles are dragged by the seabed 

or in other definitions where pebble and sand move along the stream bed without being 

permanently suspended in the flowing water. Particles in the bed load are too big to be 

moved with the flow of water, and too small to be transported by drag force. Sheet flow 

happens under strong waves or strong current forces which cause sediments on the seabed 

to move in a thin layer. The difference between sheet flow and bed load is that in bed load 
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only bigger particles are transported, whilst in sheet flow a thin layer with both suspended 

sediment and bed load are driven by a strong current (Myrhaug & Holmedal, 2007).  

2.6.2 Fluvial Process 

Fluvial process is the physical interaction of flowing water and the natural channels of 

rivers and streams. Such processes play an essential and noticeable role in the denudation 

of land surfaces and the transport of rock debris from higher to lower levels. This 

movement is dependent on the velocity of water, viscosity, density and  decay rate of 

particles (Britannica, 1964). Based on the fluvial process, when the discharge and velocity 

increase, the amount of sediment being carried by the stream  generally rises 

correspondingly (Pidwirny, 2006). 

2.6.2.1 Drainage basin 

The basic fluvial system is a drainage basin, the spatial geomorphic area occupied by a 

river system. The drainage basin is an open system that water initially moves down slope 

in a thin film named sheet flow, or overland flow. Rills or small-scale downhill grooves 

are included in the surface runoff which may expand into a stream course in a valley and 

deeper gullies (Vincent, 2001). The watershed catchment area is a division of a drainage 

basin at a high ground separating one valley from another and directing sheet-flow. This 

is termed an inter flume. Patterns of drainage refer to the channels arrangement in an area 

as measured by the variable rock resistance, hydrology, steepness, variable climate, relief 

of the land and structural controls imposed by the landscape. There are seven basic 

drainage patterns generally found in nature- dendritic, trellis, radial, parallel, rectangular, 

annular, and deranged. Stream channels vary in width and depth. The streams that flow 

in them vary in velocity and in the sediment load they carry. When all of these factors are 

increased, it may also increase the discharge (Horton & DeCelles, 2001). 
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2.6.3 Coastal Process 

The forces that erode, transport and deposit sediment along shorelines is explained as 

coastal process. The conditions of the coastal environment are determined by the forces 

of wind, waves, currents and tides. Beaches are composed of sediment in various sizes, 

from large boulders to fine sand or mud (Davies et al., 2004). 

The coastal process is important because of the type of dredge and transportation of 

contaminated materials which impact the environment. It is scour protection in resist 

movement, dissipate energy, and relieve pressure (Davies et al., 2004; Komar, 1998; 

Reading, 2009). 

2.7 Fine Sediment 

Woo, (2003) defined the load of silts and clays, which have diameters smaller than 0.0625 

mm as fine sediment load. In this phenomenon the electro-chemical interation is happened 

between clay particles which affect the fluid properties and settling velocity of larger 

particles. Fine sediment could prevent sunlight reaching phytoplankton and plants in the 

water and therefore destroy life. Therefore investigation of fine sediment transportation 

is important. There are studies that investigated the parameters affecting transport and 

rate of fine sediment accumulation (Van Kessel & Blom, 1998; Vermeulen, 2004; Woo 

et al., 1986; Yu et al., 2013).  

There are many sediment transport equation which determine the total load and the most 

well-known equations are Zeller-Fullerton, Yang, Engelund & Hansen, Ackers & White, 

Laursen, Tofaletti, Woo-MPM, MPM-Smart and Karim-Kennedy. Each formula was 

based on unique river conditions. 
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2.7.1 Ackers-White Method 

In the Ackers-White method, sediment transport is determined based on Bagnold’s stream 

power concept using dimensionless parameters including a mobility number, 

representative sediment number and sediment transport function. Only a portion of the 

bed shear stress is effective in moving coarse sediment. The total bed shear stress 

contributes to the suspended fine sediment transport (Huang, 2007; Valentine et al., 

2001). The Ackers-White approach tends to overestimate the fine sand transport. 

2.7.2 Karim-Kennedy 

The Karim-Kennedy equation (Karageorgis et al., 1998) is defined as a nonlinear multiple 

regression relationship based on velocity, bed form, sediment size and friction factors for 

a large data set.  They used for large rivers with non-uniform sand/gravel conditions. 

The sediment entering the control segment can be (Ismail et al., 2010) from the upstream 

segment and from tributary inflows. The amount of sediment (qsu) entering the control 

segment during a time interval of Δt can be expressed as follows (Krishnappan, 2000):        

                       𝑞𝑠𝑢 = 𝑄𝐶𝑖−1∆𝑡 + 𝑄𝑖𝐶𝑖∆𝑡                                                                (2.4)                                  

Where Ci-1 is the sediment concentration in the upstream segment, Ct is the concentration 

of sediment in the tributary inflow to the control segment, and Qi is the tributary inflow 

rate (Krishnappan, 2000). 

The direction of sediment movement can be varied based on the current flow conditions. 

When, closer to the inflow, the shear stress of the sediment quantity is lower than 

upstream.  If the shear stress in the control segment is equal to or greater than the upstream 

segment, then the sediment arriving from the upstream segment would have gone through 

the deposition process already and would have reached the steady-state concentration. 

Therefore, this sediment has to be routed straight through the control segment. The 
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amount that would deposit in the control segment, can therefore be calculated as 

(Krishnappan, 2000): 

         qsu = (QCi-1Δt)fd + (QiCi Δt)fd           if τi < τi-1 

    qsu = (QiCi Δt)fd                   if τi > τi-1                                                                                                     (2.5)                                                                                                                               

 

Where qsu is the amount deposited during the current time step. And the amount remaining 

in suspension is qss. fd shows the fraction of sediment deposited; τi  is shear stress. 

The suspended sediment concentration in the control segment at the end of the current 

time step is (Krishnappan, 1997): 

      𝐶(𝑖) =
𝑞𝑠𝑠 + 𝑞𝑠𝑡

(𝑄∆𝑡)⁄                                                                                   (2.6)                                                                                       

In the transport of fine sediment, a variety of factors are affected on sedimentation such 

as water level, wave, and gravitation circulation. Depending on the area that is studied, 

other parameters like tidal asymmetry, seasonal effect (impact of wind and wave on fine 

sediment transport) or biological impacts could be important (Estproc, 2003). 

There are two different types of sediment- cohesive sediment which is an accumulation 

of mud with silt, and non- cohesive sediment that is submereged in water until it transports 

sediment and then settles on the bottom. 
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Figure 2.3 : Network structure in a sand bed for different volume fractions of   sand.(a) 

volume fraction less than critical volume content for sand; (b) volume fraction same as 

critical volume content for sand and (c) volume fraction more than critical volume content 

for sand (Ahmad et al., 2011) 

 

 

Figure 2.4 : Ideal models for (a) mixture of mud and sand with mud by weight or volume 

less than 30%; (b) mixtures of mud and sand and with mud content more than 30% 

(Ahmad et al., 2011) 

This model of transport behavior has been reported by researchers such as Mitchener and 

Torfs 1996 where they suggest the transition is in a range of 3-15% mud content. 

Houwing, 2000 reported the critical shear stress for erosion is a significant parameter in 

forecasting the morphological behavior.  

The range of size in fine sediment is different in rivers or ponds because of the flow and 

kinds of solids that carries sediment is different. According to the British Standard test 
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sieves, the grain size of fine sand is between the ranges of 0.06 to 2 mm, silt between the 

ranges of 0.002 to 0.06 mm and finally for clay is less than 0.002 mm.   

With large concentrations of fine sediments in suspension, the range of particle sizes in 

the bed broadens to the extent that the sediment size corresponding to D10 is arbitrarily 

defined. The shear stress for erosion of natural bed shows the different threshold 

depending on the composition of the sand, slit, clay and water (Markgraf et al., 2012). 

The exchange of sediment particles between the bed and the suspended level creates a 

lower settling velocity which causes a viscose fluid and the concentration of clay 

decreases. The sediment transport capacity under those conditions remains very poorly 

defined (Woo et al., 1986). 

For particulate elements, flocculation processes are roughly accounted for by relating the 

settling velocity Ws to the total suspended sediment concentration in the following 

manner: 

             Ws = min[Wmax, max (Wmin, W1 x SPMW2  )]                                               (2.7) 

Wmax, Wmin, and W1,2 depend on the type of particles, with the model allowing the 

simulation of several classes (Le Hir et al., 2001).  

The deposition rate is computed from the Krone formulation (Le Hir et al., 2001) but with 

a very large critical bottom stress for deposition (equal to 10 N m22), which means that 

deposition is always possible. This is reasonable as erosion of fluffy deposits can occur 

instantaneously, when turbulence is high enough (Le Hir et al., 2001). 

2.8 Turbid Water and Settlement Basin 

In wastewater treatment there are some basic definitions which need to be described. The 

first concept is sedimentation which causes the settling of solid particles from suspension 
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due to gravity. Clarification refers to a similar action such as flotation and filtration which 

is the sedimentation tank function in suspended matter removal from the water to provide 

a clarified runoff. Whereby the settled impurities are concentrated and compacted on the 

bottom of the tank and in the sludge-collecting hoppers the process of thickening in 

settlement basins is occurred. 

2.8.1 Sedimentation Processes application 

The sedimentation process is generally applied in resulted impurities removal from 

coagulation and flocculation during turbidity and color removal. Processes such as using 

chemical precipitation to softening of water are also used to remove impurities. In general, 

solid separation or sedimentation is the first stage in wastewater treatment where 50 to 70 

% of the suspended solids are removed from the wastewater thus the BOD is decreased 

20 to 45 % in sedimentation together with biological treatment. It should be noted that 

the lighter particles or organic matters remain in suspension. Absolute knowledge of the 

principals governing the various forms of sedimentation behavior is important for an 

efficient operation and design of sedimentation tanks. 

2.8.2 Arrangement of Settling Behavior 

The diameter and size of a particle may cause different behavior, where this settling 

velocity can be distinguished based on the concentration of particles in the water column. 

Therefore, single particles can be separate (sand grains) or flocculent (most biological 

and organic materials). The classification of settling behavior through the concentration 

of particles in water (Figure 2.5) is categorized based on the following four classes: 

Class I- Infinite settling of distinct particles 

Class II- Dilute suspensions of flocculent particles settling 

Class III- Zone settling and hindered settling  
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Class IV- Compression settling (compaction). 

 

 

Figure 2.5 : Sketch of sedimentation levels in a settlement tank 

2.8.2.1 Sedimentation class I - infinite settling of distinct particles 

In clear water zones the settling level of discrete particles is low, in this zone particles 

settle freely without interaction force between them. During sedimentation, particles 

move down in a fluid, and it accelerates until the particle’s submerged weight is equal to 

the fluid resistance due to its motion.  

Therefore the particle will reach terminal velocity and this particle velocity Vs is achieved 

based on the weight of particles. Another type of velocity is settling velocity that is 

evident in sedimentation tanks where the rate of settling velocity for uniform fluid flow 

and non-flocculent particles is constant throughout the settling time. This is used for 

studies and designs in settlement basins.  
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                    𝑉𝑠 =
(𝜌 − 𝜌𝑙)𝑔𝑑2

18𝜇⁄                                                                         (2.8)                                                                       

There are three common types of tanks that are effective in sedimentation- circular radial 

flow, rectangular horizontal flow, and up-flow reservoirs. In this study the designed basin 

is rectangular; therefore more specifications of this tank are described. The ideal 

rectangular horizontal flow settlement basin is deemed to be categorized into four zones 

-inlet zone, settling zone, outlet zone, and sludge zone (Figure 2.8). The flow is generated 

at the inlet zone and carries the particles to a uniform forward direction. The particles 

subsequently begin to settle while the water flows towards the outlet, the flow then 

congregates upwards to the pour column which is more clear and forwarding to outlet. In 

this area between the sludge zones is where the particles settle and collect, and are 

therefore removed from the flow.  

 

Figure 2.6 : Settling zone in tank 

The inlet and outlet design is critical for improving the effectiveness of the sediment 

basin.  The velocity components of such a particle are shown by Vh (represents as U in 

PIV result) in the horizontal direction and Vs (represents as V in PIV result) the terminal 

settling velocity, in the vertical direction. The retention time or required time to settle the 

particles in a tank is calculated by  

                            𝑡0 =
𝐿𝑒𝑛𝑔𝑡ℎ

𝑉𝑠
⁄                                                                                 (2.9)                                                                                      
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Where according to the relationship, the settling velocity of Q/A in an ideal sedimentation 

tank could be expected where the slowest settling particles are completely removed. With 

the exception of up-flow tanks, when the settling velocities is higher than the Vs the 

particles can be removed partially in an ideal settlement basin with a horizontal or radial 

flow pattern. 

2.8.2.2 Sedimentation class II - flocculent particles settling in dilute suspension 

Flocculation of particles make them heavier and increases the particle size, therefore the 

settling of sediments is better. In a rectangular tank, it may be possible that some particles 

move in a circle or curved path and move quicker rather than transferring to a straight line 

when settling. Therefore, a larger height makes the longer detention time for growth of 

particle and reaches to the settling velocity and settled down.  Thus, in a tank with less 

depth implanting baffles or tubes assists the process of sedimentation. They are regularly 

installed at an angle where efficiently enhances the vertical displacement between two 

plates. 

2.8.2.3 Sedimentation class III - zone settling and hindered settling and sludge 

blanket clarifiers 

The condensation of particles increases in hindered zone, where the particles get closer 

to each other and there is more interaction between them. Therefore no more individual 

movement will be seen at this level and more floc settling is observed in this zone. 

Although some upward flow can be seen from particles in this zone. This is known as 

hindered settling where higher concentration of particles cause higher settling velocity, 

and composing of particle is found in this zone. The high concentration leads to a higher 

chance that particles collide and accumulate which removes many of the very fine 

particles.  
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2.8.2.4 Sedimentation class IV - compression settling (compaction) 

A high concentration of particles directs the settling particles to reach the floor of the 

sedimentation tanks.  Compression zones show the settled particles in gravity thickening 

process. The importance of this zone is more related to active sludge fraction. 

2.8.3 Sedimentation Tank 

The surface loading rate Q/A is considered as the primary factor influencing the settling 

function as it illustrates the critical particles settling velocity for complete removal. It 

notes the sedimentation in settlement of flocculent particles in dilute suspension requires 

the adequate depth (H) and detention time (HRT to t0) to prepare the particles for 

flocculation. The density and the viscosity that is related to temperature of fluid is always 

noticeable. The H and HRT factors always exert to all tanks (three types) normally applied 

for class II and III sedimentation, namely square up flow tanks, circular radial flow tanks, 

and rectangular horizontal flow tanks. The forward velocity has a decisive role in 

rectangular tanks, as the scouring and re-suspension of settled sludge could happen by 

excessive velocity.  This requirement impacts the length-to-width ratio selected for such 

tanks. The inlet must be appropriate, in the right place and allows the spread of water flow 

in all direction. 

2.9 Particle Size Distribution 

Measuring the particle size diameter or distribution is a method which investigates the 

shape, size and volume of particles with different techniques and instruments. Many 

studies have been done regarding the effect of particle size distribution on the different 

properties and materials such as in reactive as catalysts (Victoria, 2000), tablet in 

pharmacology, stability in suspension as sediment (Cammem, 1982), efficiency of 

delivery in medicine and drug, texture and feel in food industry, viscosity and flow ability 
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(Heath et al., 1997), and packing density and prosperity.  Many industries aiming to 

improve the quality and efficiency of materials invest in research on particle size 

distribution of materials. In sedimentation studies the movement and transport of particles 

is a significant matter, therefore measuring the particle size and especially the variables 

regarding this method is essential. There are many techniques to determine the particle 

size of material which depends on the method and objective of study such as to seek 

knowledge in the stability, performance, appearance of materials or formulation. 

Although some types of materials are the reason for low performance of some methods.  

The conclusive results of these different methods will vary because during the scanning 

mobility of the particle spectrometer, there is an assumed equilibrium particle charge 

distribution and it is correctly measured, The charge fraction, optical and mobility sizing 

differ, therefore differences persist with the calibration factors. For solution of this matter, 

treating these various methods independently is essential, and merging them into a single 

distribution will produce inherent “bumps” during the transition of the solution. 

There are different methods to measure the particle size such as microscopy, sieving, 

sedimentation techniques, optical and electrical sensing zone method (Nègre et al., 2004; 

Whalley & Krinsley, 1974), laser light scattering techniques (Segal et al., 2009; Stanković 

et al., 2012) and surface area measurement techniques (Markgraf et al., 2012). It is 

necessary to select an appropriate method that suits time constrains and specification 

requirements of the experiment in order to accurately estimate particle size range, 

solubility, toxicity, flow ability and financial factors such as capital and ongoing 

operational costs.  

For particle size distribution the D values is the most evaluated technique. The D10, D50 

and D90 are commonly used to represent the midpoint and range of the particle size of a 

given sample. The sieved sample are mostly investigated by creating an S-curve of 

cumulative mass retained against sieve mesh size, and calculating the intercepts for 10%, 
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50% and 90% mass. Although the new methods just measure the numerical range and not 

the mass of particles.  

A D value can be assumed as a mass division diameter. The diameter of all particles in a 

sample are arranged in ascending order of mass, and divided by the total samples mass to 

give an individual percentage value for each particle. The percentage mass of a particle 

below the diameter of interest is the number expressed after the D value. The D50 is also 

known as mass median diameter as it divides the total sample equally by mass. The 

particle volume distribution and cumulative volume graphs of the sample demonstrate 

that the particles in a given size, range by percentage of the total sample volume, whilst 

the cumulative volume curve tracks the total volume of all size ranges as they approach 

100%. 

2.9.1 Rayleigh Theory 

Rayleigh theory is described as the scattering of light from a small particle size to the 

wavelength of incident light. In that moment the whole surface of the particle makes a 

homogenous surface act as an electric field. The light penetration time is short compared 

to the polarization of the particle and incident of light. The intensity of scattering is in 

different directions. 

The polarizability α is a tensor, but all three perpendicular components are the same in 

case of optically isotropic materials. Although α is a function of particle volume and 

particle shape and effects the intensity of scattering light, all particles scatter light without 

defined structure. Rayleigh theory in regards to natural light can be defined in equation 

2-8 (Xu R., 2000). 

                         𝐼 = (1 + cos 2𝜃)𝑘0
4 |𝛼|2𝐼0/2𝑟2                                                        (2.10) 
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Where I is intensity of scattered light, θ is scattering angle, 𝑘0 wave vector of incident 

light, α polarizability of the particle, I0 intensity of incident light, and r is distance from 

scattering center. 

For small particles the formula of Rayleigh theory can be represented also as in equation 

2-10 (Xu R., 2000). 

                         I=
16𝜋4𝑎6

𝑟2𝜆4 [
𝑚2−1

𝑚2+1
]2𝑠𝑖𝑛2ѱ                                                                    (2.11)                                     

Where I is  intensity of scattered light, a is radius of the particle, r is distance from 

scattering center, λ wavelength of incident light, m is relative refractive index, ѱ is angle 

between incident and scattered light (Xu R., 2000). 

2.9.2 Mie Theory 

Mie theory relates to the scattering of light in conjunction with particles that can be small, 

large, transparent or opaque (Figure 2.7). This theory covers a wide range of details 

regarding scattered light (Eshel et al., 2004). The intensity of scattering from the surface 

of the particle (primary scattering) can be predicted with the refractive indexes of the 

particle and the medium, also the light refraction with the particle (secondary scattering) 

which is very important when particle diameter is below 50 µm. 

 

Figure 2.7 : Mie Scattering produces the white glare around the sun during the high 

concentrate of  particulate material in the air and is weakly wavelength dependent 

(Williamson & Cummins, 1983) 
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It is important that with large particles (solid line) the peak of intensity is stronger than 

with small particles (dashed line), and the minimum intensity is much closer to the axis 

of the incident light (Kippax, 2005). The intensity of peaks are in the same location in the 

both positive and negative angles because of the symmetrical nature of scattering (Segal 

et al., 2009).  

2.9.3 Sieving 

Sieving is a traditional and old method using the simple premise of weight distribution. 

The material is passed through the different pore sizes of complex nets. The top sieve has 

larger hole which is placed over those with a smaller aperture size below. The different 

sieves can be distinguished by the mesh size or sieve number (Figure 2.8). The mesh size 

is the number of wires per linear inch in US unit. The mesh size is based on the number 

of wires, for example 250 µm equals to No. 60 to 125 µm which is equal to No. 120. 

Approximated size range could be defined by standard woven wire sieves from 5µm - 

~3mm, though in the sieves of electroformed micromesh at the lower range is (< 20µm)  

and the punch plate sieves at the larger range of 20µm. 

 

Figure 2.8 : A images of Sieve Series (Federal Highway Administration, 2006) 

There is a different classification of particle size based on each countries standard. Based 

on US classification, where not more than 40 % passes through a number 355 sieve and 
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not less than 95% crosses through a number 1400 sieve, the particles are coarse. For 

moderately fine powder, the rate of passes through a number 355 sieve is not less than 

95%passes, and not more than 40% passes through a number 180 sieve. Fine powders are 

those particles where not more than 40% crosses through a number 125 sieve and not less 

than 95% goes through a number 180 sieve. According to the British Soil Classification 

System for engineering purposes BS 5930:1981, the soil fine particles are categorized as  

fine sand 0.06-0.2 mm, silt 0.06-0.002 mm and clay <0.002mm. 

Sieving can be executed in wet or dry estate, by machine or manually. In this method the 

time of experiment can be fixed or completed when all particles have passed at a constant 

low rate through the sieve. There are various instruments used to clear the sieves such as  

wet sieving ultrasonic (Eshel et al., 2004), air jet sieving, shaking or vibration machines. 

This method is cheap and easy to perform in a wide range of sizes, but the particles can 

be incorrectly classified or size estimation can be in incorrect because the pore size of the 

sieve was not exact, it was hard to clean and nowadays the accuracy of this method is 

considered low. 

2.9.4 Measurement Techniques 

Sedimentation techniques are used to measure the particles coarser than one micrometer 

(>1µm), the principal of sedimentation is depended on the fact that increase of particle 

size resulted increase of the terminal velocity of a particle in a fluid. This technique is 

applied based on the weight distribution. The particle size distribution is defined with 

Stokes’s law, therefore the settling velocity and the particle size relation will be 

determined through the below equations:

  

                            𝑉 =
(𝜌𝑓 − 𝜌𝑠)𝑔𝑑𝑠𝑝ℎ

2

18ɳ
⁄                                                               (2.12) 
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Where the V is defined as terminal velocity of sphere, ρs is particle density and ρf is 

fluid density.      

                          𝑑𝑠𝑝ℎ =
18ɳ

(𝜌𝑓 − 𝜌𝑠)𝑑 ⁄ 𝑥
𝑡⁄                                                            (2.13)                                                   

Where the g is acceleration due to gravity, the ɳ is viscosity and the d sph is diameter of 

sphere. 

Generally the Stokes's diameter (dst) is denominated as the sphere diameter that would 

sink down at the same rate as the particle. The distribution of fine particle sizes can be 

measured by testing the sedimentation of the fine particles suspension as hydrometer (wet 

sieve). There are two categories used in determining the particle size, first is incremental, 

which is applied when there are changes in the concentration over time, or density of the 

suspension at known depths are known. Secondly is cumulative which describes the rate 

at which the powder is settling out of suspension. As an example the accumulated 

particles are measured at a fixed level after all particles between it and the fluid's surface 

have settled. In sedimentation of suspension two methods of the pipette and the photo-

sedimentation technique are used. The pipette method is processed by allowing a 

homogenous suspension settle in a station cylinder in time and the different displacements 

in time give the concentration of coarse and fine particles. This method is cheap and 

simple equipment is required, it has high accuracy and reproducibility in measurement a 

wide range of sizes. However the sedimentation analysis should be conducted at 

sufficiently low concentrations to diminish interactive effects between particles, thus the 

collected data from their terminal falling velocities to be equal to the isolated particles. 

The next issue is temperature dependence which is suppressing convection currents. 

Moreover, Brownian motion for progressively smaller particles is more important at the 

lower limit of particle size. The particle of sand (re-aggregation) should be completely 

insoluble in the suspending liquid during extended measurements. 
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2.9.5 Particle Size Distribution Determination by using Electrical Sensing Zone 

Method (Coulter Counter) 

This method is based on volume distribution. In this method an instrument is used with 

two electrodes, therefore the size and number of suspended particles in an electrolyte is 

assessed by causing them to pass through an orifice as both sides are immersed in an 

electrode. The measured particle volume by this instrument can be expressed as the sphere 

diameter which shows the same volume as the particle. So the variation in resistance or 

electric impedance occurs as particles transport per the orifice and produce voltage pulses 

whose amplitude is proportional to the volumes of the particles.  This method gives results 

with high resolution in a extensive confine of particle diameter measurements 

(approximately 0.5- 400µm) and true volume distribution. However the calibration for 

each set up is required and with porous particles errors can be observed. Moreover there 

is difficulty with high density materials and low concentration of particles. 

2.9.6 Laser Light Scattering Techniques 

This method involves two techniques, one is Laser Diffraction Particle Size Analysis that 

can measure the particle size between range of 0.02-2000µm to 0.01-3500 µm and the 

second is Photon Correlation Spectroscopy which can determine particle size in the range 

1nm to 5µm. 

2.9.6.1 Laser diffraction particle size analysis (LDPSA) 

In general the laser diffraction methods determines distributions of particle size by 

examining the angular variation in intensity of light scattered as a laser beam passes 

through a dispersed particulate sample (Segal et al., 2009). In this method an instrument 

is manufactured with laser light and the main application of it is created with light 

scattering. The combination of distilled water and material is passed through the light 
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beam and the angle of scattered light is collected and analyzed as particle diameter. The 

particles pass through an expanded and collimated laser beam in front of a lens whose 

focal plane is positioned in a photosensitive detector consisting of a series of concentric 

rings. In this technique the shape of particles cannot be identified (Andrews et al., 2010).  

 

Figure 2.9 : Laser Diffraction Particle Size Analysis (HMK, 2014) 

The research proved small angles relative to laser beams provided through the large 

particles scatter light and small particles scatter light at large angles. In addition, the 

angular scattering data was examined to determine the particles size that produced this 

pattern using the Rayleigh/Mie theory (Adrian, 1984). Based on the Mie theory of light 

scattering and the volume of the equivalent sphere model, the optical properties of the 

dispersant and sample being measured is understood. it is a volume equivalent sphere 

model, then with knowledge of the optical properties (refractive index (Eshel et al., 2004) 

and imaginary component) of both the dispersant and the sample being measured. The 

distribution of scattered intensity is analyzed by a computer to yield the particle size 

distribution (Di Stefano et al., 2010; Dudderar et al., 1988). 

In some cases, errors can arise in the results of LDPSA; therefore it is necessary to try 

avoid this. Sample dispersion, air bubbles, misalignment in the presence of external 

vibration, incorrect obscuration, electrical interference, sudden changes in temperature 

can cause misalignment as well as changes to the measured electrical offsets. 
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This method can measure the wide dynamic range of particle size from submicron to the 

millimeter size range, and the results generated in less than a minute with a large number 

of particles able to be measured in each sample. The researcher has the ability to monitor 

and control the particle dispersion process and performed hundreds of measurements per 

day without calibration. Even though there must be a difference between particles and 

suspending medium’s refractive index, during the test the study proved the best refractive 

index for soil particle size distribution is 1.4 (Stojanović et al., 2012). 

As it discussed in particle size distribution part of the result is evaluated by the D value 

system. Therefore based on a division of the mass of a sample by diameter,  

from the diameter values obtained for each particle a relative mass can be assigned. 

                    Mass of a sphere = π
6d3ρ ⁄                                                            (2.14) 

Where ρ is constant for all particles and cancelling all constants from the equation: 

                        Relative mass = d3                                                                                                                (2.15) 

So each particles diameter could give its relative mass. These values can be determined 

from the total relative mass of the sample measured. The values may then be arranged in 

ascending order and added iteratively until the total reaches 10%, 50% or 90% of the total 

relative mass of the sample. The corresponding D value for each of these is the diameter 

of the last particle added to reach the required mass percentage. 

2.9.6.2 Photon correlation spectroscopy (PSC) 

In the photon correlation spectroscopy method, the principals of the technique are similar 

to LDPSA as the signal of light is collected as sample and matched with itself at several 

time periods using digital correlated and exerted computer software. The coarse particles 

travel at low speed than fine particles, thus the light scattered sway rate from them is also 
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lower. Subsequently the light fluctuations rate and variations are determined by 

measuring the size distribution of the particles scattering light. Therefore to analyze the 

particle size distribution, a comparison is taken of each speckle pattern with another taken 

a microsecond after. As time is the variable factor and directly affects the position of the 

speckles, this also impacts size. At the final stages of analysis, the particle size distribution 

is estimated using the relationship of the auto-correlation function obtained to time 

intervals. The PSC method is quick, non-intrusive when determining the wide size range. 

Viscosity and refractive index (R.I) values are dependent on solids in liquid or liquid in 

liquid samples, which can be described as disadvantages. 

2.9.7 Microscopy 

The numerical distribution of particle size is determined using microscopy. In this method 

two techniques are used- Electron microscopy (0.001µ) and Optical microscopy (1µm) 

by this method each particle is investigated individually therefore the microscopy is 

considered as an absolute particle size measurement. This method can distinguish 

individual particles within an aggregation, and when analyzed using computers, each area 

can be investigated and bring out a distribution. The depth of focus with this technique is 

about only 0.5µm at x1000 and 10µm at x100. As discussed before, with fine particles, 

the enhance of diffraction effects could cause blurring at the edges. Hence the two 

methods of Scanning Electron Microscopy (SEM) and Transmission Electron 

Microscopy (TEM) are used to investigating the submicron elements. The analysis of data 

from microscopy can be performing using different criteria such as, Martin's diameter 

(M), Feret's diameter (F), Projected area diameter (da or dp), Longest dimension, 

Perimeter diameter, and Maximum chord. 

In Martin’s diameter method, a line in drawn by ruler in any direction but must be constant 

for all image measurements with the length of the line which bisects the particle image.  
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Moreover, the distance between two tangents on opposite sides of the particle, parallel to 

some fixed direction is defined as Feret's diameter. This is also the longest dimension 

described in this value when a measured diameter is equal to the maximum value of 

Feret's diameter. Maximum chord is determined by a diameter equal to the maximum 

length of a line parallel to some fixed direction and limited by the contour of the particle. 

The Projected area diameter and Perimeter diameter are defined as the diameter of a circle 

having the same area as the particle viewed normally to the plane surface on which the 

particle is at rest in a stable position. Furthermore the pointed area also has the same 

circumference as the perimeter of the particle.   

Overall, the microscopy method is relatively inexpensive and records the images of small 

sample sizes. Nonetheless it is time consuming without information on three dimensional 

shapes. Thus the Scanning Electron Microscopy has been suggested.  

2.9.7.1 Scanning electron microscopy 

The Scanning Electron Microscopy was developed in the 1950’s with wide possibilities 

and interest in investigating its use. This instrument processes with electrons instead of 

light. The SEM is a big microscope that generates a variety of signals at the surface of 

solid specimens by operation of a focused beam of high-energy electrons. The SEM 

covers the wide aspects of science by studying both morphology and composition of 

biological and physical materials (Figure 2.10). Univ
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Figure 2.10 : A sample of scanning electron microscopy with 15.0 kV and 5 µm  zoom 

(Cranfield, 2014) 

In addition, it should be considered that the SEM has processed electrons which are 

backing scattered electrons or BSEs, secondary electrons and characteristic x-rays (Figure 

2.11). There are several other kinds of signals generated during the specimen electron 

beam interaction, which could be used for micro structure analysis. They are Auger 

electrons, cathode luminescence electrons, transmitted electrons and specimen (or 

absorbed) current. 

 

Figure 2.11 : A schematic of the amplification process due to collisions between the 

secondary electrons and gaseous molecules. Image courtesy of Stokes (2003) and the 

Royal Society of U.K (Bogner et al., 2007).  

This microscope could produce electrons and accelerates them to an energy level of 0.1–

30 keV. Electromagnetic lenses and apertures are used to focus and define the electron 
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beam and to form a small focused electron spot on the specimen. The air is evacuated in 

SEM to produce a high-vacuum environment, this allows electron travel without 

scattering in the air. When the signal detection occurs, the surface is observed and 

processed with an image recorded of the specimen surface.  

For better vision of nanoparticle, nanostructure, nanocarbons, nanotube materials (Bonard 

et al., 2002), cells (Clarke, 1974) the preparation of a sample is required since errors can 

result from the reflection of electrons (Figure 2.12). Two main approaches exist to 

improve the SEM resolution: decrease the lens aberrations, or increase the source 

brightness ( Bogner et al., 2007). Therefore, a way to eliminate or decrease the source of 

brightness is through the preparation of samples before the SEM test. Freeze drying, air 

drying and dehydration can be applied for sample preparation to remove the water or 

moisture from the sample. The other method of sample preparation for samples of 

biological specimen is Critical Point Drying (CPD) which allows chemical fixation and 

exchange with an intermediate fluid (ethanol or acetone) and then a a transitional fluid 

such as liquid carbon dioxide (CO2) which subsequently undergoes a phase transition to 

gas in a pressurized chamber. Moreover, the bioorganic specimens naturally include low 

atomic number elements that emit the secondary and BSE yields during the test, therefore 

it is coated with metals such as gold, silver, gold/palladium, and platinum (Nègre et al., 

2004; Whalley & Krinsley, 1974). In an argon atmosphere the damage of bioorganic 

specimen surface is reduced but can still lead to structural decoration with large grain 

uneven film thicknesses as the metals provide conductivity. 
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Figure 2.12 : Different models of specimen with metals coated (Ted Pella, 2014) 

Particle shape can be measured using SEM but this method is expensive and time 

consuming in sample preparation, has low throughout, is not suitable as a routine 

technique and some materials are impossible to investigate using this method. 

All the particle size distribution instruments and methods are developed to measure the 

particle size distribution of a sample. There are a few instruments that operate to give a 

single type of information regarding the sample otherwise all the rest give variations of 

information regarding the particle size and shape which leads to better knowledge in 

science and industry. 

2.10 Rheology 

Rheology is the study of the materials flow in stress conditions. This science is focused 

on the deformation of material under applied forces. Primarily this method is used in a 

liquid phase, but it is distributed in solid phase as well to investigate the plastic and elastic 

behavior of material. This method is applicable to all materials such as dilute solutions of 

polymer to semi solids such as pastes and creams to solid material. Rheological properties 

could be measured with different instruments such as a mechanical rheometer, and in a 

micro scale using a micro-capillary viscometer or micro-rheology. Many factors 

influence the rheological behavior of dispersions including volume concentration of the 
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dispersed phase, viscosity of suspending medium, size of the dispersed phase, size 

distribution of the dispersed phase, surface chemistry of the dispersed phase and shape of 

the dispersed phase (Mazzeo, 2008). Since this study is focused on sedimentation, some 

aspects of rheological properties relation and sedimentation will be studied. The particle 

shape has effect on its settling characteristics. For example a circular particle, will settle 

faster and easier than a particle that has ragged or a typical edges (Cammem, 1982). Major 

reasons for sedimentation is fast urban development activities upstream of waters that 

supply extensive sediment to the lake and fill the deck within 60 years (Ayub et al., 2005). 

Thus, studying different effects of sediments is necessary as fine sediment plays a 

substantial role in sedimentation which has been investigated in a variety of behaviors 

recently. The modeling of fine sediment transport in rivers (Yu et al., 2013; Hsu et al., 

2012), influence climate change on fine sediments (Goswami & Mishra, 2013), and the 

management of coastal fine sediment systems (Kirby, 2013) proves the importance of fine 

sediment role. However all of these studies have tried to survey their goals whilst 

considering the rheology behavior.   

Rheometric refers to the measurement of rheological properties and is applied when a 

force called shear is placed on the area. Shear is the relative movement of parallel adjacent 

layers. In rheology, shear rate and shear stress are the basis of rheometry. The shear stress 

is the component of force that leads to movement in parallel layers of materials, thus the 

shear rate describes the rate of change of shear strain in time. In capillary tests these two 

value are applied. There is another test in rheology which used oscillation force (Markgraf 

et al., 2012) and tests the shear modulus G that is provided from strain G’ and storage G” 

modulus. The ratio of shear stress to its corresponding shear strain is called the shear 

modulus (Biswas et al., 2002). At the end, the angel of properties deformation depends 

on the behavior called shear thickening (dilatant), an increase in viscosity with increasing 

shear rate during steady shear flow or shear thinning.  
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The first idea or basis of the rheology is provided by the Deborah number (Denn & 

Porteous, 1971): 

          D= time of relaxation/time of observation.                                                 (2.16) 

Therefore, the difference between solids and fluids is defined by a magnitude of D. In 

case of a long observation time followed by a very small relaxed time, material flowing 

is fluid The Deborah number concept is of significant importance in rheology. 

Isaac Newton and Robert Hooke played a big role in rheology. As with fluid mechanics, 

the research of the materials physic is divided in two categories- Newtonian fluids which 

not depart strain rates proportional to the applied shear stress and Non- Newtonian fluids 

(Schowalter, 1978) which go through strain rates proportional to the applied shear stress. 

Solid mechanics is investigated based on the elasticity and plasticity of material. Elastic 

material is described as material that returns to a normal shape when removing applied 

stress. Moreover plastic materials after a sufficient applied stress gets permanently 

deform. 

In fluid mechanics the Reynolds number (Re) is a significant dimensionless number. The 

Reynolds number measures the ratio forces to viscous forces and the effect of both forces 

on flow condition. Under the low Reynolds number the material is viscous and the flow 

is laminar, while at the high Reynolds number the flow is turbulent (Rott, 1990). 

                  𝑅𝑒 =
𝜌𝑉𝑠

2

𝐿
⁄

𝜇𝑉𝑠
𝐿2⁄

=
𝜌𝑉𝑠𝐿

𝜇⁄ =
𝑉𝑠𝐿

𝑣⁄                                                                 (2.17)                                 

Where the L is the characteristic length, [m], ρ is fluid density, [kg m−3], μ is (absolute) 

dynamic fluid viscosity, [N s m−2] or [Pa s], Vs is fluid velocity, [m s−1], ν is kinematic 

fluid viscosity: ν = μ / ρ, [m² s−1]. 
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Furthermore, the other scientist has tried to introduce new behavior of materials in 

physics. Thus the fluid is showed a different range of behavior. Maxwell (1867) as 

demonstrated by an equation for linear viscous fluid which is related to stress σ and strain 

ɣ of the form: 

                          σ +  λ
dσ

dt
= ɳ

dγ

dt
                                                                               (2.18) 

Where t is time, λ a time constant and ɳ is the viscosity. Based on this rule when the time 

constant equals zero, the fluid behavior is Newtonian and when it is large number the 

elastic behavior or Hookean (Hooke, 1931) is observed. Therefore the fluid in this stage 

is elastic-viscous liquid or elastic liquid, and declared as Maxwell fluid (Maxwell, 1867). 

In addition another scientist Lord Kelvin established the Kelvin-Voigt model which was 

related to viscous solid as a comparison (Thomson, 1865).  

                   σ =  Gɣ +  ɳ
dγ

dt
                                                                                 (2.19)                                                                      

Where, G is a material constant. Generally, these two equations and models are known as 

Linear Viscoelasticity which is an important part in rheological properties.  

Jeffry’s model introduced a new equation regarding the simple elastic liquid. This 

equation was made after Maxwell’s model (Jeffreys, 1929). 

                 σ + λ
dσ

dt
= ɳ[

dγ

dt
+ λ

dγ

dt
]                                                                    (2.20) 

2.10.1 Fundamental Rheological Properties 

For a better understanding of rheology properties, an understanding of the behavior of 

materials and physic laws related to viscosity is required. Materials could behave as a 

plastic, elastic, viscoelastic, viscoelastic or viscous. Elastic is where the mechanical 

energy used to produce a deformation is stored in the material and returned through the 
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release of stress. During a low value of deformation force, the matter is solid and in a 

stressed elastic state which is termed the yield stress (Iverson, 2003), and in plastic 

material this value is exceeded. Dissipation and stress are independent of the deformation 

rate when the material performs at an ideal plastic flow.  Moreover a time dependent fluid 

or material under stress which produces a viscous and an elastic response at the same time 

is viscoelastic behavior. This type of material exhibits viscous flow under constant stress, 

but a part of mechanical energy is released after stress recovery. These type of properties 

are determined as a response to an instantaneously applied or removed constant stress or 

strain or a dynamic stress or strain, such as polymers. Viscoplastic (Kaide, 2012) is 

material that behaves like a solid below some critical stress value, the yield stress, 

although flows like a viscous when the stress is increased (Iverson, 2003).  And the last 

behavior is viscous where there is tendency of a liquid to resist flow as a result of internal 

friction when mechanical energy is dissipated as heat and the stress that develops depends 

on the rate of deformation. 

The main object of rheometry is viscosity. In the rheology science many type of viscosity 

have been identified.  These values are evaluated using different methods of rheometry 

as viscosity is applied in capillary method, coefficient of fluidity, coefficient of viscosity, 

complex viscosity, plastic viscosity, kinematic viscosity, intrinsic viscosity, inherent 

viscosity, infinite shear viscosity. This study will introduce some of them. As apparent 

viscosity is the value of viscosity evaluated at some nominal average value of the shear 

rate.  

Coefficient of viscosity value (ɳ=σ/ɣ•) proves the behavior of material between 

Newtonian and Non-Newtonian behavior (Gotoh & Nawa, 2012). When the quotient is 

independent of shear rate (i.e. follows the Newtonian model), it is considered a material 

constant. When the quotient is dependent on shear rate (i.e., non-Newtonian), it should 

be referred to as the non-Newtonian viscosity. The fraction of shear stress to shear rate 
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under simple steady shear is called coefficient viscosity. Moreover, during the oscillatory 

test the dynamic viscosity (Yu et al., 2013) (𝜂′𝐺"/𝜔  is measured as the ratio of the 

loss modulus to the angular frequency, determined during forced harmonic oscillation 

(dynamic) measurements.  

2.10.2 Basic Terms in Rheology  

The experimental fluid performs in different ways with variations in physical actions. 

Each property is extends the rheological behavior in different stages. In terms of better 

understanding rheology properties, consciousness of these points is required. The study 

categorized them as follows: 

Deformation is the displacement of particles of a material body in combination with other 

parts which caused the continuity of the body and is not destroyed, and resulting in a 

change of shape or volume or both. Dynamic Equilibrium is when the viscosity is constant 

at a given shear rate and during the steady shear flow the material is broken down, and 

subsequently rebuilt at a similar rate. Apparent Yield Stress is occurred in Bingham 

(plastic – visco-plastic) model as in non-ideal viscoplastic materials, where the yield 

stress (the point the material has started to flow) is definite, for example, by extrapolation 

from the linear, high shear rate portion of the flow curve to the stress axis. 

Dilatant is the term of increasing resistance to shear with an increasing shear rate (shear 

thickening) also the increase of volume while being sheared. Shear Thickening is a 

behavior of material where the viscosity increases with increasing shear rate during steady 

shear flow (Olhero & Ferreira, 2004). Shear-Thinning (Pseudoplastic) is the viscosity 

decreasing with increasing shear rate during steady shear flow. Thixotropy behavior is 

when the shearing causes a breakdown in structure overtime. It is time dependent, decreasing 

in viscosity at a particular shear rate. Rheopexy describes negative thixotropy, when a 
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material recovers some of its pre-sheared viscosity at a faster rate when it is gently sheared 

compared to when it is allowed to stand.  

2.10.3 Classification of Flow Curve  

The rheometry of materials is evaluated using a variety of tests. The flow curve test and 

oscillation tests are two main methods Rheological properties of material under 

equilibrium conditions is measured using the flow curve test (Hashimoto et al., 2005). 

The materials in the steady-shear flow curves may exhibit a variety of behaviors over a 

limited range of shear rates. Moreover, some materials may exhibit more than one distinct 

behavior over different shear rate regions of the same flow curve. Several types of behavior 

can be categorized according to their characteristic shape. Herewith the most common type 

of characteristics is discussed. As mentioned above, fluids are classified in Newtonian and 

Non-Newtonian materials. 

1. Newtonian - the viscosity is constant with shear rate. 

2. Shear-thickening - viscosity increases continuously with shear rate. 

3.Shear-thinning [pseudoplastic] - viscosity decreases continuously with shear rate 

(without the yield value) (Olhero & Ferreira, 2004). 

4. Shear thinning [pseudoplastic] - with yield response, viscosity decreases continuously 

with shear rate once the apparent yield stress has been exceeded (Lev et al., 2012). 

5. Bingham plastic (ideal plastic ) – follows the Bingham relation completely. The plastic 

viscosity or the differential viscosity is constant, while the coefficient of viscosity 

decreases continuously to some limiting value at infinite shear rate (Yu et al., 2013). 

6. Bingham plastic (non-ideal) - while the coefficient of viscosity decreases continuously 

above the apparent yield stress, the differential viscosity approaches a constant value with 

increasing shear rate.  
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6*. Extrapolation of the flow curve from the linear, high shear rate region (plastic region) 

to the stress axis gives the apparent Bingham yield stress.  

 

Figure 2.13 : The classification of properties in Flow Curve (http://www.iq.usp.br/ 

mralcant/About_Rheo.html, 2013) 

2.10.4 Expressions for Describing Steady Shear Non -Newtonian Flow 

In this section, the relation in non-Newtonian behavior of fluids under equilibrium and 

steady shear flow conditions are categorised. Many different models and laws have been 

developed which relate to the study of rheological properties.  

Carreau-Yasuda (with no yield stress), Cross (with no yield stress), Ellis (performing a 

power-law relationship between shear stress and shear rate, with a low shear rate 

asymptotic viscosity), Meter, power-law [Ostwald-de Waele] (shear-thickening behavior 

in materials that show a negligible yield response and a varying differential viscosity) are 

all models which describe the Pseudoplastic behavior under different conditions. 

Bingham, Casson, and Herschel- Bulkley models are determined by the viscoplastic 

fluids. Bingham relation uses two parameters to describe the viscoplatic fluids exhibiting 

a yield response (Iverson, 2003).  

Univ
ers

ity
 of

 M
ala

ya

http://www.iq.usp.br/mra
http://www.iq.usp.br/mra


60 

 

                 𝜎 = 𝜎𝐵 + ɳ𝑃1𝛾 .                                                                                    (2.21) 

                      𝛾 . = 0 𝑓𝑜𝑟 𝜎 < 𝜎𝐵  

A linear relationship between shear stress and shear rate, with a constant differential 

viscosity equal to zero the plastic viscosity is called viscoplastic flow. 𝛾 .  is yield stress. 

Casson describes the flow behavior in viscoplastic fluids with yield response. This 

relation is same with Bingham model but the point of yield stress is zero. 

                   𝜎
1

2 = 𝜎𝑦

1

2 + ɳ𝑃1

1

2 𝛾 .
1

2                                                                               (2.22)      

                        𝜎 < 𝜎𝑦    𝛾 . = 0   

Herschel-Bulkley describes viscoplastic behavior as the yield response in power law 

relationships between shear stress and shear rates above the yield stress when using three 

parameters.  

                    𝜎 = 𝜎𝑦 + 𝑘𝛾 .𝑛                                                                                 (2.23) 

 

Figure 2.14 : Flow curves represent shear stress vs. shear rate (Debs, 2013) 
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   The Herschel-Bulkley relation reduces the equation for a Bingham plastic when n=1. 

Krieger-Dougherty is an ideal model to describe the effect of particle self-crowding on 

suspension viscosity, where M is the particle volume fraction, ϕm is a parameter 

representing the maximum packing fraction and ϕn  is the intrinsic viscosity.  

                             ɳ = (1 −
ɸ

ɸ𝑛
)(−𝑛)ɸ                                                                                                              (2.24) 

Powell-Eyring is related to molecular fluids, but can be used in some viscous model as 

well and viscoelastic polymer solutions over a wide range of shear rates. 

                           ɳ = ɳ∞ + (ɳ𝟎 − ɳ∞)
𝒔𝒊𝒏 𝒉−𝟏 𝝉𝜸.

𝝉𝜸.                                                                                 (2.25)   

2.10.5 Oscillatory Measurements 

The other form of rheometry test is oscillation as a dynamic rheometric test in which both 

stress and strain vary harmonically with time, and both viscous and elastic parameters are 

derived from the material response. These categories of tests are applied in the linear 

viscoelastic regime, which is considered by a linear response of dynamic viscosity and 

elasticity with increasing strain amplitude. 

2.10.5.1 Functions derived from oscillatory tests 

In a typical sinusoidal oscillation experiment the applied stress and resulting strain wave 

is obtained. The basic principal of an oscillation test is to include a sinusoidal shear 

deformation in the sample and measure the response to stress. The time scaled probed is 

evaluated by the shear deformation (ω). The time dependent strain is shown by ɣ(t) = 

ɣ.sin (ωt) and the stress shown as σ(t) (Markgraf et al., 2006). 
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Figure 2.15 : Schematic stress response to oscillatory strain deformation for an elastic 

solid, a viscous fluid and a viscous material (Weitz et al., 2007). 

The storage modulus (𝐺′) represents the in-phase (elastic) component of oscillatory flow, 

and the out-of-phase (viscous) component is termed the loss modulus (𝐺") which defined 

as (Markgraf et al., 2006): 

                     𝐺′ =
𝜎0

𝛾0
cos 𝛿                                                                                         (2.26) 

                     𝐺" =
𝜎0

𝛾0
sin 𝛿                                                                                         (2.27)  

Thus the complex shear modulus, G* is defined as (Markgraf et al., 2006) : 

                     𝐺∗ = 𝐺′ + 𝑗𝐺"                                                                                       (2.28) 

                tan 𝛿 =
𝐺"

𝐺′                                                                                             (2.29) 

The function 𝐺", 𝐺′measures the relative importance of viscous to elastic contributions 

for a material at a given frequency (Yamamoto & Sawa, 2011). 

             𝐼𝑓 𝛾 . = 𝑗𝜔𝛾                                                                                             (2.30) 

                 ɳ∗ = ɳ′ + 𝑗ɳ"                                                                                        (2.31) 
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                   ɳ′ =
𝐺"

𝜔
                                                                                                (2.32) 

                   ɳ" =
𝐺′

𝜔
                                                                                                (2.33) 

Where theɳ"termed the dynamic viscosity. 

2.10.6 Measurement Device 

For rheometric measurements on fluid systems, two common methods have been 

developed. The capillary (Hashimoto et al., 2005) and rotational methods are examined 

with a viscometer and rheometer. A viscometer is applied for a viscosity measurement 

though a rheometer which is a device used to determine the rheological properties in 

varied condition. 

2.10.6.1 The capillary method 

In this method the test fluid flows through a narrow tube to investigate the effect of 

applied pressure and hydrostatic. The glass capillary viscometer and extrusion capillary 

viscometer are devices used to measure the viscosity of material and solutions. The glass 

capillary viscometer is used to measure the viscosity of Newtonian fluids, including dilute 

solutions and suspensions. This technique is time consuming since the solution is poured 

in a U shaped tube which gets narrower at the bottom. The results of the device is 

calculated based on Poiseuille’s law. 

Extrusion viscometers use a cylindrical piston to force the test fluid from a reservoir 

through the capillary tube at a constant velocity. This device measures the pressure drop 

across the capillary as a function of flow rate for multiple capillaries in the same diameter 

to achieve the viscosity rate related to shear rate.  
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2.10.6.2 Rotational methods 

Nowadays, different companies have developed new rheometers with varied ability in the 

control of temperature, rheometric parameters as shear rate, variation level of stress and 

oscillation force. With these new devices, the viscoelastic or plastic material can be 

examined. In general, rotational methods are easier  to test gels, paste and concentrated 

suspensions as compared to capillary methods (Markgraf et al., 2012). Rotational 

measurements have ability to control the stress and rate of force. In stress controlled 

measurements, the rotation speed is determined with a constant torque measurement tool. 

The rotation speed can be converted into a corresponding shear rate. In rate controlled 

measurement, the stress sensed as torsion spring or strain gauge, is measured with a 

constant rotation speed. 

In the rotational rheometer, different companies such as Brookfield, Malvern (Fang et al., 

2012) have the ability to change accessories and tools in making different types of force 

in a unit area. The tools are selected based on the phase of material. The three famous 

basic tool geometries for rotational rheometer are concentric cylinder, cone and plate and 

parallel plate. The concentric cylinder (also called Couette or Coaxial) can rotate either 

the inner, outer or both cylinders at the same time (Figure 2.16).  

 

Figure 2.16 : Schematic of cone and Cylinder tools A. DN Coaxial Cylinder, B. Mooney 

Cell, C. Double Gap (LLC, 2014) 
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Another tool is called the double gap configuration which has a larger contact surface and 

therefore more suitable for low viscous material. The last type of this model is called cone 

and hollow cavity configurations which are designed for less slip and a perfect tool for 

rheometry of fluid suspension. The cone and plate geometry (Yamamoto & Sawa, 2011) 

is manufactured to have close contact with a lower plate as the cone has an angle of less 

than 4 degrees. The parallel plate geometry (Markgraf et al., 2012) is considered a simple 

version of the cone and plate with zero angels. The gap is narrow between two surfaces 

(Figure 2.17). This geometry is mostly used for highly viscous pastes, gel (Kaide, 2012) 

and concentrated suspensions.  

 

Figure 2.17 : Schematic of rotational rheometer tools, A. Parallel Plate, B. Cone and Plate, 

C. Cylinder (Yamamoto & Sawa, 2011) 

In addition, various vane geometries (Biswas et al., 2002) when used in concrete 

rheometers to measure the material with coarse particles, such as two point test of 

Tattersall, BML and IBB (Figure 2.18). Univ
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Figure 2.18 : Diverse geometry of vanes used in concrete rheometers: A. two-point test 

or Tattersall, B. IBB, C.BML (Hackley & Ferraris, 2001) 

2.11 Particle Image Velocimetry  

PIV techniques have been applied in hydraulics since the early 1980s (Adrian, 1991). 

Since it requires large storage and RAM memory, digital PIV techniques have benefited 

from the advancement in computer architecture, especially since late 1990s (Ferreira, 

2011). It has been 30 years since the Particle Image Velocimetry (PIV) was developed. 

PIV is a technique to measure the field of fluid flow and to promote the image of velocity 

over time. PIV enables the recording of small tracer particles (seeds) over a period of 

time. When injected to the flow their motion used to estimate the kinematics of local fluid 

velocity and this is recorded (Prasad, 2000a). PIV can be described as a measurement tool 

to describe the fluid movement in the flow with the visualized problem.  PIV was able to 

capture two and three dimensional images in a single frame and identify tracer particles 

from plate to plate using a recording of multi frame.  

Adrian was the first person to expand the  initial groundwork based on the PIV theory 

(R.J. Adrian, 1984). Adrian described the expectation value of the auto-correlation 

function as a double-exposure continuous PIV image. Thus the experiment design rules 

were described within this framework (Adrian, 1999). Afterwards, the theory was 

expanded to include multiple-exposure recordings and cross-correlation analysis. 
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Therefore it was able to provide an adequate description for the analysis of highly 

resolved PIV photographs, which was the common mode of operation for a considerable 

time (Westerweel, 1993). 

 

Figure 2.19 : A theoretical description of PIV involves many different disciplines, such 

as fluid mechanics, optics, image processing and signal analysis (Westerweel, 1993) 

Following this, sediment transportation which uses PIV in different zones as 

measurements of inflow and around scour holes is studied (Prestlglacomo et al., 2007). 

In addition the velocity field of both phases in Aeolian sediment transport by using PIV 

with fluorescent tracer particles (Yang et al., 2011) was determined by using micron 

seeding in fluid and a rotor hovering above a sediment bed. This was studied using high-

speed flow visualization and particle image velocimetry (Johnson et al., 2009). 

In PIV the tracking of seeds is done by applying the scattering of light. As the PIV 

machine is included in camera CCD- or CMOS- , light source (laser) and computer 
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software is used to collect and analyze the images. Therefore, by a light plane of which 

instantaneous images are recorded the tracer particles currents are brightened. The images 

are thereby investigated and an entire flow fields can be determined.  

 

Figure 2.20 : Illumination and imaging (4D-PIV advances to visualize sound generation 

by air flows, Fulvio Scarano, Delft University of Technology, Aerospace Engineering 

Department – Aerodynamics Section) (Van Rijn, 2007)  

There are other traditional methods such as Laser Doppler Velocimetry (LDA) and Hot 

Wire Anemometry (HWA) in two-dimensional velocity fields. The PIV technique has 

advantages compared to the traditional methods as mentioned above, although in high 

temporal resolution, the LDA and HWA are more applicable (Bastiaans, 2000). The 

principle of the PIV measurements technique works based on the physics definition of 

velocity as a differential quotient. The trajectory of many tracer particles which follow 

the flow faithfully can be captured with a CCD- or CMOS-camera by illuminating a plane 

in the flow with two very short light pulses (few nanoseconds) within a time difference 

of a few microseconds. The two particle images captured at time t and t’ are stored on 

two frames of the CCD- or CMOS- sensor (Schütte & Lüdeke, 2013). 

2.11.1 The Principal of Operation 

In the experimental setup the process has different aspects, but the main objective of the 

technique is introducing the seeded in fluid and recording the track of illumination of 
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particles with a camera. Therefore the illumination of tracer particles has to be in a path 

of the flow slightly twice in a period of a short time interval. The scattering light of 

particles is taken on a single frame or on multi frame. The movement of tracer particle 

images between laser light pulses is determined through assessment of the PIV recording. 

The investigation of fluid using PIV could be explained by the process of adding small  

tracer particles to the flow, then based on the particle size distribution, the thickness of 

light sheet is adjusted as previous studies demonstrated thinner light sheet enhances the 

resolution of light scattering in images (Guasto et al., 2006). The two equations below are 

a suitable guide to choose the correct particle size diameter based on the light scattering: 

                     Side intensity (900) / forward intensity = 103                                                           (2.34) 

                     Laser light intensity / CCD captured light intensity = 105                    (2.35) 

In the PIV technique, the first step in recording of images is determining the place or 

frame of study which is called the point. It is expected that the particles follow the fluid 

motion and at the identical time by the form of scattered light can play as transmitters of 

information, based on the Mie theory.  In addition the concentration of the tracer particles 

in the fluid should be sufficient and be the right size. The size and concentration of 

particles is an important aspect of PIV because the scattering of laser light of all particles 

should be recorded on a memory of film (Hadad, 2013). The light scattering by tracer 

particles must be considered. The scattered light power is under direct effect of contrast 

of the PIV and in addition the particle image intensity recording, therefore, by choosing 

the scattering particles increasing the image intensity rather than higher power of laser is 

more effective with more economical benefits. Consequently, it can be said the light 

scattered is dependent on the particle diameter, polarization and observation angle. Mie’s 

scattering theory can be involved for round particles with diameters, dp, larger than the 

wavelength of the incident light λ,. The intensity scales are plotted in logarithmic scale 
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so that, the intensity for neighbouring round differs by a factor of 100. The normalized 

diameter(q) could characterized the Mie scattering, q defined by (Raffel et al., 2007): 

 

                    𝑞 =
𝜋𝑑𝑝

𝜆
⁄                                                                                         (2.36) 

If q is larger than unity, approximately q local maxima appear in the angular distribution 

over the range from 0◦ to 180◦ (Raffel et al., 2007) . 

The time of recording is clarified by determining the time difference between laser light 

intervals depending on the magnification at imaging and the average flow velocity. The 

assumption is that the seeds are replaced between the two illuminations with local flow 

velocity (Önal, 2010).  Then the recording is managed by a lens with high quality either 

on a single frame or two separate frames. The one frame lens could be a high-resolution 

digital or film camera and the special cross-correlation digital cameras such as (CCD or 

CMOS cameras) could be an example for two separate frames kind of recorder as the 

light is scattered by tracer particles. The modern charge coupled device (CCD) cameras 

captured 100 or more PIV recordings per minute. The CMOS sensors allow for 

acquisition in the kHz range on complementary metal-oxide semiconductor with high 

speed recording (Raffel et al., 2007). Consequently, the scanner develops the recorded 

images and the memory of a computer directly memorizes the output of the digital sensor 

(Jahanmiri, 2011). Since CCD cameras are limited by a finite exposure time and image 

pair separation time, the point of study must be chosen to cover a relatively large image 

area to adequately capture a significant number of tracer particles (minimum ten particles) 

that would otherwise drop-out within that time (Guasto et al., 2006).  Interrogation areas 

are divided by digital image recorded to small subareas that lead to better evaluation. The 

positional movement trajectory for the tracer particles of the earliest images and latter 

illumination in each interrogation area can be determined by means of statistical methods 
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such as -cross and auto correlation methods (Prasad, 2000a). The assumption is the all 

particles homogenous movement within one investigation area between the two 

illuminations. The calculation of the trajectory displacement is done based on the path of 

the vector in the local flow velocity into the light sheet area (two-component velocity 

vector), taking into account the time interval between the two illuminations and the 

magnification at imaging (Di Felice & Pereira, 2008; Johnson et al., 2009; Saleh et al., 

2010).  

In order to explain the main mathematically technique behind PIV, refer to the system 

used to determine the coordinate system x, y, z (Figure 2.21).  

 

Figure 2.21 : Imaging of a particle within the light sheet on the recording plane (Raffel et 

al., 2007) 

Therefore the taken image through the lenses is calculated to ideal imaging conditions. 

Additionally, the homogeneous coordinate system in a more general way is a good 

explanation of this calculation or it can be defined by trigonometric considerations. So 

the displacement of particle is defined as Dx, Dy, Dz between the light intervals. At the 

moment the particle displacement from xi to position xi' is obtained with below relation 

(Prasad, 2000a). 
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                  tan(𝛼) =
𝑥𝑖

′

𝑧0
⁄                                                                                  (2.37) 

Then the image displacement is obtained of 𝑑 =  𝑥𝑖
′ − 𝑥𝑖, so(Grant., 1997): 

                𝑥𝑖
′ −  𝑥𝑖 =  −𝑀(𝐷𝑥 +

𝐷𝑧 𝑥𝑖
′

𝑧0
⁄ )                                                          (2.38) 

                 𝑦𝑖
′ −  𝑦𝑖 =  −𝑀(𝐷𝑦 +

𝐷𝑧 𝑦𝑖
′

𝑧0
⁄ )                                                         (2.39) 

The particle displacement is assumed to be two dimensional in X and Y direction (Dz 

=0). Therefore by multiplying the image displacement in (-M), the result of that with 

geometric parameters means the velocity measurement can be determined. However, in 

practical cases a flow field is never strictly two-dimensional over the whole observation 

field (Raffel et al., 2007). 

The dedicated software algorithms are available that perform analysis of reduced 

precision within fractions of a second. The software could figure out the one digital PIV 

recording with several thousand instantaneous velocity vectors, depending on the 

dimension of the recording, the interrogation area and processing algorithm which is 

repeated for all the PIV recording interrogation areas.  

Particle image velocimetry can be applied in different regions or situations as non-

intrusive velocity measurements that help determine the high flow velocity even in 

boundary layers or near walls and indirect velocity measurement by adding the tracer 

particles in fluid. The other feature of PIV is it captured the image with high spatial 

resolution in different phase of fluid with high speed of flows, therefore is a whole new 

field technique (Lindken & Merzkirch, 2002).  Based on the fluid phase as gaseous or 

liquid the velocity lag and illumination of tracer particles must be noted. When adding 

the seed to fluid, and following the flow and then tracking the light scatterings with a 

camera, the accuracy of the size and density of particles that lead to follow the flow 
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properly is essential. The small particles faithfully follow the flow better than the large 

particles, and the large particles illuminate the light (Van Doorne & Westerweel, 2007). 

Thus the larger particles are more suitable in liquid fluid as they illuminate light better 

(Adrian, 1991). There are more features of PIV that Raffel et al. (2007) mentioned, 

therefore these subjects are important. To avoid the blurring of the image, the period of 

the illuminating beam of light pulse must be concise enough to ascertain the path of the 

seeds during the exposure of pulse.  Contrariwise, it is significant to put intervals between 

the illumination pulses long enough to afford the better displacement measurement 

between the images of the seeds with sufficient resolution. In addition, it should be short 

enough to avoid particles with an out-of-plane velocity component leaving the light sheet 

between subsequent illuminations (Jahanmiri, 2011).  

Furthermore, the particle tracers have to distribute in a homogeneous rate with medium 

density that promote higher quality of PIV recording in order to obtain optimal evaluation. 

Based on the paper of Adrian (Adrian, 1991) the particle image density has an effect on 

the PIV evaluation. The low image density is required to detect the particle individually 

so the image of the same particle can be tracked from its origination to different 

illuminations. This estate is Particle Tracking Velocimetry (PTV) technique. Density is 

required to apply the statistical PIV evaluation techniques in the case of medium image, 

although the PTV method could use as well. Nevertheless, this technique has no ability 

to distinguish image pairs by visual inspection of the recording. The high image 

congestion is estimated in terms of Laser Speckle Velocimetry (LSV). Due to overlapping 

of the images, individual imagary detection is not possible. 

Additionally, the number of illuminations per recording is considerable. Other PIV 

features include the number of components of velocity vector, extension of the 

observation volume, temporal resolution, spatial resolution and repeatability of 

evaluation.  
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2.11.2 Basic Requirement of Particle Image Velocimetry 

2.11.2.1 Seed (tracer particles)  

The first objective of PIV technique is seeding the flow. The material of these seeds must 

be able to reflect light in order to record the flow field. It is necessary to consider the size 

of particles as it needs to be large to reflect the laser light and small to follow the flow. 

So PIV is density depended. The characteristics of scattered light, the capability of  

aerodynamic tracking and the material of particles based on the applied PIV method is 

different (Adrian, 1984). The method of seeding based on the experimental phase is 

different, where natural seeding exists, it is not necessary to consume tracer particles in 

condition of clear visibility.  In the liquid phase of the experiment, seeding would be easy 

by suspending and mixing solid particles into the fluid until ensure a homogeneous 

distribution (Melling, 1997). There are many methods for seeding the fluid flow appertain 

of the experimental phase, as liquid or gas. In addition, there are techniques for seeding 

the powder characteristic seeding of air flows (dried oxide metals), droplet of oil, air flows 

seeded ( by Laskin nozzle),  (Yu & Liu, 2007), and soap bubble seeding for air flows 

(Melling, 1997; Shields et al., 1968).    

The numbers of suitable particles in liquid or gas phase are classified in Table 2.4 and 

Table 2.5. If the particles are homogeneously distributed, and the flow field is 

incompressible, then the particles always remain distributed homogeneously. Thus, the 

statistics of the tracer particles are independent of the flow field. This implies that the 

measurement is not biased with respect to the distribution of tracer particles. Then it can 

be defined by Liouville’s theorem (Cybulski & Mucha, 1997; Westerweel, 1993) and 

with homogeneous seeding (Liouville’s theorem (Cybulski & Mucha, 1997)). 

                     
ǝ𝜌

ǝ𝑡
+ 𝑈. ∇𝜌 + 𝜌∇. 𝑈 =0                                                                        2.40 
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Where 
ǝ𝜌

ǝ𝑡
= 0 

And incompressible flow: ∇𝜌 = 0   ∇. 𝑈 =0 

A simple way to determine the particle size diameter is by evaluating the settling velocity 

of the particles under gravity. Assuming that the process is governed by Stokes drag law, 

the settling velocity Us is given by (Prasad, 2000a). 

                   𝑉𝑠 = 𝑈𝑝 − 𝑈 = 𝑈𝑔                                                                              (2.41) 

Where the ‘𝑈𝑝’ is the particle velocity. 

If the particle density is much greater than the density of fluid the step response of Up 

typically follows an exponential law (Raffel et al., 2007): 

                  𝑈𝑃 = 𝑈[1 − exp(−
𝑡

𝜏𝑠
)]                                                                     (2.42) 

with τs (the relaxation time) apparent by (Raffel et al., 2007): 

                    𝜏𝑠 = 𝑑𝑝
2 𝜌𝑝

18𝜇⁄ (≅ 𝑑2

𝑣⁄ )                                                               (2.43)  

Studies demonstrated the fluorescent particles are the most suitable seed in liquid flow as 

the PIV technique successful obtained image recordings with fluorescent particles as the 

light emitted perfectly. Specifically they are advertised for use in aqueous suspension for 

micro-PIV. For several reasons, the fluorescent particles are not easily applicable to 

gaseous flows. First, in general the fluorescently-labeled particles are accessible as 

aqueous suspensions. And the size of them is not suitable for gaseous phase (Adrian & 

Westerweel, 2011). 
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Table 2.4 : Seeding materials for liquid flow (Raffel et al., 2007) 

Type  Material Mean diameter 

 in  µm 

Solid    Polystyrene 

   Aluminum flakes 

   Hollow glass spheres 

   Granules-for-synthetic coatings 

10-100 

2-7 

10-100 

10-500 

Liquid Different oils 50-500 

Gas Oxygen bubbles 50-1000 

 

 

Table 2.5 : Seeding materials for gas flow (Raffel et al., 2007)  

Type Material Mean diameter  

in µm 

Solid Polystyrene 

Aluminum Al2O3 

Titania TiO2 

Glass micro- spheres 

Glass micro- balloons 

Granules-for-synthetic coatings 

Dioctylphathalate 

Smoke 

0.5-10 

0.2-5 

0.1-5 

0.2-3 

30-100 

10-50 

1-10 

<1 

Liquid Different oils 

Di-ethyl-hexyl-sebacate(DEHS) 

Helium-filled soap bubbles 

0.5-10 

0.5-1.5 

1000-3000 

 

2.11.2.2 Light sources (laser) 

The other basic element in PIV technique is light. The source of light used is the laser 

which was developed during these years. The reason for using laser in PIV is its ability 

for high energy density of monochromatic light emission to illuminate and record the 

detector particles without chromatic aberrations which can be simply clustered into thin 

light sheets (Jahanmiri, 2011).  

Univ
ers

ity
 of

 M
ala

ya



77 

Laser is classified based on the wavelength and power source to gas laser (continuous 

wave), Helium-neon lasers (He-Ne lasers λ = 633 nm) as in the visible range it has the 

utmost efficient lasers, have mostly been used for the optical evaluation for photographic 

images in PIV.  

Copper-vapor lasers (Cu lasers λ = 510 nm, 578 nm) as neutral metal vapor lasers are 

characterized by high average power (1-30 W), therefore the CW operation is not possible 

due to the long life-span of the lower laser level. The wavelengths of Cu lasers are within 

the yellow and green spectrum (Raffel et al., 2007).  

Argon-ion lasers ( Ar+ lasers λ = 514 nm, 488 nm) are similar to the He-Ne lasers with 

very high currents for ionization and excitation and are gas lasers, hence this is 

technologically much more complicated compared to He-Ne lasers. Semiconductor lasers 

are produced very compact being 1 cm tall and having in the order of 1mm diameter 

(Raffel et al., 2007).  

Ruby lasers ( Cr3+ lasers λ = 694 nm) are pumped optically through a flash lamp. The first 

model of them used as the active medium by ruby crystal rods contained Cr3+ ions.  

Neodym-YAG lasers λ = 1064 nm and λ = 532 nm are the famous type of laser nowadays. 

As an advantage it can be clarified that various host materials can be incorporated into 

the beam is generated by Nd3+ ions which is The most important solid-state laser for PIV.  

YAG crystals (yttrium-aluminum-garnet) are usually used for laser applications. 

Nd:YAG lasers have a good mechanical and high reinforcement and thermal qualities 

(Figure 2.22). By non-radiative transitions and high reinforcement into the upper laser 

level the excitation is performed (Adrian & Westerweel, 2011). 
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Figure 2.22 : The inside sketch of  Nd:YAG lasers made laser system of double 

oscillator with paramount resonators (Raffel et al., 2007) 

Neodym-YLF lasers (λ = 1053 nm and λ = 526 nm) are utilized in applications. It enables 

efficient frequency conversion through a credible high average-power laser source that 

produce visible wavelengths involved high-speed PIV methods. The Nd:YLF 

(neodymium: yttrium lithium fluoride) laser produces the highest pulse energy and 

average power with the ability to operate at different fundamental wave lengths. It has 

reiteration rates ranging from minimum of a single pulse up to around 10 kHzl (Adrian, 

2005; Raffel et al., 2007).  

Different types of laser or light sources could be used in PIV (Grant, 1997) such as more 

optimally, pulsed lasers or continuous wave (CW) laser. Grant (1997) classified different 

aspects and the development of laser application in PIV.  Laser scanning is the first point 

in laser development that is considered in this review. For the creation of laser, the beam 

sweeps or periodically sweeps continuous wave (CW) laser beams through a plane in the 

flow. In this area the light is emitted directly and the effective illumination level is much 

higher. Therefore it is an advantage where the laser power is a limiting factor, although it 

is applicable in low speed flow. Thus the double-beam system is used for higher speed 

flows near 15 m/s. In addition mirror scanning systems sweep beams of different colour 

which was devised to record images with higher resolution. Therefore the emitted light 
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from a laser is broken by mirror and recorded by camera. Subsequently, flows with higher 

Reynolds number and with limitation of  Re = 1000 is studied using an oscillating mirror 

as a means of scanning the sheet (Brücker, 1993; Brücker & Althaus, 1992). 

Generally in PIV technique to produce argon-ion in the range of a few watts, the 

continuous wave lasers are used. The frequency-doubled Nd : YAG (neodymium : yttrium 

aluminum garnet) lasers are typical pulsed lasers that producing 0.1 to 0.3 joules/pulse 

(Jahanmiri, 2011), at a iteration rate of tens of Hz. The pulsed laser could brighten the 

particles in a short duration to receive more information regarding the flow field in a 

shorter time. This laser could divide the pulses interval time to nanosecond pulses. 

Therefore even very small particle displacement could be recorded easily. Pulsed lasers 

(laser 1 and laser 2) generate by following the laser pulses through release the stored 

energy in banks of capacitor at individual time intervals to the flash-lamp. A constant 

repetition rate of a few tens of Hz obtains the laser (Prasad, 2000a). The delay box 

produces the required trigger signals, to ensure the camera, computer, lasers and other 

hardware are synchronized. The cinematic PIV data with a frame-rate symmetric to the 

lasers repetition rate can be obtained by a suitable hardware. It is necessary ensure 

overlapping of each laser sheet in order to prohibit poor correlation and unsatisfactory 

results. Generally, by increase of flow velocity the amount of CW laser energy incident 

upon a particle decreases thus locates an upper bound on the flow velocity. In contrast, in 

regard of pulsed laser, the modality of particle images is not in relation with the flow 

velocity. It is notable that the power of laser and the speed of flow and type and size of 

particles in illumination can be significant (Raffel et al., 2007). 

2.11.2.3 Digital camera (CCD-,CMOS-) 

Recently, using electronic imaging through the optical and electronic characteristics of sensors 

has been replaced by photochemical processing. With the architecture of current 
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electronic sensors, the principal of image capturing has been improved. Although the 

application of these electronic sensors as charge injection devices (CID), CMOS and CCD 

are modified to PIV technique but considering the errors is essential. In recent years the 

fast growth of technology in chip production has resulted in the manufacture of the sensor 

(CMOS) with high quality of resolution and an improved signal-to-noise ratio. However, 

these sensors cannot apply for high-speed PIV and more suitable for machine vision and 

digital photography. 

The CCD camera converts the light (photons) into electric charge (electrons). A pixel is 

the individual CCD element in the sensor that is determined between 10×10 µm2, or 100 

pixel/mm. A high resolution capacity of the order of 10 000 to 100 000 electrons per pixel 

is the description of typical CCD sensors (Raffel et al., 2007). 

The CMOS sensors which are processed by each pixel electro-optical principal is 

photoiodiode. These sensors are highly sensitive and have a low noise level relatively. 

The photodiodes in CMOS sensors can be controlled separately by MOS-FET transistors 

in comparison to CCD pixels. The new model of CMOS sensors allowed images to be 

captured using very large scale integration techniques. Moreover, for higher framing rates 

in place of image resolution is allowed by indicating the region of interest (ROI) (Adrian 

& Westerweel, 2011). 

2.11.2.4 Image capturing  

PIV can be recorded in two categories, firstly, a single frame from the lighten flow on 

and secondly, for each illumination pulse, a single illuminated image (multi frame) which 

is called “single frame/multi-exposure PIV” and “multi-frame/single exposure PIV” 

respectively (Adrian, 1991). 
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The ability to choose among a single or multi frame lead to the application of PIV in 

different methods as the assessment of each type is different and variable from other 

model. In capturing the image some parameters are important such as: 

Depth of field (DOF): the optical system used to clarify thickness of the measurement 

frame, thus based on the focus and focal length of camera lenses the depth of particle fall 

is significant, or the correlation depth zcorr. To obtain a sharp image it is required to 

determine the DOF. The focal plane may be relocated from the distance point of a source 

of light and produce an acceptably DOF (focused image) yet, whereas the depth of 

correlation refers to  the correlation function which is contributed with the distance of the 

focal plane a particle (Raffel et al., 2007). Generally the narrower the width laser sheet 

image to proper density of particles could lead to a better and clearer image.  

The DOF (δZ ) could calculated with (Marett, 1967) : 

               δZ =2F(1+M)2f#/106M                                                                           (2.44)                                                                      

Or (Pan & Center, 1995), 

                  δZ =4(1+1/M)2 f#2 λ                                                                          (2.45)                                                       

Image size: Adrian (Adrian, 1984) mentioned image size is related to particle diameter dp 

, the magnification of lens M, and the point response function (PRF)of the lens(Jahanmiri, 

2011). In a gaseous phase the image size could be described as below. An estimate of the depth 

of field and diameter of particle influence can be obtained  using by Gaussian functions and 

replacing both the Airy function and the particle image, which instruct to the approximation for 

the image diameter dτ =M2d2GI+d2A generally, M=1, f#=8 and λ=0.6993μm presume in a PIV 

experiment (Jahanmiri, 2011). When dP is larger than 50μm then the size of image is 

effectively the geometrical particle image size (Jahanmiri, 2011). There are two reasons 

for optimizing the dτ, firstly the particle image diameter strongly affects on the error in 
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the velocity measurements (Jahanmiri, 2011). Thus in order to diminish the error and to 

have a sharp image involves minimizing the diameter of image dτ, and 

the  unpredictability in locating the image centroid or correlation peak centroid 

respectively (Raffel et al., 2007). Secondly, the image areas decrease with quadratically 

increasing of  the light energy per unit area in order to acquire a particle image intensity 

enhancement with constant light energy emitted by the seeds particle (Jahanmiri, 2011). 

Therefore, sharp and small particle images are important (Raffel et al., 2007). 

The spatial resolution is calculated by using camera aperture f# determination of the 

vertex angle (α) of the cone of light and the light wavelength λ. The crossover resolution 

is determined by the Rayleigh criterion (Jahanmiri, 2011) based on d1≈λ/α and the 

longitudinal resolution as d2≈λα2 with discounting of constant multiplicative factors 

(Born & Wolf, 1999). Depend on the required resolution and the recording size of flow 

field, the recording medium fix on. Fiber optic system for laser delivery is another 

distinguished subject in PIV system. Therefore in order to have a sharp image, the size of 

core and rate of energy is important. A combination of a series of mirrors and lenses to 

produce a thin sheet of light that illuminates the flow field is manufactured by a laser. 

Laser less PIV is another hardware that has been innovated to captured sharp images. A 

chip is located in the PC to avoid a high volume of laser, and this chip can control the 

CCD camera to be triggered automatically by external events or software control. 

Therefore software controlling allows multiple exposures of different duration within the 

same digital frame. Previous difficulties with resolution in image intensifier systems were 

overcome by direct lens coupling between intensifier and CCD sensor array (Grant, 

1997). The CCD camera records the images in separate frames with high spatial 

resolution and could capture multiple frames at high speed with high sensitivity. 
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2.11.3 Particle Image Velocimetry Techniques  

2.11.3.1 DPIV 

Digital particle image velocimetry (DPIV) is the expansion of digital cameras at 512×512 

to 2048×2048 pixels and beyond (Jahanmiri, 2011). Pixel is an acronym referred to a 

single cell within a digital image or on a digital sensor that is concluded from a picture 

element (Jahanmiri, 2011). Each pixel in an image is associated with a numerical intensity 

value describing the local gray value or colour (Raffel et al., 2007). The achievement of 

a PIV image in digital form makes the evaluation of multi-frame and ensemble 

measurements easier and abolishes the photographic and opto-mechanical stage, thus this 

method supersedes the PIV. In order to enhance the dynamic range, the composition  of 

multiple framing and multi pulsing can be used in DPIV (Lim et al., 1997). In video 

imaging, the individual frame to next frame seeds tracking cross correlation has been 

applied (Grant, 1997). The disadvantage of using DPIV (Jahanmiri, 2011) is the loss of 

spatial resolution and the low data rate at 25 Hz (Willert & Gharib, 1991). Digital PIV is 

evaluated in association with Young’s fringes formula and expanded by numerical 

simulation. The tracking algorithms in engineering flows either the relevance analysis 

methods and even in transonic flows have been proved a profitable method to evaluate 

the DPIV (Bryanston-Cross et al., 1995).  

The DPIV is applied when two ordinal digital images are overlapped and analyzed at one 

specific area through an interrogation frame. Subsequently an average spatial 

modification of particles is provided in the illuminated plane. This spatial shift is 

illustrated quite simply with a linear digital signal processing model, an area named as 

input with variables of m and n, and the other area in the next images as output named 

g(m,n) correlate with the sampled area of another image taken at a time Δt later 

(Jahanmiri, 2011).  These two components are called spatial displacement, and an additive 
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noise process. Where the direct displacement of tracer particles is from the edge to 

sampling region, the effect of three dimensional motions disappear the particles in the 

laser sheet, thus the reduction of the total number of particles present in the window 

emerged (Westerweel & Nieuwstadt, 1991).  

2.11.3.2 High-Speed DPIV 

This new method has been developed for quick process monitoring and improved flow 

measured through an ultra-high-speed video (Johnson et al., 2009; Raffel et al., 1995; 

Stasicki & Meier, 1995). The system delivers up to eight frames and display times are 

decreased to 0.06 ms and intervals of 50ns. The used camera has a beam splitter mirror 

and eight frame-grabber cards and the time of image capturing is controlled by the 

electronic shutters (Jahanmiri, 2011). 

2.11.3.3 Cinematic PIV 

The other method under investigation is the temporal and spatial resolution of flow fields 

applied in cinematic PIV. Earlier related work used shadowgraphs recorded as high-speed 

motion pictures which were digitally analyzed to study fluid mixing (Lindken & 

Merzkirch, 2002). In this method a high-speed drum camera has been used to conduct 

time-resolved PIV studies in low seeding density conditions. Recent studies have focused 

on a high seeding density regime using the cinematic PIV method to obtain high-

resolution measurements in a free shear layer (Oakley et al., 1996). With the setup of a 

laser scanning system synchronized with the camera capture of three images for each 

particle per frame, there was a consequent improvement in the signal-to-noise ratio in the 

correlation plane. 
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2.11.3.4 Three component methods 

In spite of the advantages of PIV, this technique has a disadvantage in tracking the 

particles. All tracer particles could only be identified in the time that particles were in the 

thickness of the laser sheet light, and when out of that, this method lost the motion of 

particles. Therefore the other type of setup did add to the PIV. All methods used have 

considerable experimental and processing difficulties. Raffel et al. (1998) classified the 

other methods used as stereo graphic (Chang et al., 1984), holographic (Thompson, 1989), 

multiple-plane (light sheet) (Utami & Ueno, 1984) in methodology, with some studies 

combining these techniques (Grant et al., 1991). 

In order to understand the out of plane velocity component, an investigation into the errors 

identified is required. Moreover, in three dimensional particle image velocimetry, the 

number of equipment required increases. The second camera is added in the basic level 

of PIV in 3D, and the images captured will provide further knowledge of the plane vectors 

which are generally referred to as stereoscopic PIV recordings (Adrian, 1999). Whilst the 

distance to the principal imaging optics axis expands the loss of local velocity vector error 

increases. Therefore managing the selection of wide viewing distances in comparison to 

the imaged area is the solution to reduce or diminish the projection error. By changing 

the focal length of lenses this goal is achieved.  

In stereoscopic methods two different approaches can be used, the angular approaches of 

cameras must be at a specified angel with the sheet of illumination. The illuminated sheet 

is perpendicular to the distance between the optical axes of the cameras and strictly related 

to the stereoscopic effects. Nevertheless, the common field can be easily increased by 

changing the position of the back of the camera in relation to the lens (Prasad, 2000b). 

Currently the use of angular displacement arrangement of  CCD cameras is more accepted 

between researchers (Prasad, 2000b).  
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Figure 2.23 shows the stereogrammetry lateral observation system which utilizes two 

adjacent identical cameras CL and CR, with a parallel optical axis. The center of the two 

image planes are OL and OR. The relationships between the object point, P(X, Y, Z), and 

the corresponding images on the two film planes are where i is the distance of the image 

plane from the lens center. This is identical for the two views since the cameras are 

identical, and d is the camera separation. Three-dimensional measurements are only 

possible in the region where there is overlap of the two views (Grant, 1997). 

                     𝑋𝑅 =
𝑋−𝑑

𝑧
𝑖 , 𝑋𝐿 =

𝑋

𝑧
 𝑖                                                                       (2.46)                                                                         

                    𝑦𝑅 = 𝑦𝐿
𝑦

𝑧
𝑖 , 𝑍 =

𝑖

𝑥𝐿−𝑥𝑅
 𝑑                                                                  (2.47) 

 

 Figure 2.23 : Lateral displacement stereogrametry (Grant, 1997) 

Figure 2.24 shows the other point of view in PIV stereogrametry. The camera lens centres 

are located at C F and CB on the optical axis. The real-world coordinate system is taken as 

cylindrical with the origin at CF and the Z axis which coincides with the optical axis. The 

relationships between the real-world point P(R, a, Z) and its images (r F, a1)  (rB, a2) are: 

                     
𝑟𝐵

𝑖𝐵
=

𝑅

𝑍+𝐷
            

𝑟𝐹

𝑖𝐹
=

𝑅

𝑍
                                                                    (2.48)                                  

                     a1=a2=a 

or  
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                    𝑍 =
𝑟𝐵𝑖𝐹

𝑟𝐹𝑖𝐵−𝑟𝐵𝑖𝐹
 𝑑                                                                               (2.49) 

                   𝑅 =
𝑟𝐹𝑖𝐵

𝑟𝐹𝑖𝐵−𝑟𝐵𝑖𝐹
 𝑑                                                                                (2.50) 

Where iF and iB are the image distances from the respective image planes to the 

corresponding camera lens centres. The two cameras have different magnifications but 

corresponding image points are found at the same azimuthal angle in the two images 

(Grant, 1997). 

 

Figure 2.24 : Axial stereogrammetry (Grant, 1997) 

Therefore, the temporal and spatial resolution achievable  more or less is similar between 

stereo (3C) and ‘classical’ 2C PIV (Jahanmiri, 2011). The lack of access to achieve a 

comprehensive fluid velocity is the reason different PIV methods are used to achieve a 

common goal. 
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2.11.3.5 Multi-plane stereo PIV  

Multi-plane stereo PIV is a method that uses 1 to 4 cameras in combination with mirrors 

to catch the vectors, especially out of plane vectors (3dimensional) in order to simulate 

the flow velocity. Several surfaces of the flow field to be irradiated simultaneously 

requires in this method. A separate camera records the image of particles within each of 

the light sheets. The correlation of images is processed by different wavelengths 

polarization of laser light used for illumination.  However this method does not capture a 

complete volume but depicts the same properties as stereo PIV (Jahanmiri, 2011).  

Based on this method, displacement can be calculated based on the different velocity 

fields available on different planes and with space-time correlation. With this method the 

key equipment required is the polarization and color filters on sensors as well as cameras. 

The angel of the two cameras must be placed in one direction and the illumination of 

these two cameras will be broken using mirrors to reflect in the opposite direction of the 

other two stereo PIV systems.   

2.11.3.6 Holographic PIV (HPIV) 

In order to illustrate the flow velocity fields completely in three dimensional images the 

Holographic PIV methods (HPIV) are applied (Grant et al., 1991; Thompson, 1989). The 

particle images are introduced on high resolution photographic material (photochemical 

holographic PIV (P-HPIV)) and without temporal resolution a high spatial resolution in 

a medium sized volume achieve. This process is applied by CCD sensors (digital 

holographic PIV (D-HPIV)) capturing at a faster rate in small volumes.  
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Figure 2.25 : Schematic of HPIV set up (Hopkins, 2014) 

2.11.3.7 Volumetric PIV 

The other new technique is volumetric PIV (volume PIV or tomographic PIV) which is 

carried out in a depth of content through simulation perception. This uses multiple 

cameras in various viewing angels to catch information. 

2.11.3.8  Image properties and multiple-sheet methods 

In the image properties method two parallel light sheets of different colors are used. An 

indication of the cross-sheet motion can be obtained from an inspection of the color of 

the images. Depending on the size of the particles and the brightness of them in the 

reflection of light, the blur particles or out of plane vectors are assumed to be depth 

indicators (Dinkelacker et al., 1992).  

The other method for estimating the out of plane vectors is the multiple-sheet method 

which assumes the magnitude of the correlation peak from single-sheet measurements is 

a means of estimating out-of-plane motion. Despite achieving a normalization purpose, 
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the other impacts of having a second light sheet are irrelevant It is also feasible to make 

out-of-plane velocity measurements by spatial cross-correlation of particle images lying 

within parallel light sheets (Grant., 1997). 

2.11.3.9 Micro PIV 

Many areas in the industry and science require the study of micron scale equipment, 

especially in engineering, to investigate micron scale of the flow field. The micro-

fabricated fluidic devices application in industry describe in  aerospace (Bayt et al., 2001; 

Bin Yang et al., 2012), computer (Ayon et al., 2001), automotive and biomedical 

industries. This method is usable in gaseous and liquid phase.  

History shows Santiago et al. (1998) asserted the first Micro PIV device which recorded 

images in microscopic systems with a spatial resolution sufficiently small to exert reliable 

measurement in this level. This method was used in slow flow rates with a spatial 

resolution of 6.9×6.9×1.5μm3 and velocities in the order of hundreds of microns per 

second (Raffel et al., 2007)  . The principal of this method is the same as the PIV method 

for large scales. The difference being that in a two-dimensional measurement plane, the 

optical velocimetry technique is operated using digital imaging methods and conventional 

microscopy for the quantitative determination of two-component velocity data. 

 

Figure 2.26 : Schematic of Micro-PIV(Lavision, 2014) 
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The area of investigation for a 5×magnification lens and a 100×magnification lens could 

be in a range of 1×1 mm2 to 50×50 μm2, respectively. Based on the interested target zone, 

information of velocity interval is selected at 1 μm (Lindken & Merzkirch, 2002). 

Currently, the maximum spatial resolution adjusts at approximately 1μm in these advance 

techniques. As previously discussed, the density of particle tracer and the focus of the 

camera must be noted as the seeds follow the flow faithfully. The highest possible 

sensitivity/quantum efficiency should be tuned in camera to capture a high image quality. 

Moreover, for reducing the interval of time between two consecutive recordings to 1μs 

using of double-shutter cameras is effective, thus it allows measuring the high velocities 

at high magnification. Researches prove the fluorescence tracer particles are more 

suitable in the μPIV technique (Raffel et al., 2007). 

2.11.4 Error in PIV System 

All of the measuring techniques have errors in wide to small ranges, as there is always 

noise in the recorded images called random error. By attentive selection of experimental 

conditions the certain errors can be reduced, although attention to noise or other errors 

cannot be completely achieved as some natural conditions always exist in image 

recording by PIV systems. The Bias error is the process of computing the signal peak 

location to sub-pixel accuracy. This mistake is a result of pixel-locking whereby the 

nearest pixel influences on the signal peak location and it is biased towards it whilst 

replacing a curve-fit or centroiding schemes with  the discretized signal with sub-pixel 

accuracy (Prasad, 2000a). Moreover, deformation and rotation of the turbulent flow 

within an interrogation spot leading to loss of correlation causes the gradient fault. As 

mentioned before, the size and density of particles is significant because if particles do 

not follow the flow without the slip, tracking errors will result. Acceleration error is one 

that typically exists. It is happened from the Lagrangian motion of tracer particles that 

approximating creates the local Eulerian velocity (Adrian, 1991).  
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2.11.5 Particle Image Velocimetry Analyzed 

When a small quantity of seeds acting as scattering point are added to a studied area, the 

motion of these tracer particles is tracked by digital camera. The collection of images is 

then captured in a short video and saved as jpg files on a disk. At that point, these images 

are analyzed by software which processes this type of program. Based on the calibration 

images which are taken at the first of experiment, the software categorizes where the 

centre of the image is and determines x(up) and y (horizontal) length scales.  In addition, 

the PIV software is able to solve and analyze the images with cross or auto correlation, 

and perform others analysis using adaptive correlation or mathematic etc. 

To achieve a meaningful analysis it is essential to consider all the details of an experiment. 

The viscosity and density could influence the result, therefore the experiment phase with 

tracer particles is examined by the Brownian motion(R. L. Brown, 1931). The equation 

2-48 establishes a relation between the colloidal diffusion coefficient Di (relation between 

the thermal agitation and viscous forces) and the colloidal properties (Afonso et al., 2011). 

                   𝐷𝑖 = 𝑘𝑇
6𝜋𝜂𝑟𝑝

⁄                                                                                    (2.51) 

Where T is the temperature, η the fluid viscosity, r the particle radius and k is Boltzmann’s 

constant. The larger the radius of the particle, the lower importance it will have on the 

Brownian motion. The standard deviation of a random displacement of a particle is given 

by the equation (Einsten, 1903). 

                    𝜎𝑃 = ∆𝑥𝑃 √2𝐷
𝑛

𝛿𝑡                                                                               (2.52) 

Thus it is important to focus on larger tracer particles to avoid error due to Brownian 

motion. As the larger particles based on the density and their weight could settle faster 

so, have an effect on sedimentation. Hence, the equation 2-50 (Prasad, 2000a) is used to 

calculate the velocity. It is demonstrated by images belonging to a pair. In PIV systems, 
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the average motion of small groups of particles contained within small regions is known 

as interrogation spots and is used to investigate displacement. Fundamentally, the whole 

frame is divided into interrogation spots, and the correlation function is computed 

sequentially over all spots providing one displacement vector per spot. Therefore when 

disregarding errors in the images, the determination of the average particle displacement 

is accomplished by using software to determine the spatial auto-correlation, or it depends 

on the images of the cross correlation of particle images (Prasad, 2000a). 

Within each interrogation area (8 to 64 pixels), the mean displacement (D) is calculated 

and divided by the inter-pulse (Δt) to reach the local mean velocity. In auto correlation 

analysis the displacement D must be significant enough to satellite peaks to be discernible 

from the central peak with directional ambiguity. It means it must be calculated at three 

peaks of displacement on a computer plot. On the other hand, in the cross correlation 

analysis the directional ambiguity is not important data even where very small 

displacements can be measured (~dp). In auto correlation analysis the images are 

performed from the same frame for both laser pulses recorded on the same sensor(single-

frame/double-pulse). The equation 2-50 is used to determine the displacement. The auto-

correlation function R(S) of the intensity pattern I(X) of the interrogation spot is (Prasad, 

2000a). 

                   𝑅(𝑠) = ∫ 𝑠𝑝𝑜𝑡 𝐼(𝑋)𝐼 (𝑋 + 𝑆)𝑑𝑋                                                       (2.53) 

The direct computation of auto correlation with equation 2-50 is prohibitively expensive. 

Therefore the auto-correlation function is computed via a two-dimensional Fast Fourier 

Transform (FFT) of the digitized intensity pattern. Where  represents the correlation 

operation, and * the convolution operation (Prasad, 2000a).  

                 R(S) = I (X)♦ I (X)                                                                                (2.54) 
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                = I (X) * I (-X), F[R(S = F [I (X)] ×F *[I (X)]                                     (2.55)           

                 = |F [I (X)] |2,R(S) = F -1[F [s|I (X) |2]                                               (2.56) 

Furthermore, for the determination of larger particle displacement, the simplest method 

is time separation. A suitable time separation (Δt) between exposures for a given 

experiment can be approximated by roughly knowing the expected flow velocity in the 

object plane (U), the recording magnification (M), and the interrogation spot size in the 

image plane (dI). As a general guideline the autocorrelation technique can be used 

(Adrian, 2005). 

                  ∆𝑡 ≤ 0.25 
𝑑𝐼

𝑀𝑈
                                                                                      (2.57) 

In the case of recording images from either the first pulse or the second pulse, but not 

both, the process of cross correlation analysis can be done on the first frame whilst the 

second yields a unique signal peak without directional ambiguity. Therefore even the high 

speed aerodynamic flows can be analyzed with the cross correlation method. PIV used 

Fast Fourier Transform (FFT) cross correlation to digitally examine and track the flow 

from two digital images (Kuok & Chiu, 2013).    

                 F(u,v)+S(u,v)+D(u,v) = G(u,v)                                                            (2.58)                 

F(u,v) = [image 1] 

G(u,v) = [image 2] 

S (u,v) = [spatial shift 

D (u,v) = [noise] 

The cross-correlation function C(S) of the intensity patterns I1(X) and I2(X) of 

interrogation spots 1 and 2 is:          
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                𝐶(𝑆)  = 𝑠𝑝𝑜𝑡 ∫ 𝐼1 (𝑋)𝐼2 (𝑋 𝑆) 𝑑𝑋                                                       (2.59)

                                                            

Using the FFT, it is shown that (Prasad, 2000a): 

                C(S) = F-1[F [I1(X)].F * [I2 (X)]]                                                        (2.60)                                     

Overall this study was aimed at illustrating the hydrodynamic behavior of fine sediments 

(small particles) in retention water using the PIV and exploring the efficiency of the tank 

in sedimentation using Stock’s law. In order to achieve this goal, some primary tests were 

performed to understand siltation and the relationship between particle size and 

rheological behavior on hydrodynamic behavior of fine sediment. By applying the 

particle size distribution test through laser diffraction devices and SEM instruments, in 

addition the rheological properties were using the rotational rheometer.  
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CHAPTER 3: MATERIALS AND METHODS 

The increasing concentration and accumulation of suspended sediments (<63 µm) causes 

siltation, which is most often a result of soil erosion or sediment spill. The high rate of 

suspended particles causes ecological degradation of a water ecosystem.  Thus, studying 

the hydrodynamic behavior of fine sediments is essential. In this chapter the laboratory 

techniques are described by preparation of sediment tank which acts as a retention 

structure and the collection of six soil samples from different regions of Malaysia. To 

investigate different aspects of fine particles, three experiments were explored. The 

experiment was started by the investigation of physical characteristics using laser 

diffraction and scanning electron microscopy. Moreover, the concentration test of fine 

sediment was related to turbidity, total suspended solid, particle size distribution and color 

clarification which were studied. Then, the rheological behavior of soil series was 

examined through rheometry operation. The assessment of fine particle suspension and 

deposition is costly and restraining. This study intents to show an unprecedented direct 

view of fine sediment hydrodynamic behavior in retention structures with different 

hydraulic features using particle image velocimetry (PIV). Finally, the impact of size, 

depth, flow rates and outlet configuration in settling velocity was surveyed. 

3.1 Preparation of Sediment Basin 

Two tanks of different sizes were prepared to perform the experimental testing required 

for this study. The larger tank was 60 × 45 ×35 cm3 and the smaller tank was 40 ×

45 ×35 cm3.  To create a water circulation system, three pipes connected the two tanks 

and there was a valve on each pipe. The last section designed was a long pipe that bridged 

the small tank to the large tank and a pump was embedded on this pipe. 
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Figure 3.1 : The studied area of experiment with flow direction from left to right side   

3.2 The Experiment Preparation 

Six different soil series were collected from various regions of Malaysia for the 

experimental study. The soil characteristics are defined in Table 3.1. The six soil samples 

were sieved (<63 μm) and the pH was measured using 0.01M calcium chloride solution 

and exchangeable cations (Stojanović & Marković, 2012).  

 

Figure 3.2 : Images of the sieved (<63μm) soil samples: 1/Sample 1 Loamy sand, 

2/sample 2 Sandy loamy clay, 3/Sample 3 Sandy clay loam, 4/Sample 4 Clay, 5/Sample 

5 Clay, 6/Sample 6 Sandy Clay. 

In this study, the percentage of different grain sizes within a sieved soil sample was 

determined by different methods including Laser Diffraction Particle Size Analysis 

(LDPSA) and Scanning Electron Microscopy (SEM). Hence, an S-curve could be drawn 

for these tests. Moreover, the texture and shape of particles were clarified with more detail 
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using SEM. All these fine particle characterization results led to identifying the properties 

and behavior of the soil samples using Particle Image Velocimetry. The next test for more 

clearly visualizing these six soil series involved studying the rheological properties of the 

fine particles. 

Table 3.1 : Real soil samples characteristic 

Number of 

soil 

samples 

Sand% 
Actual 

Soil 

Silt % 
Actual 

Soil 

Clay% 
Actual 

Soil 

Texture Bulk 

Density 

g/cm3 

Location 
in Malaysia 

 SOIL 

TAXONO

MY 1992 

Sample 1 80 8 12 Loamy sand 1.348 Lombong Besi Aluvium 

Sample 2 53 33 14 Sandy loamy 

clay 
1.370 Bukit.Besi, 

Terengganu 
Aluvium 

Sample 3 63 19 18 Sandy clay 

loam 
1.274 Kg,Gumum,Tasik

i Chini,Pahanag 
Siri Bungor 

Sample 4 35 11 54 Clay 1.222 Kei,Milai,Tasiki 

Chini,Pahanag 
Siri Rasau 

Sample 5 25 31 44 Clay 1.214 Kei,Milai,Tasiki 

Chini,Pahanag 
Siri Rasau 

Sample 6 44 30 26 Sandy Clay 1.246 Kei,Milai,Tasiki 

Chini,Pahanag 
Siri Melaka 

All results from the above tests were compared so as to order the simulated seed particles 

for PIV analysis (Figure 3.3). 

 

Figure 3.3 : The Procedures step of experiment  
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3.3 Examination Method 

The main focus of this study is to investigate fine sediment transport in water using 

particle image velocimetry. Therefore, the design of the independent and dependent 

variations in the simulated structure (the tank described in the first part of this chapter) 

was planned.  Three different laboratory tests were expanded to examine the different 

aspects of the fine particles. The physical characteristics were explored by laser 

diffraction and scanning electron microscopy, then the rheological behavior was 

examined through rheometry testing. These two tests helped understand and describe the 

other hydraulic parameters affecting sediment movement. Finally, particle image 

velocimetry was developed. Here, the various conditions of the hydraulic parameters 

were expanded. 

As the main question of scientists regards the different appeal of fine sediment for various 

retention structure levels, some natural conditions were designed in the laboratory to 

explore the influence of hydraulic parameters on fine particle movement. Since retention 

structures generally have an inlet and an outlet, depending on the water depth the upper 

valve was opened as an inlet, and two different outlets were explored. The next variation 

was water flow velocity. The maximum pump flow rate in the designed basin was used 

with 11 L/m flow velocity and the second velocity was studied at 5.5 L/m. Therefore, the 

water flow was transitional and the fine particles moved in water with similar to natural 

behavior.  The small tank acted as a reservoir for the large tank. Thus, the impact of 

particle size, depth, inlet and outlet configuration, and flow rate on the larger tank was 

determined. The water and fine soil mixture (15% soil+ 85% water volumetric 

concentration) with mixed fluorescent particles at 20 - 50 µm (sample 1) and 1 - 20 µm 

(sample 2) was poured into the large tank (study area) up to the selected depth in each 
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experiment to study the impact of water level on fine particle settling in the entire 

retention structure.   

The depth of 25 cm was selected for the first experiment. The middle of the three 

connecting pipes was open as an inlet and it was the pipe nearest to the water surface. The 

lowest pipe was in front of the inlet near the bottom of the tank, and it was open as an 

outlet point (Figure 3.4). Based on the particle size distribution results, various fluorescent 

polymer particle sizes ranging from 20 to 50 µm and with different diameters (Hadad, 

2013) were applied to investigate the hydrodynamic behavior of fine particles in a 

retention structure. The study locations are marked in Figure 3.4. 

 

Figure 3.4 : Sketch of designed sediment basin drawn in AutoCAD. The points signify 

the points of examination: (a) Water Surface level, (b) Near the Inlet (Up) NIU, (c) Near 

the Inlet (Bed) NIB, (d) Near the Outlet (Bed) NOU, (e) Near the Outlet (Up) NOB. 

Depending the water level and outlet location other valves are closed. 

In the next experiment, using the same fluid concentration and at two selected depths (20 

cm and 44 cm), the impact of water level on fine particle settling in a retention structure 

pond was studied. Depending on the water level, the inlet location was adjusted nearest 

to the water surface. The last pipe near the bottom of the tank was open. In the second 

phase of the experiment, the outlet pipe was moved between the first pipes to the same 

height as the inlet pipe. Two different fluorescent polymer particle sizes (Hadad, 2013) 
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were ordered to investigate the hydrodynamic behavior of fine particles in a pond 

retention structure. The study frame was set in the middle of the tank at a distance of 5 

cm from the bottom of the tank and 15 cm from the inlet. 

 

Figure 3.5 : Sketch of designed sediment basin in two water depths. Depending on the 

water level and outlet place, some valves are closed. 

Then the sediment basin was filled up to three water levels: 16.5, 19 and 22 cm (Figure 

3.6). The adjusted depths allowed for the investigation of fine particle displacement in 

the designed sediment basin with different incoming water conditions. According to the 

distance of the inlet pipe from the water surface the three water inflow stages were higher, 

in the middle and lower than the water level. The study frame was set in the middle of the 

tank close to the inlet flow and far enough from the inflow bubbles at a distance of 5 cm 

from the bottom of the tank and 10 cm from the inlet. Univ
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Figure 3.6 : Sketch of designed sediment basin in three water depths, water surfaces are 

drawn. 

All these steps were quantified using the PIV machine that will be described in detail in 

the next paragraphs. In this study, an attempt was made to model the decay of sediment 

in changing circumstances. After attempting to use pumping to create water movement 

that caused a greater flow rate in the tanks. The last aim was to illustrate the relationship 

between fine particle distribution and decay rate. 

3.4 Turbidity and Total Suspended Solids  

To realize the effect of turbidity (T) and total suspended solids (TSS), three samples 

selected with the mentioned characteristics in Table 3.1 are examined. The sieved samples 

1, 3 and 4 were selected because of their richness in different type of fine particles.  

Suspended and colloidal matter causes water turbidity. It is an optical property expression 

that causes light to scatter and be absorbed rather than transmitted. Turbidity is measured 

with a spectrometer and no sample preparation is required except shaking the sample 

bottle well before analysis. The sample is simply poured into a glass tube and placed 

inside the instrument with the reference solution and the result is read directly from the 

instrument in terms of NTU measurement.   
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TSS was measured using a water quality probe. First, the water quality probe was calibrated 

with distilled water, which gives a value of 0 mg/L. Then the probe was inserted into the 

water sample and a TSS water sample value was obtained in mg/L. The TSS also represents 

the turbidity of the water. 

Therefore, the three sieved samples were weighed, after which the weights of fine and 

coarse sediments were measured. Next, a beaker was filled with 2 liters of distilled water 

and 0.5 g of fine sediment (250 mg/l) were added (Figure 3.7). In the next test level, this 

amount was increased to 1.0 (500mg/l), 2.0(1000mg/l), 3.0(1500mg/l), 4.0(2000mg/l), 

5.0 (2500mg/l), 6.0(3000mg/l), 7.0(3500 mg/l), 8.0 (4000 mg/l), 10 (5000mg/l) and 12g 

(6000 mg/l). At those times, the TSS content and turbidity of the water samples were 

measured using a TSS analyzer and spectrophotometer, respectively.  

 

                                 Figure 3.7 : Sieved Samples with different amount of soil 

3.5 Laser Diffraction Particle Size Distribution 

The fine particle size distribution was obtained after the sieved samples were measured 

with Laser Diffraction Particle Size technique (LDPS, Malvern Mastersizer 2000 Particle 

Size Analyzer). 800 mL of distilled water was poured in a specific plate of the machine. 

After the plot of the aligned measuring software process showed the laser diffraction 
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instrument was ready, a very small sample amount was added by spoon to the distilled 

water. Then the 16-18% concentration was observed through software detection in plots 

after instrument measurement started. The particles were passed through a laser beam and 

the light they scattered was collected over a range of angles in forward direction over 

time. Subsequently, the diffraction angles were, in the simplest case, inversely related to 

particle size with a refractive index of 1.4. The selected refractive index produced the best 

result in particle size distribution (Eshel et al., 2004; Stojanović & Marković, 2012). The 

raw data were software-analyzed in the next step using laser diffraction that allows 

scientists to redo the analysis process by changing the optical parameters. The laser 

diffraction device must be calibrated each time after use, so the designed plate was filled 

with distilled water and the machine was run at different speeds of 3000, 2500 and 2000 

rpm for 6 minutes.  

The diameter result calculation in the plots was based on Rayleigh/Mie’s theory, where it 

is assumed that a particle is a perfect sphere. To calculate the diameter of particle size the 

following equation was used: 

                    𝐷[𝑚, 𝑛] = [
∑ 𝑉𝑖𝑑𝑖

𝑚−3  

∑ 𝑉𝑖𝑑𝑖
𝑛−3⁄ ]  

1
𝑚−𝑛⁄                                          (3.1)  

 

 

 

 

 

Figure 3.8 : The variation of spheres and the definition (Kippax, 2005) 
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The soil colors were measured using the Munsell chart.  

 

Figure 3.9 : The variation of six samples color  

3.6 Scanning Electron Microscope 

Scanning electron microscopy (SEM) is a technique well-suited for the characterization 

of the inner surface of soil samples and the texture of fine particles to determine the 

surface roughness as well as to monitor the formation of soil particles. Through SEM, all 

qualitative and quantitative information regarding the morphology of soil samples with 

greater details as pores are obtained by minimizing the complexity and time required for 

analysis. Scanning electron microscopy (SEM) was performed by SEM-FIB – Zeiss 

Auriga, operating at 1 KeV at a working distance of 5 mm and with no metal or carbon 

coating of the samples. To avoid the effect of moisture on soil particles, the soil samples 

were dried in an oven for one day at 100˚C. The six sieved samples were mounted onto 

carbon tape, and then the residuals of the sieved soils were blown away with compressed 

air. The attractive force between fine particles and the stub was strong enough to keep the 

fine particles in place and a separate fixture was not required. Moreover, the SEM stub 

with the soil samples was located in a chamber of the SEM system. The SEM had 

resolutions of 1.0 nm at 15 kV and 1.9 nm at 1 kV, and acceleration voltage between 0.1 

and 30 kV.  
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Figure 3.10 : Sieved soil samples onto carbon tape (the black background of soil is carbon 

tape). 

Monochrome photographs were taken by integrated reflex camera. Such photographs 

provide semi-quantitative information of textural properties, particle shape (Whalley & 

Krinsley, 1974) and surface roughness (Negre et al., 2004). The soil structure can 

potentially affect the soil’s rheological properties, as it is mentioned in this study that the 

composition and texture of fine sediments considerably influence the consistency and 

transport behavior of sediments (Greiser & Wurpts, 2008). 

3.7 Rheometry 

The rheological properties of fine sediments are investigated in this study to clarify the 

influence of fine particle texture and roughness on siltation and soil deformation.  Six soil 

samples from different regions of Malaysia (Table 3.2) were sieved with a sieve number 

<63 µm and prepared to examine at 3 different volumetric concentrations: 70% (70 gr 

soil / 100 gr water), 45%, and 25%. The different water depth levels showed the selected 

fine sediment concentrations in water circulation: during runoff 25% of fine sediment can 

rise up to the top, 45% can be present at the middle level, and 70% can be close to bottom, 

a phenomenon that can occur during settling. The prepared samples were in homogenized 
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phase since the main aim is to study the hydrodynamic mechanism between these particle 

fractions. The rheological approach developed by Markgraf (Markgraf et al., 2006) was 

used, where a rotational rheometer (MCR 302, Anton Paar, USA) with parallel plates 

operating in flow mode and amplitude sweep mode were used to determine the constant 

shear rate (CSR) and stress-strain parameters in controlled shear deformation (CSD) of 

the soil structure, respectively. Scanning electron microscopy and laser diffraction 

provided further data about particle shape and surface properties, which can be 

incorporated into the rheological findings. 

The rheological behavior was examined using a modular compact rheometer MCR 302, 

Anton Paar, USA with a profiled parallel-plate measuring system with 50 mm and 25 mm 

diameters (Markgraf et al., 2006). The plate geometry of the rheometer MCR 302 with 

the parallel-plate measuring system (PP MS) was determined by the plate radius R. 

Because the soil particle size and the particles’ muddy phase need to be stable and not 

break during rheometry, the parallel plate measuring system was designated. The distance 

between the measuring plates was 2 mm. While performing all the tests, a constant 

temperature of 20˚C was maintained and regulated by a Peltier unit. The generated normal 

force averaged between 0 and 12 N, which should not exceed during testing (Markgraf et 

al., 2012). 

Flow curve testing was done at a constant shear rate and three different volumetric 

concentrations for six sieved samples to investigate their rheological behavior. Following 

this, a small amount of soil was taken out of each sample using a spatula, and the soil was 

later placed on the measuring plate of the rheometer. The results were represented in a 

Herschel-Bulkley model. The high sensitivity of the device was supported by an air 

bearing. The flow test with constant shear rate facilitated measuring the viscosity of fine 

sediments with various water content levels; the viscosity was then classified according 
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to the obtained models as thixotropic, dilatant with pseudoplastic, viscoelastic, viscous, 

or elastic fluid (Hashimoto et al., 2005).  

 

Figure 3.11 : The left image shows the Parallel Plate system 25 mm and the right image 

shows the parallel plate system 50 mm 

Amplitude sweep tests (AST) were done under shear stress, either under steady state or 

oscillation. In order to quantify and investigate the structural changes of dispersions 

and/or soil substrates, the stress-strain parameters in controlled shear deformation (CSD) 

were determined to obtain information about the flow behavior of a substrate and 

especially its elastic part (stored elasticity), the LVE deformation range (as mentioned in 

the second chapter), also called the area between the points of the parallel running curves 

of the storage modulus and loss modulus, and their transition (Fang et al., 2012). 

Consequently, the information given by yield stress is similar to the deformation limit ɣ𝑳; 

before ɣ𝑳 is reached, the elastic component prevails the plastic in the case of substrates, 

which act as a gel in resting state. During ɣ𝑳 surpassed substance demonstrate plastic 

(viscous) behavior. 
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By conducting the oscillatory test as a subset of the amplitude sweep test, the degree of 

elasticity-viscosity ratio could be calculated. In amplitude sweep testing, the term ‘sweep’ 

characterizes a function with a variable parameter.  

A standard resting time of 60s was allowed prior to each test. Meanwhile, the brittle 

behavior of the clay caused a limitation during testing. Researchers agree that the test 

duration should be less than 15 minutes (Markgraf et al., 2012). Otherwise, the sample 

loses humidity and dries up; consequently, the elasticity or viscous behavior of the soil 

would disappear and the sample would break easily. 

The curve characteristics determined by the amplitude sweep test (AST) were influenced 

by the water content and soil texture during testing. The data are described based on the 

parameters G’ (storage modulus) and G” (loss modulus), where G’ is 0 in purely viscous 

materials and G” is 0 in purely elastic materials, while between these there is viscoelastic 

behavior. This shows the rheological properties of the samples (fine sediment) as 

viscoelasticity with water content, texture and particle size. At low strain, the loss 

modulus and storage modulus are constant. Hence, the increasing strain breaks down the 

material structure so it does not behave in a linear range and so G’ and G” decrease. In 

the amplitude sweep test, an important indication of the structural integrity range is 

measurement by varying the applied strain (Van Kessel & Blom, 1998). A concise 

description of the amplitude sweep test along with the theory of soil rheology was given 

by (Markgraf et al., 2006). Table 3.2 explains the functions that operate in rheometry. 

Table 3.2 : General pre-settings of a flow test and an amplitude sweep test (AST) 

Parameter Amplitude sweep test Flow test 

Plate distance 2mm 2mm 

Plate radius R= 25 mm and 50 mm R= 25 mm and 50 mm 

Shear deformation γ=0.0001…100% - 

Angular frequency ω=π s−1 (f=0.5 Hz) - 

Measuring points 30 points 60 points 

Duration approx. 15min 360 seconds 
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3.8 Particle Image Velocimetry  

Particle Image Velocimetry (PIV) is a technique that allows for detailed visualization of 

fluid flow. Measuring the velocity field of fine sediment flow is of major importance in 

flood control and water sanitization applications. Traditional PIV setups are limited to 

single plane measurements. The present study involves an extension of the PIV method 

to two-phase flow velocimetry. The objective of this study is to conduct velocity 

measurements to analyze flow consisting of fine particle seeding Us at two flow rates and 

different water levels. Based on particle size distribution, two different sizes of fluorescent 

particles (Hadad, 2013) were ordered to investigate the hydrodynamic behavior of fine 

particles in water. The specifications of the fluorescent particles are provided in Table 3.3. 

The experimental setup implemented guarantees obtaining this information using a PIV 

system to calculate flow velocity fields and a high-speed camera to define the velocity of 

fine particles. 

 

Figure 3.12 : Experimental setup 

Seed fluorescent polymer particles of constant density (1.19 g/cm3) and various sizes 

were added at a concentration of 10.5 ppm. Since floating or rapid seed settling yields 

error (Adrian, 1991; Raffel et al., 2007), the density of tracer particles had to be close to 

water density to avoid error. The seeding had to be constant and sensibly concentrated in 
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order to follow the flow as well as possible. The seed particles were injected into the 

designed sediment basin using a pipette. The fluorescent polymer-based seed particles 

were homogeneously distributed through the entire particle volume. Then to attain a 

homogenized fluid, data collection started 15 minutes after seeding the studied tank 

(Raffel et al., 1998). The duration of data collection was set same in all conditions. In 

terms of high background level, fluorescent polymer particles can remarkably refine the 

quality of vector maps from PIV measurements (van Doorne et al., 2007). The 

experimental setup implemented guarantees obtaining information using a PIV system to 

determine flow velocity fields and a high-speed camera to define the fine particles’ 

velocity. The receiving optics must be equipped with a filter centered on the emission 

wavelength (excitation max.: 550 nm; emission max.: 590 nm). 

Table 3.3 : Description of seed particles from Dantec Dynamics company 

FPP (Fluorescent polymer 

particles) 
 

Mean particle size (µm) 10, 30 

Size distribution 1 - 20 µm 

20 - 50 µm 

Particle shape Spherical 

Density (g/cm3) 1.19 

Melting point (°C) 125 

Refractive index 1.479 

Material Poly(Methylmethacrylate)(Labeled 

with Rhodium B) 

The experimental setup consisted of a transparent tank. Tracer particles were injected in 

the large tank using a pipette. It is recommended to add the particles in liquid phase and 

wait until they homogenize in the water (M. Raffel, Seelhorst, U., Willert, C. , 1998), and 

to use optical equipment aimed to produce laser sheets and to obtain fine particles 

movement images. The experimental setup depicted in Figure 3.1 shows the 60 × 45 ×35 

cm3 tank with a square cross-section. Three of its sides were transparent glass and the 

other side was covered with black. The base of the tank was made of glass and the top was 
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open. The setup was connected to a pump that produced the flow rate during the 

experiment. Therefore the maximum flow rate was about 11 L/m with 12000 Reynold 

number. The fluorescent tracer particles were transported to all areas of the tank with 

almost laminar flow (C. Van Doorne & Westerweel, 2007).  

 

Figure 3.13 : Fluorescent Particles (Seeds) of two sizes from Dantec Dynamic 

Moreover, a drain tap was fitted at the bottom of the column to evacuate the liquid easily 

after each series of experiments. A CCD camera captured two images within a short period 

of time in order for the same individual particles to appear in both images. The CCD 

(Charge-Coupled-Device) camera (Flowsense 8 bit, Dantec Dynamics, 1600´1186 ppi) 

facilitated registering 8 pairs of photos per second with 256 levels. The camera was placed 

at different levels for each series of experiments: first it was near the inlet, up and down, 

then it was set close to the water surface, and finally, near the outlet, up and down. In 

other experimental runs it was set in the middle of the tank near the bottom. 

The experiment was done in a dark room with a laser and image acquisition system 

provided by Dantec Dynamics. The PIV system comprised the laser and image acquisition 

system provided by Dantec Dynamics. The laser beam was produced by an Nd-YAG laser 

(15 Hz, Quantel Big Sky – Twins λa=1064 nm - 532 nm) with maximum power of 800 

mJ. The laser beam was transformed into a laser sheet through a thin spherical lens. The 

laser sheet crossed the column vertically, in a parallel plane. Each time the laser was used, 
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the cooling level was checked. This level must be 80% of the volume capacity (800 ml). 

It had to be ensured that the laser plane was fine by adjusting the spherical lens.   

The PIV images were acquired through Dantec Dynamics Version 3.31 software, which 

has the ability to calculate the size of the examination areas (from 16 × 16 to 128 × 128 

pixels). Although the resolution is better in a smaller interrogation area, more analysis 

time is required. Moreover, the overlap value of the image frame can be applied by this 

program at 25%, 50% and 75%. It means when the value is for example 25%, the tracer 

particle exploration zone is expanded to 25% of the surrounding areas. This circumstance 

introduces interdependence and allows following the particles that initially leave the study 

field.  The time between two laser pulses according to the experiment model’s velocity 

and the time between two images captured by the camera can be determined with this 

software. 

The tracer particles were Fluorescent Polymer Particles made by Dantec Dynamics. At 

the time of image analysis and velocity field determination, the number of tracer particles 

per area of integration must be noted with the objective of achieving an acceptable velocity 

field. This number had to be between 8 and 10 (Adrian, 2005). As long as the aim is to 

obtain the correct velocity field, the tracer particles must follow the flow perfectly.  

The seeding had to be uniform and reasonably concentrated in order to follow the flow as 

well as possible. Therefore, floating or rapid settling of seeds is an error. Thus, the density 

of fluorescent particles had to be close to the water density to avoid errors (Adrian, 1991). 

The velocity vectors were derived from subsections of the target area of particle-seeded 

flow by measuring the movement of particles between two light pulses. 

                    V = 𝛥𝑋
𝛥𝑡⁄                                                                                           (3.2) 
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The time between pulses was 3000µs at 4Hz since the flow was laminar and small particles 

moved in liquid phase slowly. 

For each series of experiments, the first stage entailed focusing the CCD camera on the 

laser sheet in the presence of fluorescent tracer particle solution with two different particle 

sizes and the selected water depth. Then the images were recorded to reach calibration 

and finally, the best syringe advance velocity conditions were tested and determined to 

achieve clear images of fluorescent tracer particles in the set image frame. The images 

were then analyzed with Dantec Dynamic’s software program version 3.31. 

3.9 Collecting Efficiency  

Sediment basin used for turbid water sedimentation is evaluated based on the size. This 

evaluation is based on several equations that are related to the size of the tank and flow 

rate. The shape of settlement basin can be circular or rectangular. The flow speed (v) in 

the basin is calculated based on the flow rate (Q) divided by height (H) on the width (W) 

of the tank.   

                 𝑉 =
𝑄

𝐻𝑊⁄                                                                                          (3.3) 

HRT (hydraulic retention time), or transit time, is a calculation of the required time for a 

solid to remain in a storage unit. Where, t(θ) is the hydraulic retention time. 

HRT(t(θ)) = Volume of sedimentation tank 
Inflow rate⁄                               (3.4) 

In this study, two flow rates and two mixture volumes were tested in a settlement basin: 

11 L/m and 5.5 L/m at heights of 44 cm and 20 cm. Therefore, the retention time at a 

higher flow rate would be nearly 7 minutes. If v shows the vertical speed, then h shows 

the length that particles travel in the tank. θ is the amount of feed inside settlement basin. 
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                ℎ = 𝑉. 𝜃                                                                                               (3.5) 

Therefore, if h ≥ H (height of fluid), then the particles reaching the bottom of the basin 

before the end of the tank are collected. If h < H, then the particles may or may not hit the 

bottom, depending on the level at which they start. It means particles that begin to settle 

at a small distance from the bottom will settle and the ones that start to settle far from the 

bottom will not fall downwards and they will escape with the outflow. 

Finally, to understand the collecting efficiency of a tank (the removal of solid particles 

from a suspension by settling under gravity), the ratio of settling velocity (v) divided by 

the critical speed is measured. Here, the critical speed (vc) or surface loading approach by 

𝑉𝑐 =  
𝑄

𝐴⁄ . 

The designed rectangular basin can be assumed to be a settlement tank, and based on the 

information resulting from PIV, the tank’s collecting efficiency was accrued. The real 

flow rate of the tank was calculated by 𝑄 = 𝑉/𝐴, where Q shows the flow rate, v 

represents velocity and A (width * height) is the tank area. The resulting value can be 

used to evaluate the sedimentation flow rate in a tank. Sedimentation flow rate describes 

the movement of sediment inside of tank under influence of hydraulic parameters. 

Generally, the settlement rate is measured in a column bath that is connected to several 

valves at different heights. The sample is collected over time from different regions and 

the suspended solid is found. Then a table will be drawn with this information. The 

settlement velocities are calculated in this type of batch through height over difference in 

time. The settlement ratio is calculated by Vx/V0, where Vx is the velocity of settlement 

in different zones and V0 is the settling velocity in the whole tank. 

Here, the same method of analysis was used to study the settling velocity ratio in the tank. 

Since particle diameter is one of the effective variables on settling rate, in this study an 
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attempt was made to evaluate the tank’s efficiency under different conditions of flow rate, 

location, water depth and outlet place. 

Consequently, Stoke’s Law defining the settling velocity (𝑉𝑠) can be used to measure the 

relation between the gravitational acceleration (g), particle diameter (d), density of 

particles and fluid (ρ) and fluid viscosity (µ). 

                   𝑉𝑠 =  
𝑑2𝑔(𝜌𝑓−𝜌𝑠)

18µ
⁄                                                                        (3.6) 

This equation shows the influence of particle diameter on settling velocity. Here, the 

settling velocity of fine particles from 1 to 50µm with 5 µm diameter interval was 

calculated. Then the efficiency obtained for this particle size range was determined using 

the real settling velocity obtained using the PIV method. The settling velocity result for 

each methodology series was divided into each size settling velocity, thus the relation 

between particle size and the settlement efficiency of the designed tank by relying on the 

PIV result was investigated. It indicated that a higher flow rate and less settling time 

reduced the sediment collecting efficiency. 

3.10 Estimation of Settling Velocity  

Many researchers have tried to predict the different aspects of sediment transfer in rivers 

or ponds with the aim to achieve the velocity of particles at the bed or water surface. 

Generally, it is attempted to solve the problem to reach better solutions with lower 

expense. However, the part that is neglected regards the extent to which the parameters 

resulting from the equations and simulations are reliable. In fact, the sensitivity of an 

applied method cannot cover all influencing factors in nature. With some assumptions, 

this study assayed to contrast the collected PIV results with the developed equation. 
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According to the assumptions, the settling velocity of particles decreases with reduced 

particle diameter.  

Zhiyao et al. (2008) attempted to create a settling velocity prediction formula and 

compare it with other prediction equations. They ultimately compared the resulting 

velocities. All formulas are based on the dimensionless particle size d*, which is 

calculated by:  

                  𝑑∗ = (
𝛥𝑔

𝑣2 )
1

3 𝑑                                                                                       (3.7) 

Where ∆= 𝜌𝑠 𝜌 − 1⁄ ( 𝜌𝑠 and ρ represent the density of particles and the density of the 

fluid, respectively) , and g is the gravitational acceleration. And d is the particle diameter 

and ν is the fluid kinematic viscosity. 

From Zhu and Cheng (1993): 

                𝑉𝑠 =
𝑣

𝑑
 𝑑∗

3(
1

12𝑐𝑜𝑠3𝛼+√144 cos6α+(4.5 cos3α+0.9 sin2α)d∗
3
)                               (3.8) 

Where α = 0 for d∗ ≤ 1 and 𝛼 = 𝜋[2 + 2.5(𝑙𝑜𝑔𝑑∗ )
−3 ]−1 for 𝑑∗ > 1. 

From Cheng (1997):  

                  𝑉𝑠 =
𝑣

𝑑
(√25 + 1.2𝑑∗

2 − 5)1.5                                                            (3.9) 

From Ahrens (2000): 

                   𝑉𝑠 =
𝑣

𝑑
𝑑∗

1.5(𝐶1𝑑∗
1.5 + 𝐶2)                                                                   (3.10) 

Where coefficients are calculated  

                  𝐶1 = 0.055 𝑡𝑎𝑛[12𝑑∗
−1.77 exp(−0.0004𝑑∗

3)]  
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                   𝐶2 = 1.06 𝑡𝑎𝑛[0.016𝑑∗
1.5 exp(−120/𝑑∗

3)] 

From Guo (2002):  

                   𝑉𝑠 =
𝑣

𝑑
𝑑∗

3[24 +
√3

2𝑑∗
3 2⁄ ]−1                                                                    (3.11) 

From She et al. (2005):  

                  𝑉𝑠 = 1.05
𝑣

𝑑
𝑑∗

1.5[1 − exp (−0.315𝑑∗
0.765]2.2                                    (3.12) 

Thus, in this study, the equations were compared with the results for 1, 20 and 50 µm 

particle sizes according to particle image velocimetry (PIV). The PIV experiment was run 

using two types of fluorescent particles with various diameter sizes: one type had particles 

ranging from 1-20 µm and the other from 20-50 µm.  Hence, the lowest measured velocity 

assumed was at 1 µm and the highest velocity was for the 20 µm size for type one; the 

maximum velocity value resulting from the second type of fine particles was placed for 

50 µm. This assessment was applied to the results of different fluid heights and flow rates 

and the same inlet and outlet height to prevent any error with regard to outlet location.  
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CHAPTER 4: RESULTS AND DISCUSSIONS  

In this chapter the study demonstrates the results and discuss about it. The aim of this 

study was to investigate the hydrodynamic behavior of fine sediment. To achieve this 

goal, some primary experiments were required. Therefore, the particle size distribution 

was examined using laser diffraction particle size analysis and scanning electron 

microscopy methods, and the rheological properties of six soil series (< 63µm) were 

examined to order the tracer particle for Particle Image Velocimetry (PIV). In this chapter, 

for result clarification, the outcomes of the mentioned experiments are connected to 

define the relations between particle diameter and shape and the rheological properties in 

the beginning section. The results of the rheological properties are discussed by 

considering the LDPSA and SEM results. Further, the relation between rheological 

behavior and physical characteristics of fine particles and hydrodynamic behavior of fine 

sediment has been analyzed and particularity discussed.    

4.1 Concentration Test 

There are three different types of soil being tested in this study. The soil samples of 1, 3 

and 4 used. From Table 4.1, it shows the value of Total Suspended Solid and Turbidity 

with different amount of weight. 

 

 

 

 

Univ
ers

ity
 of

 M
ala

ya



120 

Table 4.1 : Value of Total Suspended Solid and Turbidity in 3 types of soil (Hern et al., 

2014) 

Weight(mg/l)     Type 1(sample1)     Type 2(sample3)       Type 3(sample4) 

TSS(mg/l) Turbidity(NTU) TSS(mg/l) Turbidity(NTU) TSS(mg/l) Turbidity(NTU) 

250 25 2 81 5 109 5 

500 58 5 152 10 249 15 

1000 121 10 283 16 505 30 

1500 207 11 443 26 827 45 

2000 234 12 680 37 1150 62 

2500 338 24 788 45 1480 78 

3000 383 28 954 52 1730 90 

4000 593 36 1450 79 2550 117 

5000 606 60 2010 88 3120 142 

6000 721 75 2500 104 3950 170 

 

4.1.1 Total Suspended Solid (TSS) 

For three different types of soil the quality factors of Total suspended solid (TSS) and 

turbidity were examined. Depend on the proportion of clay content the impact of fine 

sediment on TSS and turbidity are varied (Hern et al., 2014). Graph in Figure 4.1 proved 

there is correlation between the fine sediment and TSS, as the the weight of fine sediments 

increased TSS also increased in all types of soil sample. It is realized the higher content of 

clay, lead to the higher value of TSS and turbidity where sample 1 with 54% of clay has the 

highest TSS, then the samples with name of Siri Bungor and Aluvium with clay content of 

18% and 12% placed at the next stages (Hern et al., 2014). TSS values has a constant growth 

from 250mg/l until 3000mg/l and showed rapid expand from 3000mg/l till 6000 mg/l(Hern 

et al., 2014). The TSS at 8g of fine sediment weight enhanced rapidly to 593mg/L, 

1450mg/L and 2550mg/L for soil sample type 1, 2 and 3 respectively (Hern et al., 2014). 

The TSS had the highest values at 721mg/L, 2500mg/L and 3950mg/L in Sample 1, 2 and 

3 respectively (Hern et al., 2014).  
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Figure 4.1 : Comparison of Total Suspended Solid (TSS) for different type of soil sample 

with different amount of weight 

4.1.2 Turbidity 

The study shows by increases the weight of fine sediments the turbidity increases as well. 

Other study has investigated there is a linear relationship (Figure 4.2) between suspended 

silt concentration gravimetrically with turbidity (Divakaran & Sivasankara, 2002).  

 Therefore, it could be concluded the influence of fine sediment weight on both TSS and 

turbidity is similar. In here, the experiment results demonstrated sample 3 has the highest 

turbidity at varying weight of fine sediment followed by sample 2 and sample 1 (Hern et al., 

2014). The highest turbidity value was detected at 75NTU, 104NTU and 170NTU for soil 

Sample 1, 2 and 3 respectively, in weight of 12g fine sediment in all tested soil samples 

(Hern et al., 2014). 
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Figure 4.2 : Comparison of Turbidity for different type of soil sample with different 

amount of weight 

Relationship between Total Suspended Solid (TSS) and turbidity had been analyzed for 

sample 1, 3, and 4. From Figure 4.3, the graph shows that the value of turbidity increased 

when the amount of TSS increased. Clay soil has the highest R-square value, which is 

0.99061 followed by sandy clay loam with 0.972 and loamy sand with 0.8895.  The R-

square for all type of soil is approach to 1 which means TSS corresponds to turbidity in 

the high accuracy. 

 

Figure 4.3 : Correlation between TSS and Turbidity in 3 examined soil samples 
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4.2 Analysis of Turbidity and TSS 

The correlation between TSS and turbidity (Figure 4.3) was established to offer more 

efficiency in predicting total suspended solids concentration in a retention structure. A 

positive relationship between total suspended solids concentration and turbidity level 

suggested that the measurement of turbidity is possibly the most economic option for 

estimating total suspended solids concentration in a retention structure. The relationship 

between Total Suspended Solid (TSS) and turbidity significantly differed between the 

different types of soil sample. TSS can be predicted in real time using turbidity as an 

indicator parameter. There is a high correlation between TSS and turbidity with a 

correlation value of 0.9906.  Generally it is observed (Figure 4.3) there is a correlation 

between TSS and turbidity (Bukhari, 2008; Tu  et al., 2001 ) . All graphs demonstrated a 

positive correlation relationship between TSS and turbidity with a coefficient of 

determination, R2=0.9629 (Hern et al., 2014). 

4.3 Particle Size Distribution and Color Clarification 

4.3.1 Laser Diffraction Particle Size Analysis 

The color of samples was recorded based on the Munsell system, Figure 3.2 illustrates 

the colors of fine sediments and they were classified as sample1 = 10YR4/6 (Dark Yellow 

Brown), sample2 = 10YR5/6(Yellow Brown), sample3 = 2.5Y5/6(Light Olive Brown), 

sample4 = 5YR7/6(Reddish Yellow), sample5 = 5YR6/8 (Reddish Yellow), and sample6 

= 7.5YR5/8(Strong Brown) which means the influence of organic matter and minerals as 

iron or manganese are source of the color range (Shields et al., 1968). 

According to the British Soil Classification System for engineering purposes BS 

5930:1981, the soil fine particles are categorized as fine sand 0.06-0.2 mm, silt 0.06-0.002 

mm, and clay <0.002mm. The graph of the particle size distribution is illustrated in Figure 
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4.4. The highest volume in the soils was silt. Based on the graph (Figure 4.4), samples 1, 

2, 3, and 6 had high-volume particle sizes around 0.05 mm whereas samples 4 and 5 

contain high-volume particle size around 0.04 mm. Thus, the results prove that samples 

4 and 5 include finer particles in comparison with the other samples. Since the silt and 

clay encompass more cohesive particles than the sand, this fact might cause different 

behaviours during the rheological test (Fang et al., 2012).  

 

Figure 4.4 : Graph of particle size distribution (Laser diffraction method) of 6 sieved 

(<63µm) soil samples, Distributive volume (DV), and Cumulative Volume (CV) 

4.3.2 Scanning Electron Microscopy (SEM) 

The best preparation of soil sample for SEM investigation was drying. Observations of 

the scanning electron micrographs for soil samples 1 to 6 are depicted in Figures 4.5 to 

4.10 which provide semi-quantitative information on the textural properties, the particle 

shape, and the surface roughness. Since the exchange capacity, the type of cautions, the 

size of clay particles (Neaman & Singer, 2004), the stress history, the hydraulic state, the 
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soil chemistry, and the mineral history influence both the macro and micro fabric of a 

clayey soil (Al-Mukhtar et al., 1996).  

It could be observed the sieved sample 1 particles with 1.00 Kx magnified had more 

angular shapes with more stability Figure 4.5, also this feature can be observed in the 

sample 2 (Figure 4.6) which it means the fine sand amount is significant. 

Sample 3 (Figure 4.7) showed a feature between sample 1, 2 and sample 4, as it was 

illustrated the outlook of  particles with angular shapes in addition of smooth wall in some 

particles, however the images with higher resolution showed the stepping plates. The 

other image (Figure 4.8 and 4.9) showed the particles with roughness as sample 4 and 5 

with plates in close resolution. 
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Figure 4.5 : Sample 1 A. 1.00x, B. 6.00Kx, C. 10.00 Kx magnified SEM image of the 

clay dry-pressed at room temperature 
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Figure 4.6 : Sample 1 A. 2.00x, B. 6.00Kx, C. 6.00 Kx, D. 10.00 Kx magnified SEM 

image of the clay dry-pressed at room temperature, more different texture as C. fine sand, 

B and D. two different type of clay are seen in sample 2. 
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Figure 4.7 : Sample 3 A. 1.00x, B. 6.00Kx, C. 10.00 Kx magnified SEM image of the 

clay dry-pressed at room temperature, Sample 3 shows both textures of sample 1, 2, 4, 

and 5. 
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Figure 4.8 : Sample 4 A.2.00 x, B. 5.00Kx, C. 10.00 Kx magnified SEM image of the 

clay dry-pressed at room temperature 
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Figure 4.9 : Sample 5 A. 1.00 x, B. 10.00Kx, C. 10.00 Kx magnified SEM image of the 

clay dry-pressed at room temperature 
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Figure 4.10 : Sample 6 A. 2.00 x, B. 10.00Kx, C. 6.00 Kx magnified SEM image of the 

clay dry-pressed at room temperature, in C. the silt texture is found and B. is clay. 

All the magnified SEM image on sample 4 (Figure 4.8)showed the clay with capillary 

surface in sample 4 as the result of LDPS proved the concentration of clay is high in 

sample 4 after sieved. 

The pores of particles in sample 5 (Figure 4.9)were more and smaller than sample 4 

therefore it can be seen the particles performed in larger size with smoother surface rather 

than the sample 4 but the close shot of images proved the high concentration of sample is 
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clay but different type of clay (Markgraf et al., 2006) as the arrangement of clay cell is 

different in this sample. 

Sample 6 (Figure 4.10) was the sample with highest concentration of silt based on the 

result of laser diffraction particle size distribution, therefore observing of cancellous 

surface (high pores) and cubical shape is regular. Moreover the outlook of sample 6 

(Figure 4.10) was with roughness but the higher porosity images illustrated that the plates 

were steacked on top of this rhough surface. 

4.4 Rheometry of Fine Sediments 

The six series of sieved samples were examined to determine the rheological properties 

that lead to discover the effect of soil type and particle diameter on flow and 

sedimentation. Therefore the characteristics of particle tracer for using in particle image 

velocimetry were explored. The rheometry of fine sediments had done in two types of 

test, flow curve test and in condition of constant shear rate, then oscillatory test with 

controlled shear deformation. The significance of rheometry is because of the effect of 

rheological behavior on fine particles movement in fluid (Muhanned, 2013). 

4.4.1 Flow Curve Test  

Below figures demonstrates the results related to the flow curve test with the constant 

shear rate. The viscosity along the time decreases in a concentration of 70% Figures 4.11 

in all the samples with the Parallel Plates (PP) 25mm and 50mm.  
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Figure 4.11 : Graphs of the variation of viscosity in time with constant shear rate (100Pa-

Herschel-Bulkley) sieved soil samples using Parallel Plates 25 and 50 in concentration of 

70%. 

 

Figure 4.12 : Graphs of the variation of viscosity in time with constant shear rate (100Pa-

Herschel-Bulkley) sieved soil samples using Parallel Plates 25 and 50 in concentration of 

45%. 

In 45% (Figure 4.12), the sieved soil samples show non-Newtonian, shear thinning to 

shear thickening behavior that illustrates a curve in time. Practically all the materials that 

are shear thinning are thixotropic. Moreover, because the microstructural elements that 

result are shear thinning, proper time is required for the rearrangement.  Although with 

higher water content the samples tend to Newtonian behavior as the viscosity values 
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variation is small, therefore with considering this issue they were assumed as non-

Newtonian materials. 

 

Figure 4.13 : Graphs of the variation of viscosity in time with constant shear rate (100Pa-

Herschel-Bulkley) sieved soil samples using Parallel Plates 25 and 50 in concentration of 

25%. 

Figure 4.13 demonstrates the soil samples in concentration of 25 % with PP 50, PP 25, 

where the viscosity of fine particles in time behaves as shear thinning models in very low 

power; therefore, it would be acceptable to call this behavior as near-Newtonian, although 

sample 2 and even sample 1 exhibit a tendency to decrease the viscosity over time (shear 

thinning). This supports the notion highlighting shear thinning in higher concentrations. 

The viscosity of soils decreases corresponding to the increase of the water content of the 

samples; this means ƞ 70% > ƞ 45% > ƞ 25%. The plots show that sample 3 has a constant 

behavior with different conditions while the other samples have variations during time. 

Besides, the vicissitudes of viscosity in time indicates that all the samples have a 

thixotropic behavior, although in concentrations of 45% and 25% samples 4 and 5 appear 

different, and these samples show a shear thickening behavior as samples 4 and 5 contain 

higher volume of clay and this phenomenon is normal.  
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Sample 6 with 70 percent volumetric fine sediment concentrate (Figures 4.14 - 15) shows 

as the pseudoplastic behavior at the first since it is included silt behaves like a real fluid 

instead of solid matter when it is forced to move (Greiser & Wurpts, 2008). The viscosity 

is shear rate and time dependent in this experiment. Higher volume of the water content 

could be the other reason for the visco-plastic behavior of the samples. Even in the 

concentration of 25% with lower viscosity in comparison with other concentrations, the 

Newtonian behavior can be observes as shown by the presented graphs.  

Figure 4.14 illustrates the flow test of the fine particles in the concentration of 70% with 

Parallel Plate 25 mm. Seemingly, the soils exhibit a similar behavior that they act with 

PP50. All samples generally performed in similar characteristic using PP50 and PP25, 

just the rate of shear stress τ (Pa) values using PP25 is varied in higher rate than PP50, 

that the reason can be the area or diameter of plates, the amount of force is changed as 

the area got smaller. The rheological behavior of samples is shear thinning and more 

visco-plastic behavior can deduce of the plots. 

 

Figure 4.14 : Graphs of the flow curve with constant shear rate (Herschel-Bulkley) of the 

sieved soil samples using Parallel Plates 25mm and 50mm in the concentrations of 70% 
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Figure 4.15 : Graphs of the flow curve with constant shear rate (Herschel-Bulkley) of the 

sieved soil samples using Parallel Plates 25mm and 50mm in the concentrations of 45% 

 

Figure 4.16 : Graphs of the flow curve with constant shear rate (Herschel-Bulkley) of the 

sieved soil samples using Parallel Plates 25mm and 50mm in the concentrations of 25% 

Figures 4.15 and 4.16 display the 45% and 25% fine particle samples that prove the idea 

that viscosity ƞ reduces with higher water contents. With a concentration of 25%, the 

behavior of the soils was near to Newtonian. Furthermore, the viscosity (ƞ) variation with 

PP 25 was higher than PP50 during the time; henceforth, this would insinuate the relation 

between the force and area implying that the diameter of the parallel plate 25mm was 

smaller than 50 mm; thus, the energy of the force was spread other than 50mm.  
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4.4.2 Oscillation Test 

The graphs related to the storage and loss modulus (G′ and G″) were generated 

automatically during a test and stored electronically. These graphs illustrate three stages. 

The first stage or phase was a duration when the material exhibited an elastic behavior. A 

linear viscoelastic (LVE) range (Figure 4.17) and the included deformation limit γL are 

the parameters which are needed to quantify the ‘stored elasticity’ of a viscoelastic 

material, such as the soil (Markgraf et al., 2012). Next, the material begins a transition 

between the elastic and Newtonian behaviors; in the second stage it is shown that G′=G″. 

The collapsed stage was the last stage in which a viscous character prevailed; substances 

were creeping or running, represented by the Newtonian behavior in the ideal case. 

 

Figure 4.17 : Idealized plot of storage modulus G′ (Pa) and loss modulus G″ (Pa) vs. 

deformation γ (%).In general, three stages of elasticity loss can be defined, showing a 

gradual transition of an elastic (G′>G″) to a viscous (G′<G″) character(Markgraf et al., 

2012) 

Figures 4.18 and 4.19 describe the amplitude sweep test with PP50 and PP25 in two 

concentrations of 70% and 45%. The soils with the concentration of 25% almost indicate 

the Newtonian behavior; accordingly,  the amplitude sweep test was not really applicable 
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for the aforementioned concentration since this test is used for viscoelastic materials 

(Markgrafa, 2010). 

 

Figure 4.18 : Resulting graphs with storage modulus G′ and loss modulus G″ as functions 

of γ of the conducted amplitude sweep tests (AST) at the concentration of 70% (70% 

soil+30% distilled water) with parallel plates 25 mm and 50 mm diameter; the power of 

G′ and G″ decreased in graph of PP50. 
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Figure 4.19 : Resulting graphs with storage modulus G′ and loss modulus G″ as function 

of γ of the conducted amplitude sweep tests (AST) at  the concentration of 45% (45% 

soil+55% distilled water) with parallel plates 25 mm and 50 mm diameter; the cross over 

point using PP50 happened prior to using PP25mm. The power of G′ and G″ decreased 

in graph of PP50; the comparison between sample 2 powers can show this phenomenon 

clearly. 

The difference between values of cross over point or strain stress amount of sieved 

samples is discussed in conclusion chapter. The plots illustrate the amounts of storage 
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and loss modulus (G’ and G”) is begun in higher rate (107 Pa) within 70% concentration 

(70% soil+30% water) which the reason of this phenomenon needs to discuss. In all 

samples the storage modulus is bigger than the loss modulus and decreased after the cross 

over point. Moreover the sample 1 graph described the low value of storage and loss 

modulus in oscillation test which proved the influence of fine sand in this sample in 

compare of other samples. 

4.5 Relation of Particle Size, Shape and Texture with Rheological Properties 

Total results between the flow curve test (Constant Shear rate) and the amplitude sweep 

test applied using rheometer MCR 302, Anton Paar, USA with a profiled parallel-plate 

measuring systems 50 mm and 25 mm in diameter indicated that there was no difference 

between the results in variation and both plates corroborated their results with the overlap 

curves in the plots. Nonetheless, the viscosity rate, storage modulus, and loss modulus 

proved the idea that PP25 was an appropriate instrument for testing the soil; ever since 

the studied parameters values (amounts) of the samples which were determined by PP25 

were less than PP50 and the pressure ratio of the surface area in different levels of the 

water content was obvious. Besides, the flow curve (Figures 4.14-16) demonstrated that 

the smaller area spread the force in all angles with less tension in viscosity as the shear 

stress and viscosity reduction during the test by Parallel Plate 25mm (PP25) differed from 

the variations of Parallel Plate 50mm (PP50) (Markgraf et al., 2012). The next reason for 

insisting on the above averment is the amount of the samples consumed. By PP50 mm, a 

greater volume of the substance was used. The shear stress at low shear rates is much 

higher for the upward than for the downward curve in sample 1 and 2 with 70% 

concentration in Figures 4.14-16 and show a minimum at higher shear rates. It is defined 

as a structural collapse that is irreversible at short time scales (Van Kessel & Blom, 1998). 
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According to BS5930:1999 and BS1377:1990, fine particles of the soil exhibit physical 

characteristics and the appearance was influenced by cohesion and plastic properties 

(plasticity) associated with the mineral composition and the water content. Therefore, the 

fine sediments that incorporated fine sand, silt, and clay could make the viscoelasticity 

and plasticity behaviors. In this study, after being mixed with the distilled water, all the 

samples found a cohesive structure which depended on the rate of each type of soil. This 

structure behaved differentially. By means of higher fraction of fine sand in fine sediment 

accumulation is attributed the flow inhibition and the clay particles is not moved in water 

column as expected (Kirby, 2011). Figure 3.2 illustrates the color of each sample; the 

pink color verifies the clay and brown shows the sandy material while dark gray is 

because of silt-rich sample 6. It is investigated that the concentration (C) of the fine grain 

soils had an influence on the flow (Figures 4.18-19) and sedimentation where the water 

content was higher offering little resistance to deformation (Rensbergen et al., 2003).  

In addition to the soils concentration and fine sediment influencing rheological behavior, 

a clay known as the non-Newtonian behavior effect in the rheological analysis was 

distinguished as it was apparent in samples 4 and 5. It can be concluded that observing 

the non-Newtonian behaviors in samples 4 and 5 with higher concentrations of the clay 

was logical although based on the clay type this property changed (Markgraf et al., 2006) 

and with a higher volume of water the shear thinning behavior changed to shear 

thickening (Figures 4.14-16). The flow curves obtain in linear at 45% and 25% fine 

sediments concentration and behave near Newtonian (Figures 4.15-16). 

Classification of the soils flows based on the particle size distribution was investigated 

by Costa (1987). It has been asserted that the processes which control the flow behavior 

depend on the deformation rate of the fine grained size particles which is rate independent 

frictional and viscous forces dominate. Moreover, they (Costa & Wieczorek, 1987) 
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categorized three flow phases based on the particle size distribution and the water content 

that started with normal stream flow to visco-plastic or hyper concentrated, continuing 

with sudden increase in yield strength overlapping with the liquefaction behavior (slurry 

flow) at last leading to granular flow when the loss of the ability to liquefy is transacted. 

Additionally, regarding the texture influencing the rheological behavior, Markgraf 

(2006), quoted Kutilek (1994) that the shear strength and the soil water ratio of the soils 

were small after any mechanical disturbance (deformation) and increased with time. It 

was also noted that the soil water ratio and the volumetric soil water content was time 

dependent not only in swelling but also the thixotropic behavior and strongly reduced in 

the subsoil due to the overburden pressure in the topsoil (Lowe, 1976). This occurrence 

was detectable in the flow curve depending on the water ratio.   

Moreover, the pore scale influence as well as studying the rheological properties of the 

soil hydrology should be emphasized; for instance, sample 6 with a different texture 

(Figure 4.10) demonstrated the abovementioned notion. Therefore, based on the pore size 

and the saturation with water the soil rheological properties can be varied. By means of 

the stress and force are applied the size of pore spaces decreased and the particle 

arrangement changes homogenous. The water concentration in stress can influence on 

soil fabric with different pore size as it will be composed of particles with several clay 

layers and aggregates with a large number of particles. Therefore the fine particles would 

be closer to each other so the flow in fine sediments with lower water content rate can be 

near Newtonian (Al-Mukhtar et al., 1996). Thus, the pore quantity and size of samples 

can be observed in images of SEM in Figure 4.6 sample2C, Figures 4.7-8 sample3C and 

sample4C, and Figures 4.9-10 sample5C and sample 6C, in addition the influence water 

content ratio with pores and soil fabric in flow curve plots. Furthermore, it is observed 

the shear strength has a constant relation with the density (Fontein & Van der Wal , 2006).  
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The variation of viscosity in the Constant Shear Rate (CSR) test by PP25 and PP50 

verifies initial viscosity at the low shear phase for 12 seconds followed by the high shear 

phase (time-and rate dependent) for about 36 seconds; it then happens at the last recovery 

phase (Zhang, 2004). The flow curve of sample 1 in a concentration of 45% with PP50 

exhibited the Newtonian behavior while it displayed the shear thinning behavior with 

PP25; moreover, in both plots the viscosity decreased during the time corresponding to 

the rise in the speed and torque, implying that in such a concentration sample 1 acts as an 

ideal elastic (HOOK Law) and viscoelastic material. The oscillatory force on Sample 1 

with a concentration of 45% described a weak strain overshoot face;  therefore, in the 

Linear Viscoelastic (LVE) point, the material would exhibit an elastic behavior; 

subsequently, the second phase started the transition or pre yielding (the plastic region of 

the material); then the cross over point is considered as the yield point but beyond that 

any region is assumed to be viscous (Hyun et al., 2011). Although Sample 1 with a 

concentration of 25% revealed a weak behavior of thixotropic in the lower value as it 

could be assumed as Newtonian, the higher water concentration in this stage resulted in 

the Newtonian mode. The plot related to the concentration of 25% illustrated the elastic 

and pre-yielding phases, excluding the viscous phase. Moreover, the moisture effect 

showed that a higher water concentration contributed to previewing on the quicker fluid 

phase. Values associated with Sample 2 in each three concentrations described the 

thixotropic fluid. Sample 2 in concentrations of 70%, 45%, and 25% showed the shear 

thinning behavior (thixotropic) with a yield stress response. The only effect of the water 

content in sample 2 made a lower viscosity value with a higher water ratio. As it was 

mentioned earlier, samples 3, 4, and 5 revealed an almost identical flow curve in 

definition as these samples showed the shear thinning (pseudoplastic fluids) behavior in 

a concentration of 70%. This led to shear thickening while the viscoplastic fluids with a 

higher water ratio as regards sample 3 25% showed the Newtonian (viscous) behavior 
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(Fontein & Van der Wal, 2006). However, the range of the variation in samples 4 and 5 

were more apparent than sample 3 (Figures 4.14-16).This truth might have happened 

because of a different texture and soil particle distribution as the bases of samples 4 and 

5 were from the clay while sample 3 contained the fine sand and silt in the identical 

volume. Sample 6 had a shear thinning behavior in concentrations 70% and 45%; 

subsequently, with an increase in the water content in the concentration of 25%, it 

transformed the Newtonian fluid with low viscosity and remained constant.  

In the amplitude sweep test, higher values for G′ and G″ (Figures 4.18-19) showed that 

the product had a higher η value. A higher η value means a high Molecular weight (Mw) 

or longer structures. The slope of the curve provides us with the information on the 

Molecular weight distribution (MWD) or if the structure breaks at once or partially. The 

steeper slope illustrated the narrower MWD. For a structured product all the bonds broke 

with the same force. Moreover, the frequency rate was significant because it could lead 

the Non-linear behavior (LVE). A cross-over point at a lower frequency means a higher 

Mw and that the product is less elastic at a higher impact. A higher modulus at the cross-

over point indicates a narrower MWD. 

The amplitude sweep tests as applied in the surveys in the current research included more 

data on the possible textural effects, influenced by fine sediments and the water content, 

apart from the flow curve behavior in both the viscoelastic and plastic materials. A 

different shear behavior due to the textural effects became obvious when the primary 

levels of G′ of the loss material are compared with six types of fine soils. In the amplitude 

sweep test, the sample with higher water content had a lower deformation (comparison 

of samples in concentrations 70% and 45% as shown in Figures 4.18-19). The higher 

volumetric fine sediment concentration with their rheological properties could lead the 

thixotropic behavior as develop shear strength after deposition and will grow the critical 
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limits during the time (Fontein & Van der Wal , 2006).The influence of the texture on the 

curve was apparent in case sample 1 70% with fine sand rich as the primary level of G′ was 

at 105 of G″ at 104 even with two plates (50mm and 25mm), for samples 4 70%and 570% 

with higher clay and silt textures the primary level of G′ was between 106 and 107 of G″ 

at 105. A higher input of deformation could be observed here. 

 

 

 

Figure 4.20 : The graphs demonstrate the effect of water content and Parallel Pate 

diameters 

Based on the plots, it is obvious that the soil sample in the concentration of 70% exhibited 

a thixotropic behavior as the viscosity decreased during the time. These changes in the 

fluid’s viscosity over time indicate the time-dependent behavior (Costa & Wieczorek, 
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1987). In the amplitude sweep test, storage modulus G′ (Pa) was bigger than loss modulus 

G″ (Pa) and the distance of these two lines proved that the fine particle samples performed 

as viscoelastic materials in samples 1 to 6, except samples 4 and 5 that had more visco-

plastic bases with yield points. In addition, the decrease of the two parameters after the 

cross over point illustrated the strain thinning behavior (Markgraf et al., 2006) although 

the material reached the fluid phase with PP25 earlier than PP50. Based on the presented 

graphs (Figures 4.18-19), the distances between G′andG″ in samples 4 and 5 were more 

than the other samples, indicating more visco-plasticity. As the difference between 

storage modulus and loss modulus of sample 1 was far than sample 2, the difference of 

the molecular weight distribution could be observed in these two samples (fine sand). 

Sample 2 substantiates the influence of the particle size distribution on the rheological 

behavior as it had a lower power of G′ and G″ in comparison with the other samples. In 

particular, a comparison between G′ and G″ powers of samples 2, 3, and 4 could clarify 

the deviations (Markgraf et al., 2006). As demonstrated through the graph (Figures 4.18-

19), Sample 4  with the clay content was placed higher than samples 2 and 3 as such a 

behavior was shown in sample 3 with higher silt and less fine sand contents to sample 2 

with basically the highest volume of fine sand.  Moreover, graphs in Figure 4.18 and 

Figure 4.19 demonstrate earlier deformation of samples in two variables; first, the 

samples reached the yield point in the concentration of 45% earlier than 70%, proving 

that the higher water content contributed to the reduction of viscosity (Figure 4.20). 

Furthermore, the faster deformation of samples in concentration of 45% using PP50 

(Figure 4.19) demonstrated less levelling and less sagging of the samples in such a 

concentration. In addition, the samples reached the yield point and the viscous phase 

faster by using parallel plate 25mm.  
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4.6 Particle Image Velocimetry 

The particle image velocimetry method was developed to investigate the two-dimensional 

hydrodynamic behavior of the fine sediment model in this study based on several key 

features: inlet and outlet elevation, outlet locations, depths of water, different points in 

the sediment basin, and two water flow rates. The study of 3D fluid flow onto 2D 

technique creates a visualization of vector velocity in two directions, and it omits the 

effects of velocity in the third or the z-direction (Giordano et al., 2006; Hoque et al., 2015; 

Lad et al., 2011). The Correction of misalignment is done using the calibration and 

various types of analysis (FFT, cross correlation, etc) (Adrian, 2005), and algorithms 

transformation which improves the neglected of z direction in images (Lad et al., 2011; 

Tokgoz et al., 2012).  

The series of images captured, which represent fine particle movement in the water flow 

in the designed basin was input into the Dantec program. All 100 images were analyzed 

and a vector statistics map of particle movement in the studied frame was finalized to 

visualize the displacement of particles in flow. The flow was from the left to the right 

side. In the following process, it was understood that fine particles have positive and 

negative vector values. Since the particles moved from left to right, they produced 

positive values while in the opposite direction the values were negative. Therefore, this 

result signifies the reason for siltation. In particle settling, different parameters have 

effect, such as particle size, viscosity, and fluid density. 

PIV was the best technique to directly visualize the fine sediment hydrodynamic behavior 

in water, although there was a limitation with the amount of real soil concentration as the 

machine failed in turbid water ( Van Doorne & Westerweel, 2007; Weitbrecht et al., 2002; 

Yang et al., 2012; Yu & Liu, 2007). However, using seeding particles with similar 
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characteristics to real fine particles supported the capturing of images close to the natural 

behaviour of fine particles. 

The experiment investigates the movement of fine particles under different pressures and 

stress after 15 minutes of seeding the fluid, using 2 different size samples in one frame in 

middle of tank. The Reynolds number was evaluated 12000 in higher flow rate. The frame 

size under study was 30 × 15 cm2.  Then to demonstrate the flow direction of fine 

particles in different region of tanks, 5 different area of tank were studied by using the 

FPP sample (20-50µm).  

4.6.1 The Displacement Path of Fine Particles 

The results represent an overview of the fine sediment movement mechanism under 

different stresses in the entire sediment basin. The experiment repeated for each zone to 

prohibit and reduce the mistakes in velocity of tracked vectors. In particle settling, 

different parameters have effect, such as particle size, viscosity, and fluid density. Hence, 

each studied location are named as zone a the surface area; zone b Near the inlet, upper 

level of the sediment basin (b-NIU); Zone c, Near the inlet, bottom of the sediment basin 

(c-NIB); zone d, Near the outlet, bottom of the sediment basin (d-NOU) ; zone e, Near 

the outlet, upper sediment basin (e-NOB). 

4.6.1.1 Water surface (a) 

At the water surface, fine particles with higher flow rate (11 L/m) dispersed very fast 

(Figure 4.22).  The water flow direction was from left to right, and particles in top layers 

moved downward or changed direction to the right. The vector map implies that fine 

particles settled, but in lower layers the layer viscosity pushed the particles upward. 

Figure 4.22 demonstrates the mobility of fine particles at lower flow rate (5.5 L/m) at the 

water surface level. The particles collided with the eddy zone, therefore the direction of 
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fine particle transport was inclined toward the right and transferred to lower layers.  The 

influence of water flow and walls of tank collision, and gravity force could be the two 

possibilities of this fact; other reasons are discussed in following. However, part of the 

particles settled, but the real action of fine particles at this water level was dispersion and 

obstruction in the layers. The velocity of fine particle displacement was high at the surface 

and by moving downward their velocity decreased; especially in the lower velocity 

section (blue in the map), the eddy zone with greater diffusion of fine particles were 

observed. Generally, the U/Umax increased with distance, which explains the siltation 

behavior and increasing velocity with particle settling (Figure 4.21).  

 

Figure 4.21 : U/Umax graph at two flow rates of 11 L/m (a) and 5.5 L/m (b) at water 

surafce (Zone a) 

The hydrodynamic behavior of fine particles at the water surface, near the sediment basin 

center and lower flow rate (5.5 L/m) was different than at a higher flow rate (11 L/m). 

Although this difference is evident from the vector map, the findings from the graph prove 

that the U/Umax variation in values tended to be on the same line as the higher flow rate.  

In the first image angle (Figure 4.22), a circulation zone was observed that distributed the 

eddy zone toward the front.  In addition, the fine particles re-suspended upon reaching a 

new flow stream at the bottom of the frame. 
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Figure 4.22 : Overlay of scalar and vector maps of fine particle movement at flow rates 

of11 L/m (a) and 5.5 L/m (b) at the water surface level (zone a) 

4.6.1.2 Near the inlet, upper level of the sediment basin (b-NIU) 

This zone is called by b-NIU means the near inlet upper side of tank and showed by “b”. 

Figures 4.23-24 show the transport map of fine particles at two different flow rates in the 

middle of the sediment basin near the inlet. It is observed that fine particles had higher 

velocity at higher flow rate (Q of 11 L/m), and because the dischage rate was higher this 

phenomon was normal.  The fine particles ambulated in near-laminar motion over most 

of the studied section, but some re-suspended in the upper layers at the right wall due to 
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the wall boundray. Moreover, the studied section was near the inlet and basin wall, so 

when the flow approached the basin wall the particles returned to an upper direction.  The 

other interesting result is evident at the bottom of the figure that shows that with travel 

toward the bottom of the tank, the upward movement increased. Then the particles 

became suspended at the top, where flow from the layers below had influence. 

 

Figure 4.23 : U/Umax graph at two flow rates, 11 L/m (a) and 5.5 L/m (b), near the inlet, 

upper basin (zone b) 

At lower flow rate, the motion of fine particles was distinct. The U/Umax graph shows 

the difference in fine particle movement at Q 5.5 L/m. The decreased flow rate indicates 

that the fine particles near the inlet settled quickly at the first vertical water column, after 

which flow hauled them upwards. The influence of particle drag force was observed at 

the beginning of transport, then the eddy of the layer below pulled the fine particles. The 

variation in presurre made a circulation zone at the left side of the frame that carried the 

fine particles on the Z-axis, which is outside the study zone.  It is concluded that the 

particles near the inlet were transported with flow, but with decreasing flow rate the 

settling tendency of fine particles enhanced. However, the basin wall boundary 

resuspended the fine particles. 
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Figure 4.24 : Overlay of scalar and vector maps of fine particle movement at flow rates 

of 11 L/m (a) and 5.5 L/m (b) near the inlet, upper level of the basin (zone b) 

4.6.1.3 Near the inlet, bottom of the sediment basin (c-NIB) 

The study frame was shifted to the bottom of the sediment basin to investigate the 

movement of fine particles near the inlet at the bottom of the retention structure.  The 

exprimental results were similar for both flow rates, and the same tendency of U/Umax 

was observed in the measured area. The rise in U/Umax demonstrated in the graph (Figure 

4.25) signifies the re-suspension of fine particles due to bed shear stress.  Meanwhile, the 

particle displacement velocity was slow at lower flow rate (5.5 L/m) than at 11 L/m.  

Univ
ers

ity
 of

 M
ala

ya



153 

Figure 4.26 illustrates that the majority of fine particles were carried up with flow. 

However, at greater depth there was a stream elimination line that indicates the particles’ 

settling trend. In the left corner of the vector map, the impact of bed shear stress and wall 

boundaries made the particles spurt. If the frame could be adjusted closer to the inlet wall, 

this phenomon would be more apparent. 

 

Figure 4.25 : U/Umax graph at two flow rates of 11 L/m (a) and 5.5 L/m (b), near the 

inlet, bottom of the basin (zone c) 

At lower flow rate similar dispersion was estimated, though the image (Figure 4.26) 

shows more suspension of fine particles. The large blue spot and fine particle direction 

asserts the flow of fine particle displacement in the upper studied frame.  Moreover, the 

conjunction of particle directions proves the lower settling tendency to the bottom at this 

flow rate, therefore more suspended particles were predicted. It is inferred that drag force 

enhanced at the bottom of the retention structure and with decreasing flow rate, the 

suspension level rose.  
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Figure 4.26 : Overlay of scalar and vector maps of fine particle movement at flow rates 

of 11 L/m (a) and 5.5 L/m (b), near the inlet, bottom of the basin (Zone c) 

4.6.1.4 Near the outlet, bottom of the sediment basin (d-NOU) 

For the last experimental evaluation stage, the studied frame was adjusted to the bottom, 

close to the outlet to investigate the mechanism of fine particle displacement in a different 

corner of the sediment basin. The graph (Figure 4.27) displays that fine particles tended 

to re-suspend and settle at higher flow rate and flow to the outlet at lower flow rate. 

However, the fine particles were slower at lower flow rate, and a suspension zone was 
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detected at the left of the image (Figure 4.28). This motion occurred at the back of the 

tank and is necessary to define the Z-axis.  

 

Figure 4.27 : U/Umax graph at two flow rates of 11 (a) and 5.5 L/m (b) near the outlet, 

bottom of the basin (zone d) 

Apparently, the outlet influence was greater at lower flow rate, as the fine particles moved 

toward that point. But by increasing the flow rate to 11 L/m the velocity line increased in 

the graph (Figure 4.27) and fine particles tended to re-suspend in the water column more. 

Moreover, the shear bed stress and the basin’s bottom wall boundary moved the fine 

particles upward and produced an eddy zone in the middle of the tank although the force 

of inlet flow was very small in this section (Figure 4.28). All vector map changes are clear 

in the U/Umax graph.  Univ
ers

ity
 of

 M
ala

ya



156 

 

Figure 4.28 : Overlay of scalar and vector maps of fine particle movement at flow rates 

of 11 L/m (a) and 5.5 L/m (b), near the outlet, bottom of the basin (zone d) 

4.6.1.5 Near the outlet, upper sediment basin (e-NOB) 

The hydrodynamic behavior of fine sediment at the upper level of the sediment basin near 

the outlet was explored using PIV. Figure 4.30 displays the movement of fine particles at 

two flow rates, 11 L/m and 5.5 L/m. By tracking the fine particles on the vector map at a 

lower flow rate (5.5 L/m, Figure 4.29) it appears they settled in this section; however, the 

path deviated to the bottom right where the outlet was placed due to the elevation of the 

inlet and outlet. Nevertheless, at the left side of the studied frame there was more tendency 
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toward the left as well as settling. The U/Umax increased as the fine particle flow 

approached the outlet wall.  On the other hand, this particle velocity variation was much 

smaller than at higher flow rate of 11 L/m. 

 

Figure 4.29 : U/Umax graph at two flow rates, 11 (a) and 5.5 L/m (b), near the outlet, 

upper basin (zone e) 

The U/Umax graph demonstrates the variation in fine particle velocity at higher flow rate 

as decreasing at the left and increasing towards the right. The mechanism of fine particle 

movement at 11 L/m was different than at lower flow rate. The settling rate was higher at 

this experimental level, although the higher pressure dispersed the particles more and the 

circulation zones had lower velocity, which deflected the motion to the left.  At the bottom 

left corner of the image, a re-suspension zone was detected that shows the eddy force of 

the water layers. Additionally, by increasing the velocity of particle displacement, the 

flow tended toward the outlet. Thus, it can be said that the higher flow rate created a 

greater circulation zone and pressure difference, which changed the fine particles’ 

direction more than the lower flow rate. Generally, minor suspension was estimated at 

this sediment basin level. 
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Figure 4.30 : Overlay of scalar and vector maps of fine particle movement at flow rates 

of 5.5 L/m (a) and 11 L/m (b) near the outlet, upper basin (zone e) 

The overall view of these 5 zones showed the particles had higher velocity and faster 

hydrodynamic behaviour through the 11 L/m flow rates and the shape of tank caused the 

circulation of water after reaching to the wall therefore, many vortex zones has been 

created during the time and trapped the fine particles in different region. 

4.6.2 Fine Sediment Dynamics within the Retention Structure 

The key factor in using seed particles was the similarity in physical and transport 

properties between fine sediment and fine soil particles (15%) mixed with tracer particles 
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(Guasto et al., 2006; Maleoszewski et al., 2006; Spencer et al., 2011). The experimental 

method focused on non-cohesive particles, since soil particles at high concentration 

absorb water and floc size increases with time. The water flow was in transitional 

condition; therefore, during fine sediment transport in the sediment basin, different 

circulation was created in each area. It should be noted that the study assumption concerns 

fine spherical particles. Ebel (2009) identified the particle smaller than 10µm with 

velocity more than 0.001 m/s remains suspended.  

The study observations proved that part of the fine sediment passed through the outlet 

pipe or settled in the pipe due to the pipe boundary (Kaminsky et al., 2008). Moreover, a 

minor part of the particles settled in the rest of the test and produced a homogenized fluid, 

though with a low particle concentration (Adrian, 2005). The variation in flow rate proved 

that the mechanism of particle mobility changed and the lower flow rate instigated particle 

flow with regular motion while the influence of gravitational force enhanced. Moreover, 

the studied particles’ flow velocity in the studied point confirmed the decline in flow rate 

from the inlet to the other side of the tank on the X-axis (Jones & Wadzuk, 2013). The 

overall findings from the examination demonstrate that the detention structure with 

medium water level had a greater siltation problem at high flow rate and the fine sediment 

concentration decreased with distance (Li et al., 2007). Therefore, the combination of 

particle size (<63µm - 20-50 µm), water level (25 cm), water flow rate, and retention 

surface shape helped understand the settling mechanism of fine sediment with the studied 

method (Nichols  et al., 2013).  

The retention structure was made with two vertical layers. The upper layer showed that 

the fine particles displaced faster toward the first level of water above the bottom and 

tended to settle; thus, gravitational force was stronger at the upper level.  Hence, the layer 

of fluid below demonstrated the suspension of fine particles in the water column, which 
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is evidence of bed shear stress and Newton’s third law that states that reaction force is of 

the same magnitude but in the opposite direction. Therefore, by approaching the bottom 

of the basin, the particles went upward with the flow (Mitchell & Burgess, 2004; Rex & 

Petticrew, 2011).  

The surface motion dispersed the fine particles in different directions. The motion in this 

layer was somewhat greater, and by approaching the inlet, the flow rate and flow rate 

power reached this layer with less variation. The influence of wind on siltation was 

ignored (Kunkel et al., 2013). The fine particles went downward to the water depth level 

near the inlet, and then adjacent to the bottom the particles diffused by bed shear stress 

and the eddy boundary. Therefore, the resistance force enhanced in fine particles, which 

suspended in the water column. Although the higher flow rate increased the frictional 

force at the bottom of the basin, the erosion rate escalated.   

 

Figure 4.31 : A schematic of fine particles circulation 

The displacement of fine particles in the bottom layer varied with distance: the nearer the 

flow was to the inlet, the more the particles dispersed and re-suspended at higher flow 

rate. By approaching the outlet, the fine particles moved with frictional force toward the 

outlet. Therefore, an undesirable outlet condition at higher flow rate was more likely. The 

lower flow rate caused a higher rate of fine particle settling; however, the resistance of 

the bed re-suspended the particles in the water body. Moreover, the outlet’s dragging 
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force was greater at low flow rate, thus the density increased at low flow rate (Lindken & 

Merzkirch, 2002; Spencer et al., 2011). The low flow rate maps (Figures 4.28 and 4.29) 

display more steady flow conditions. It can be concluded that during no-flow condition 

the fine particles settled easily.  Thus, as high flow rate disperses the particles more, water 

quality declines during high seasonal flow (Wong et al., 2006).  

The studied area dimensions affected fine sediment movement. As such, the sediment 

basin size changed the motion result, which is a phenomenon called volume pond 

efficiency (Khan et al., 2013; Senatore et al., 2013). The effect of fluid viscosity and 

density were more identifiable in fine particle transport. Since the fine particles had small 

diameters, the impact of density in the upper water layer, especially near the outlet, as 

well as viscosity resistance at mid-water depth (Figure 4.30) were apparent (Barnard et 

al., 2013; Bo et al., 2013). Overall, the hydrodynamic behavior of fine sediment was 

classified based on the position in the retention structure. In deeper water, the suspension 

level of fine sediments enhanced, although a lower flow rate helped diminish it. 

Additionally, the drag force and density value increased near the outlet (Paris et al., 2010; 

Tu et al., 2001). 

4.6.3 Impact of Water Depth, Inlet and Outlet Configuration  

The test was run for same condition as last experiment with changing the difference in 

height of water to 20 and 44 cm to study the effect of depth on hydrodynamic behaviour 

of fine sediment. In here, the place of outlet was varied between two locations. First the 

inlet and outlet placed in same height, then they set with elevation from each other, Figure 

3.5 illustrates the conditions. 
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4.6.3.1 Fine particle mechanism in different depths 

The results of fine particle seeds settling down in sample one at 20 cm water depth showed 

that at higher flow rate (Q=11 L/m) they were transported faster than at lower flow rate 

(Q=5.5 L/m). Although there is greater change in velocity at lower flow rate (-0.002 to 

0.004 m/s), the fine particles (D=20-50 µm) were re-suspended from the bottom of the 

tank where they had lower velocity as they returned to the flow direction, when they 

remained in regular lines and their velocity tended to decrease. The analyzed images of 

fine particle movement at different flow rates demonstrated that fine particles of clay in 

sample one (20-50 µm) settled down at the higher flow rate (Q of 11L/m). However, at 

Q of 5.5 L/m the fine particles displaced more slowly and the vector map illustrates that 

the particles moved on a steady curve (turbulent boundary layer) to the left and they 

tended to settle beyond this distance. 
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Figure 4.32 : U/Umax graph of sample one (D=20-50 µm) at different water flow rates 

(Q=11 and 5.5 L/m) in two water depths, 20 cm and 44 cm. Upper Outlet shown by UO 

Evidently, at higher flow rate the fine particles dispersed more and at the left side of the 

image (Figure 4.34) a flux toward the outlet was detected. It can be concluded that the 

particles traveled downward towards the outlet. Therefore, the suction power of the outlet 

pulled the fine particles in the left direction, although the particles were pushing up at the 

end side of the frame at 5.5 L/m flow rate, which showed the weakness of gravity force 

on the eddy layer of water. The influence of inlet and outlet elevation was more evident 

at higher flow rate, as the fine particles displaced disorderedly in water. The velocity 

variation of fine particles at higher flow rate in the graph illustrates the amount of pressure 
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on the movement of particles was higher and the viscosity of water decreased with rising 

flow rate. This means that higher stress made the fine particles flow through the water 

body.  

 

Figure 4.33 : U/Umax graph for sample two (D=1-20 µm) at different water flow rates 

(Q=11 and 5.5 L/m) and two water depths, 20 cm and 44 cm. Upper Outlet shown by UO 

By changing the outlet height, the inlet pipe height was adjusted accordingly, and the 

behavior of fine particles transformed. Fine seeded particles in sample one at 11 L/m flow 

rate started settling down at regular flow. The graph in Figure 4.32 visualizes this 

conversion of particle flow when the velocity of fine particles decreased with time. Lower 

Univ
ers

ity
 of

 M
ala

ya



165 

water flow rate (Q of 5.5 L/m) carried the fine particles (D 20-50µm) in steady lines to 

the bottom of the basin. The direction of the arrows on the vector map illustrates that a 

forward-driving force was acting on the particles at a flow rate of 5.5 L/m. This potentially 

happened due to the boundary layers, which hindered the settling velocity at this water 

level in the existing condition. Based on the result, the fine particles at both flowrates 

tended to settle down. Although, this behavior differed at higher flow rate, whereby the 

terminal velocity (vt) of fine seeded particles in sample one was higher and fine particles 

at 11 L/m flow rate increased the particles’ density and decreased the fluid’s viscosity 

(vt= 0.0004-0.006 m/s). Therefore, fine particles (20-50 µm) in water depth of 20 cm (h) 

moved faster at higher flow rate and tended to settle down at the same inlet and outlet 

heights.  
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Figure 4.34 : Vector overlap and scalar map of sample one (20-50 µm) at 20 cm depth 

in variation of flow rate (Q=11 and 5.5 L/m) with different outlet placements (UO- 

images b and d) 

The homogenized mix of fine soil and water seeded with fluorescent particles having 

smaller particle size diameters (1-20µm) at 20 cm depth was tested in the same condition 

as that used for the first type of fine particles. The resulting graph (Figure 4.33) 

demonstrates the investigation of sample two at lower flow rate of 5.5 L/m. Here, the 

velocity ratio (U/Umax) increased and the fine particles’ velocity ratio exhibited a curve 

that indicates the influence of the outlet as all particles moved downward. However, it 

must be noted that only part of the particles settled down and the rest went out with the 

flow. At 11 L/m, when approaching the outlet zone, fine particles (D 1-20µm) were 
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transported to the right side and followed the flow steadily. The left side of the frame 

(Figure 4.35) shows that the fine particles were trapped in circulation zones and revolved 

towards the left, then settled down. The shear velocity of sample two at 11 L/m was higher 

(almost 0.009 m/s) than the lower flow rate. Generally, sample one with larger diameter 

(20-50 µm) had greater mean velocity than sample two in a similar condition.  

 

Figure 4.35 : Vector overlap and scalar map of sample two (1-20 µm) at 20 cm depth with 

flow rates of 5.5 L/m (a and b), 11 L/m (c and d) and different outlet placement (b and d) 

The results revealed that the smaller particles in sample two were transported differently 

at 5.5 L/m after adjusting the upper outlet (UO). The outlet pressure decreased while the 

bed layer boundaries and hindered settling produced turbulence in the particle movement. 
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The captured frame was at mid-depth, between the inlet and outlet. Thus the re-suspension 

of particles from the bed layer was apparent.  A circulation zone was spotted at the right 

side of the frame, which occurred due to the turbulence of fine particles. At higher Q, fine 

particles (1-20 µm) settled down near the inlet and were pushed up when approaching the 

outlet. In the examined water circulation, when the fine particles encountered higher 

pressure, their density reached a value higher than water. The particles then settled down, 

but on the X-axis, close to the outlet the re-suspended particles were interrupted by the 

bed wall, moved up and became suspended in water. The U/Umax values indicate a 

similar velocity attitude for both flow rate and outlets with the actual value difference 

based on flow rate. According to Stokes’ law the gravitational force was stronger at the 

same inlet and outlet levels, therefore the tendency to settle was enhanced. 

4.6.3.2 Fine particle hydrodynamic behavior in different depths  

The next variable that was investigated in the study was the impact of water depth on fine 

particle movement, or settling. The studied tank was filled with water and fine soil (15% 

volumetric concentration) up to 44 cm (h) depth and was then seeded with fluorescent 

particles (20-50 µm and 1-20 µm). Then the same tank area was explored by capturing 

images of the light emitted by seed particles (PIV technique). The remaining condition 

for the method was the same as that examined for 20 cm water depth. 

The U/Umax graph (Figure 4.32) displays the transport of fine particles in sample one 

(20-50 µm) at flow rates, 11 L/m and 5.5 L/m. The result signifies the same variation in 

velocity ratio over distance. This proves the decrease in mean velocity at this depth, which 

means the particles, reached a point of higher stability and tended to settle. 

The combination of scalar and vector maps for sample one at higher flow rate and a depth 

of 44 cm demonstrates the re-suspension of particles at the left side and their tendency to 
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settle at the right side of the frame. The detected suspension occurred due to bed wall or 

bed shear stress that moved the particles upward in the water. Then, with the release of 

bed layer pressure the particles were propelled to the outlet, so the outlet suction pressure 

was stronger. The apparent impact of depth variation on fine particle movement was the 

velocity ratio, where the particles were transferred more slowly with increasing water 

depth (maximum U/Umax 0.0009m/s (44cm), 0.01m/s (20cm)).  Figure 4.38 

demonstrates the hydrodynamic behavior of sample one at lower water flow rate (5.5 

L/m) and low pressure position, which caused the steady linear movement of particles 

toward the outlet. This is because the outlet was near the basin’s bed and the wall 

boundaries diminished the transport velocity of particles at lower flow rate (5.5 L/m).  At 

44 cm depth, the displacement (x) of fine particles over time at flow rate (Q) of 5.5 L/m 

was higher than at 11 L/m. This result is opposite the findings at 20 cm depth. Therefore, 

it can be concluded that with increasing depth, fine particles (20-50 µm) were transported 

quicker than at 11 L/m. It shows the higher flow rate dispersed particles in the layers 

above. Due to collisions with the boundary layers, the eddy zone was observed and 

particle movement accelerated. Another reason for this issue is that the water surrounding 

the area with particles reduced the gravitational force, therefore the water diffusion 

dispersed the particles.   

Univ
ers

ity
 of

 M
ala

ya



170 

 

Figure 4.36 : Vector overlap and scalar map of sample one (20-50 µm) at 44 cm depth 

with flow rates of 5.5 L/m (a and b), 11L/m (c and d), and different outlet placements (b 

and d) 

Next, the elevation between the inlet and outlet diminished and they were adjusted to be 

in a line, thus the impact of the upper outlet (UO) was studied. It was found (Figure 4.32) 

that the ratio of displacement velocity (U/Umax) developed along the same curve shape 

and the variation in U/Umax tended toward a convex function at both flow rates (Q). 

Moreover, the dispersion of particles decreased quickly, and at both flow rates fine 

particle settling was observed. Evidently, with higher outlet, the incoming pressure from 

the outlet on the fine particles diminished, so the particles settled steadily. However, the 

terminal velocity (Vt) increased in the UO condition compared with the elevated inlet. It 

Univ
ers

ity
 of

 M
ala

ya



171 

is inferred that by increasing the water depth and adjusting the inlet and outlet to the same 

height, fine particles (D=20-50µm) settled and their suspension rate reduced with the 

closed outlet. This behavior supports the theory that settling velocity increases when 

approaching bed water level. 

 

Figure 4.37 : Overlap of vector and scalar map of sample two (1-20 µm) at 44 cm depth 

in two flow rates of 11 L/m and 5.5 L/m, by different outlet placements (b and d) 

Figure 4.37 demonstrates the different tendencies of fine particle (1-20 µm) movement in 

both flow rates (Q). The concave function of fine particles (1-20µm) at lower flow rate 

(5.5 L/m) and elevated inlet and outlet was observed. However, the hydrodynamic 

behavior of fine particles (1-20 µm) in the operating Q (5.5 L/m) was to settle, the fine 

particles followed the force of gravity and there was no viscosity resistance for the fine 
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particles. Similar behavior was detected for particles at higher flow rate (11 L/m) although 

the U/Umax graph shows the velocity ratio distribution was increasing linearly with a less 

convex curve. Fine particles were transported with higher values of velocity (Vt) at higher 

flow rates, which was different for particles with larger diameter. The phenomenon 

occurred because of the impact of particle diameter and flow rate on depth. The smaller 

the particle diameter, the more rapid the speed of particle displacement was. By altering 

the outlet to a higher position (UO), the U/Umax value decreased in the area. Thus, 

diverse tendencies of particles with larger diameters were discovered, though the fine 

particles (1-20 µm) settled at higher fluid flow rate (11 L/m). Additionally, at UO and 5.5 

L/m flow rate the fine particles (1-20 µm) resisted the gravitational force and were 

transported to the upper layer.  On the other hand, finer particles behaved differently from 

all studied conditions in this step and tended more toward the action of particles at 20 cm 

depth. In Figure 4.37 an eddy layer was observed in the middle of the scalar map that 

interspersed the flow above and pushed the particles down; a small circulation zone was 

also seen near the outlet wall. Bed shear stress and wall boundary influenced the smaller 

particles at lower flow rate.  Consequently, fine particles were expected to suspend in the 

water body; however, by approaching the bed, the pressure decreased. 

4.6.4 Impact of Depth and Outlet Location on Fine Particles Movement 

Mechanism 

The fine sediments were assumed to be spherical. Based on the results, the drag resistance 

of fine particles rather than to gravitational force varied at different flow rates (Q). 

According to other studies, there is a correlation between the function of Reynolds 

number (Re) CD =24/R that is constant ~ 0.4 for 103 <Re < R crit ~ 3 for 105 based on 

the Stokes law (Jiménez & Madsen, 2003) and particle diameter size. It was observed 

(Figures 4.35 and 4.37) that fine particles exhibited more resistance at lower flow rate 
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and were suspended in the water body when the inlet and outlet were elevated. The finer 

particles (1-20µm) were transported smoothly with flow and their direction was 

influenced by the different forces in this case, although with rising water depth at lower 

discharge (Q) re-suspension behavior was detected.  In addition, the suspended bed load 

detected at this point of the study was higher than when using an upper outlet. Generally, 

the fine particles had viscoplastic behavior and the water reached a critical content state. 

Thereafter, the particles exhibited viscous behavior without further changes in water 

content (Mahajan &Budhu, 2008).  By varying the water depth (h), the explained behavior 

appeared clearly in the settling velocity and movement of fine particles. The fine particles 

traveled to the bottom of the basin constantly by increasing the distance between the water 

surface and bottom of the basin. It was demonstrated that the influence of depth on 

velocity ratio decreased the rate of suspension in rising water level. However, the outlet 

point was a major factor in this behavior. By elevating the inlet and outlet, the particles 

moved in the outlet’s direction and their path changed to the right. The placement of the 

inlet and outlet in a line in water caused a decline in the suspension of particles and 

enhanced siltation level.  

The impact of stream power on the fine particle transport mechanism was investigated by 

varying the flow rate (Q) by means of a pump. The variation of discharge Q displayed 

that higher flow rate transported particles over the distance faster, and when the particles 

were smaller the rate of dispersion enhanced (Figures 4.33 and 4.35). Thus, the dispersion 

of fine particles in fluid with less raise was higher and more suspension was found (Ali 

et al., 2011; Huang, 2007; Hadad, 2013). Varied flow rates caused faster pond siltation, 

therefore the difference in fine particle transport mechanism was obvious (Harrison et al., 

2007). However, the roles of particle diameter (D) were essential, and mean velocity 

increased with smaller diameters (Jones &Wadzuk, 2013). Higher flow rates generated 

tidal hydrodynamics in the water body, which controlled fine sediment transport and 
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encouraged the resistance of fine particles in the middle of the tank (Shi et al., 2006; Yu 

et al., 2013).  The mobility of fine particles at greater depth increased their settling and 

decreased suspension (Mitchell et al., 2006). The incoming fine particles altered their 

direction with outlet placement and depth of water; the elevation of the inlet and outlet 

(Figure 4.34) generated a surge in the lower fluid layer that carried the fine particles at 

different angles (Mitchell, 2010). The mobility and direction of fine particles at greater 

depth revealed the correlation between depth and particle settling. By traveling from the 

inlet and being carried out by the outlet force, the fine particles tended to form siltation 

more and at higher flow rate their settling rate augmented (Tang & Wang, 2009; Toriman 

et al., 2009; Tu et al., 2001). 

Near the bed, velocity was higher when the inlet and outlet were elevated, therefore water 

flow transported sediments faster (Figures 4.36 and 4.37). The 20 cm water level 

somewhat showed the fine sediment transport mechanism near the water surface layer, 

the increasing settling  mean velocity and the linear transport of fine particles with 

increasing water levels (Bayani Cardenas, 2008; Mitchell & Burgess, 2004). Darcy’s law 

that defines all positive velocity U (m/s) proves that particles moved from a high pressure 

area to low pressure; therefore the result was positive. The near-bed velocity of particle 

displacement was lower at higher water levels; even the influence of outlet relocation was 

not great on fine particle displacement velocity in the area.   At 20 cm depth, the impact 

of water flow rate on particle size was apparent, as larger particles displaced faster and 

showed less resistance to falling, thus gravitational force was more powerful. 

4.6.5 The Impact of Inlet on Hydrodynamic Behavior of Fine Particle  

The sediment basin was filled up to three levels of water: 16.5, 19, and 22 cm. The 

adjusted depth allowed for the investigation of fine particle displacement in the designed 

sediment basin with different incoming water conditions. The three water inflow stages 
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were named according to the distance of the inlet pipe from the water surface, i.e. U 

(Upper), M (Middle) and L (Lower). The assumption was that the retention had one inlet 

and one outlet, thus the upper inlet pipe at 20 cm water level was open and two different 

outlets were explored. The maximum power for the pump to produce the water flow rate 

was around 11 L/m, so the water flow rate varied between 11 L/m and 5.5 L/m. Based on 

the Reynolds number, the water flow could be described as transitional flow (near laminar 

flow) and the fine particles were moving in water close to natural behavior.  

4.6.5.1 Inlet higher than the water surface level  

The first instance studied was a water level of 16.5 cm, which was below the inlet pipe. 

Thus the values for this condition are given as U (The upper than the water level). In this 

part of the test, the outlet was the lowest pipe at the opposite side of the tank. The sediment 

basin was controlled according to the water flow to find the best place for using PIV to 

eliminate bubble errors in analysis. Since the distance or height of the inlet compared to 

the water level caused higher incoming water pressure based on the gravity force in falling 

water, oxygen was released in water, creating bubbles in the first tank area.  
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Figure 4.38 : Graphs of sample one and sample two with a lower outlet 

Therefore, the study focused on the first, horizontal part of the tank without bubbles. The 

nearest place from the inlet was selected to begin the test on fine particle movement. In 

addition, all images in different test conditions were taken from the same area. The result 

of sample one (20-50 µm) in U condition (Figure 4.38) indicates the high dispersion of 

fine particles in the middle of the water body. At a flow rate of 11 L/m, the mixing of fine 

particles in water flow created turbulence that trapped some fine particles; thus particles 

began to disperse at this water level due to the water flow impact. It showed there is a 

linear increase in transport capacity with increasing mean flow( Zhang et al., 2011).  The 

recirculation zone upstream of the frame showed that the particles re-suspended in the 

water body with the flow force. Such effect of deflection angle in the presence of 
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recirculation zones is probably due to the role of the screen deviation angle, which in turn 

influences the longitudinal pressure distribution (Figures 4.39).  

 

Figure 4.39 : Scalar and vector static maps of sample 1(a and b), and sample 2(c and d) 

at upper inlet pipe placement, a and c flow rate of 5.5 L/m and, b and d flow rate of 11L/m.   

The mean shear velocity decreased with time as fine particles moved on the abscissa; 

moreover, the change in particle velocity from negative, -0.6 (mm/s), to positive velocity 

of 0.5 (mm/s) proved that the inlet flow swerved the fine particles (Figure 4.39). 

Therefore, the particles re-suspended from the bottom of the tank to the upper water layers 

and settled down in the next horizontal layers in front.   

As described in the flow rate graph, at around 5.5 L/m the fine particles veered their 

direction from bottom to top, and some small recirculation zones were detected. Although 
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the particles’ movement was much slower than at higher flow rate (11L/m), still the lower 

water level condition from the inlet caused the dispersion of particles. The incoming water 

penetrated the water layers and broke down the van der Waals force of water molecules. 

The high pressure reached near the bed, dispersed the fine particles and changed their 

direction or re-suspended them. The results of mean velocity signify that fine particles 

settled better in a lower flow rate range. Moreover, the second type of fluorescent particle 

size (1-20µm) result shows that in the L condition (Figure 4.38) fine particles moved up 

again, but the difference in particle size between samples two and one was the amount of 

deviation from the path.  

At a flow rate of 5.5 (L/m), the particles moved forward in laminar flow.  In addition, the 

arrows show that the particles followed the streamline in a parallel direction.  It can be 

observed that particles suspended in the middle of the tank moved slowly. Fine particles 

in sample two with a flow rate of 11 (L/m) in the U condition were transported to upper 

layers with a curve, but the intensity of particle movement differed from sample one since 

no recirculation zone was observed (Figure 4.39).  

4.6.5.2 Middle inlet pipe flow  

The second condition was tested in this study by adjusting the water level to the middle 

of the pipe. Here, we tried to investigate the influence of water level height from the inlet. 

In this stage, the water level was nearly 19 cm and water was gushing from the middle of 

the inlet pipe (middle of inlet, M). The valve of the lowest outlet pipe was open. Sample 

one with a flow rate of 11 (L/m) followed the flow steadily (Figure 4.40), although at a 

certain angle of the image frame re-suspended particles returning to the settling flow were 

detected.  The scalar map of the lower flow rate (5.5 L/m) shows that the fine particles 

glided in the water body and tended to settle down, which is the opposite of the U 
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condition (Figure 4.41). At higher flow rate (11 L/m) the fine particles in sample one 

settled down, moved on the horizontal axis, and displayed conical circulation.  

 

Figure 4.40 : Graphs of sample one and sample two with an upper outlet 

The decrease in flow rate caused higher settling velocity at 5.5 L/m, which represents the 

greater effect of gravity force. Water is a low viscosity material, and the fluid of soil and 

water at low concentration as used in the study exhibited near Newtonian behavior 

(Markgraf et al., 2012).  

Therefore, the fine particles of various sizes (20-50 µm) traveled to the bottom of the 

tank, where the gravity force is higher than the drag force. The velocity ratio showed a 

decrease in setup operation velocity at 11 (L/m) and an increase in this condition at 

5.5(L/m). The figure shows that the fine particles in sample one moved anti-clockwise at 
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high flow rate. This happened because of two recirculation zones that propelled the 

particles downwards, unlike the majority of fine particles.  However, the velocity 

variation was small (around 0.0001 m/s). Particles tended to steadily settle down at 5.5 

(L/m) more so than at 11 (L/m). The graph of particle movement proved this movement 

tendency toward the outlets. In the designed sediment basin the first condition attempted 

did not allow to convert the place of outlet pipe to other model as the water level was 

lower than the selected outlet for all different outlet locations. Nevertheless, by increasing 

the water level (depth), the water surface rose and reached the upper outlet pipe. 

Therefore, in the M condition, the lower pipe was closed and new water circulation was 

developed to study the effect of outlet location on fine particles settling. In order to 

achieve this, the pipe that was placed on the opposite side of the inlet pipe at the same 

level (upper outlet, UO) was opened and the tests were run with the same variables 

(Figure 4.40).  
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Figure 4.41 : Scalar and vector static maps of sample 1, middle inlet pipe flow, a. flow 

rate of 5.5 L/m and, b. flow rate of 11L/m  using lower outlet, c. flow rate of 5.5 L/m and, 

d. flow rate of 11L/m  using upper outlet. 

Sample one during higher water flow (11L/m) with UO settled to the bottom of the tank 

with decreasing velocity and exhibited laminar flow in some parts of the frame (Figure 

4.41 and Figure 4.45). According to the results, the particles in sample one altered their 

path to settle down under the influence of flow to the right side. They were transported 

more steadily and along the line without a circulation zone.  

Thus, the flow with adjusted inlet and outlet on the same line made the particles in sample 

one move with greater order, and it seemed the fine particles tended to settle down as the 

outlet location changed. The result of sample one with lower water inflow (5.5 L/m) and 
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OU confirmed the outlet location in this flow did not alter the particles’ behavior of 

settling at lower flow rates; however, the mean velocity difference was smaller when 

using the upper outlet (Figure 4.41). Therefore, it can be concluded that water flow with 

an upper outlet guided the particles in a calmer streamline in the tank than a lower outlet 

pipe. This happened because of the pressure difference rate, and when the water flow 

distanced itself from the inlet it lost its original force. But as the water flow approached 

the outlet, the pressure rose in the bottom water layer, so more dispersion or disorder was 

exhibited (Vu & Tan, 2010). 

 

Figure 4.42 : Scalar and vector static maps of sample 2, middle inlet pipe flow, a. flow 

rate of 5.5 L/m and, b. flow rate of 11L/m  using lower outlet, c. flow rate of 5.5 L/m and, 

d. flow rate of 11L/m  using upper outlet. 
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The vector map of sample two (Figure 4.42) illustrates that finer particles had higher 

average velocity in particle displacement. Figure 4.42 shows that sample two in M 

condition formed two different behaviors. At one side near the inlet, the particles re-

suspended in the upper layers then followed the gravity force to settle down. Curve 

irregularity was noted in some parts, and after a while, with increasing distance from the 

inlet pipe the graph tended to settle down. As the water flow pressure varied with distance 

from the inlet, the particles got out of inlet flow order (Figure 4.38) and followed the 

gravity force. At the lower water flow rate (5.5L/m), fine particles (sample two) dragged 

to the bottom and more settling action was observed (Figure 4.42). 

Moreover, an evaluation of the vector map for flow rate of 5.5 (L/m) in both samples 

demonstrated similar particle settling at different velocities (Jones & Wadzuk, 2013). 

Owing to the smaller particle size of sample two than sample one, higher settling velocity 

was recorded. The tendency of particles to settle was higher in sample one at lower flow 

rate. It was found that samples sized 1-20 µm experienced re-suspension at a lower flow 

rate (5.5 L/m) and for upper outlet UO (Figure 4.40), while by approaching the outlet 

wall, the flow tended to change direction and settle the particles back at the bottom. Fine 

particles were investigated at a higher flow rate in the same water surface level condition 

and inlet pipe. The upper outlet resisted more and transported particles towards the bottom 

layers directly rather than following the water flow in the outlet direction (Wong et al., 

2006). This minimal circulation is evident in the right corner of the image, where particles 

in sample two with smaller diameter settled back down. Although at higher water inflow 

(11 L/m) fine particles behaved similar to the previous outlet location, they gyrated to the 

bottom left of the tank directly and strained toward the upper layer when approaching 

outlet pressure. The impact of gravity force appeared better with sample two. 
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4.6.5.3 Water level higher than the inlet pipe 

The final examination setup had two similar variations as described above. First the water 

level was raised higher than the inlet pipe, to 22 cm. Then the lowest outlet pipe was 

opened.  

Sample one at both flow rates tended to settle steadily to the bottom of the tank (Figure 

4.43). The biggest difference in particle movement between these two different water 

levels was about the ratio of particles’ mean velocity (Figure 4.38). The particles of 20-

50 µm moved faster at higher inflow rate than 5.5 (L/m). The achieved result for sample 

two (1-20 µm) showed similar tendencies of particles descending to the bottom (Figure 

4.42). However, the fine particles had a more wavy motion at the 11 (L/m) inflow rate 

(Figure 4.44). The movement of sample two at 11 (L/m) flow rate is described in the 

graph as raising the velocity values during the first period of image recording, after which 

both conditions exhibited a similar decrease in velocity (Figure 4.38).  
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Figure 4.43 : Scalar and vector static maps of sample 1, water level higher than the inlet 

pipe, a. flow rate of 5.5 L/m and, b. flow rate of 11L/m  using lower outlet, c. flow rate 

of 5.5 L/m and, d. flow rate of 11L/m  using upper outlet, with displacement velocity 

The fine particles in sample one replicated their behavior with the transfer of the outlet 

towards the top, so the vector maps show the same motion (Figure 4.43). However, in 

reality the particles’ dragging velocity increased in upper outlet condition. As such, this 

result verified that the same line of inlet and outlet and upper water surface level improved 

the extent of siltation in the middle of the tank. 

The effect of this stage of water income on the settling of sample two displayed that a 

higher flow rate (11 L/m) guided the particles to settle. However, some water wave 

circulation was spotted in the middle of the frame but at the end the particles descended 
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to the bottom. The same condition with flow rate of 5.5 (L/m) revealed the same motion 

as sample one. Therefore, it could be established that this level of water income (above 

the pipe) was an effective model of incoming water. Sample two performed differently 

with upper outlet adjustment, whereby at higher flow rate (11 L/m) the particles passed 

in order without any wave motion, but acted with fluctuating values at flow rate of 5.5 

(L/m) (Figure 4.40). It seemed the upper outlet caused greater pressure for lighter particles 

at lower flow rate, therefore it divided into two groups (Figure 4.44): in the first group 

the particles were settling down, and in the second group they tended to rise in the water 

level. Somehow, those particles remained suspended in the middle of the tank.  

 

Figure 4.44 : Scalar and vector static maps of sample 2, water level higher than the inlet 

pipe, a. flow rate of 5.5 L/m and, b. flow rate of 11L/m  using lower outlet, c. flow rate 
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of 5.5 L/m and, d. flow rate of 11L/m  using upper outlet, with displacement velocity in 

m/s 

4.6.6 Effect of Inlet on Dispersion of Fine Particles 

The results signify that the space between the water inlet and water surface level had an 

impact on fine particle displacement. As the inlet was higher than the water surface level, 

the water layer changed, driving the water flow with more force to forward layers. 

Therefore, the fine particles lost their drag force and loaded to the bottom of the tank then 

went forward again. Moreover, the fine particles collided with each other so a circulation 

zone was observed in the U condition. However, as the inlet approached the water surface 

level, the effect of density and viscosity were clearer as the undercurrent flow was more 

calm (Paris et al., 2010). According to the results, the fine particles resisted force and 

frictional force in the middle of the basin under the M and L conditions at 11 L/m flow 

rate. The density phenomenon can influence the results of the fine particles in the basin 

because the low Reynolds number characterized the flow (Barnard et al., 2013; 

Maleoszewski et al., 2006).  

It was proved that water pressure reduced in the middle of the tank under this condition 

and gravity force carried the particles towards bottom layers. The pond volume efficiency 

was considered, whereby it could affect the behavior of fine particles and the laboratory 

facility could limit the data (Maleoszewski et al., 2006; Persson et al., 1999). 

Nonetheless, it should be noted that varying results were obtained because the 

performance of the studied forces was tested at different ranges of morphologic 

conditions. With variation in flow rate at the stream, the fine particles’ settling direction 

changed and their average velocity varied. This is because the higher flow rate of 11 L/m 

caused more dispersion of the fine particles in sample one (Figures 4.41-43). Although, 
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the smaller particles of sample two showed greater variation with flow, and the 

suspension behavior of the particles (<63µm) (Jones & Wadzuk, 2013) during siltation 

was coherent.  

It is worth mentioning that the frame under study was in the middle of the tank, therefore 

it was far from the peak flow and the flow rate was approximate in the studied location. 

The result of sample two with smaller particle diameter size emphasized that the decay 

coefficient was highly dependent on particle size (Nichols et al., 2013; Hadad, 2013; Yu 

et al., 2013). 

In the study the impact of wind in siltation neglected since the laboratory technique 

limited the nature condition, therefore lift force of air was not considered (Kunkel et al., 

2013). In addition, the fine particles settling determined under influence of switched 

outlets to explore the influence of outlet in fine particles settling (Nichols et al., 2013). 

Fine particles movement in the sediment basin was transformed depend on the water 

circulation as it realized the upper outlet or the construction of inlet and outlet in same 

height was effective in keeping the fine particles movement in steady lines (Figure 

4.41,and 4.42) and avoid the eddy and dispersion zones (Talling et al., 2012). The place 

of outlets shown the impact of gravitational acceleration improved more with using upper 

outlet and fine particles incline to settling down. Also it happened when the lower valve 

was opened then pressure of water flow in outlet drafted the particles to the bottom but 

the influence of bed shear stress enhanced the re-suspension and created eddy of particles 

or circulation zone, thus particles remained suspend in water body, hence the place of 

outlet role a barrier to siltation (Sharip & Zakaria, 2007). 

It was explored different hydraulic variables such as stream power, shear stress, and 

effective stream power had influence on the fine particles transport in tank (Ali et al., 

2011). Although it should note widely, varying results were obtained because the 
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performances of studied forces were tested in different ranges of morphologic conditions. 

With variation of flow rate at the stream the fine particles settling direction was changed 

and the average velocity of fine particles had varied; as the higher flow rate of 11L/m 

caused more dispersion in fine particles of sample one (Figure 4.43, 4.45). Although 

smaller particle of sample two shown more variation with flow and the suspension 

behavior of fine particles (<63µm) (Jones & Wadzuk, 2013) during siltation was coherent. 

It should note the frame of study was in the middle of tank therefore it was far from the 

peak flow and the flow rate was approximate in the studied location. The result of sample 

two with smaller particle diameter size emphasized that the decay coefficient being highly 

dependent on particle size (Nichols et al., 2013; Hadad, 2013; Yu et al., 2013). The wide 

varied of fine particles direction passed through the water proved smaller particles with 

lower flow rate could suspend in water level that in the width of pond settled down in 

time (Li et al., 2007) therefore, longer path affected in decreasing the fine particles 

suspension.  

4.7 Sedimentation Efficiency  

In this section, an attempt is made to develop the PIV method results and examine the 

rate of collecting efficiency in the designed settlement basin. Therefore, Stoke’s law is 

used to make a comparison between different flow rates and the depth influence on the 

sedimentation rate or collecting efficiency of the tank. It should be clarified that the 

experiment result analysis was done for elevated inlets and outlets, although it was 

realized that having the outlet at the bottom of tank decreased the efficiency of the 

sediment basin and is thus not suitable for wastewater treatment. The collecting efficiency 

demonstrated the effect of particle size on the settling velocity of particles, which was 

calculated with Stoke’s law and the ratio between the settling velocities resulting from 

PIV. The calculated velocity was introduced as the collecting efficiency. Muhanned 
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(2013) showed that the settling velocity of particles significantly varies according to 

particle path during settling. The study showed that the spherical particles pursue a 

vertical path during settling, and the irregular-shaped particles follow different paths and 

orientations, like springing, circular, oscillating and unstable paths. These orientations 

decrease the settling velocity of irregular-shaped particles (Muhanned, 2013). 

4.7.1 Collecting Efficiency in Different Locations  

The collection efficiency rate is determined based on the PIV results in sections 4.6.1 and 

4.6.3 for the displacement path of fine particles in 4 zones of the rectangular tank and 

impact of depth, respectively. The collecting efficiency is dependent on tank size and 

flow rate. In this study, the tank was divided into different areas and the different tank 

frames were investigated in the same water flow and fluid depth conditions. 

Subsequently, the effect of different depths, inlets and outlets on collection efficiency was 

evaluated. 

Higher flow rates caused lower collecting efficiency, which means that higher turbulence 

occurred with higher flow rates. It should be noted that the resulting graph regarding the 

collection efficiency is related to the rectangular reservoir designed.  

4.7.1.1 The effect of flow on siltation 

According to section 4.6.1, four regions, A, B, C and D were named in the tank and the 

influence of particle size, flow rate and study location was explored. It was found that 

flow rate can affect the settling velocity of particles. Two flow rates of 11 L/min and 5.5 

L/min were applied to survey the behavior of fine particles in four different locations of 

the sedimentation tank. In two dimensions PIV study, the velocity of vectors in U and V 

components illustrated.  Hereby, the V component represents the settling velocity in this 
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study. Thus, the settling velocity rate over the calculated settling velocity of different 

particle size shows the collection efficiency in each location. 

 

Figure 4.45 : Collecting efficiency at the 4 zones of tank (a – b - c and d) in two different 

flow rates 

The 5.5 L/min flow rate exhibited higher efficiency compared to 11 L/min in all 

directions, which proved the effect of Q on sedimentation.   

Based on the graph (Figure 4.43), the highest sedimentation happened in the surface (A) 

column of water, then the inlet close to the bottom (C), followed by the outlet near the 

bottom (D), and then the pipe near the inlet (B). This result can be studied based on the 

vector direction and movement using particle image velocimetry (PIV). According to 

Figure 4.21, the particles exhibited the lowest velocity in the U direction at the surface 

and it can be assumed that the flow pressure reached the lowest power there, therefore the 

particles started to move downward. The particles tended toward the bottom of the tank 

in locations C and D and the highest dispersion was found in location B, which is the 
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nearest to the inlet flow (Figures 4.23, 4.25, 4.27), where it is obvious the flow pushed 

the particles to the front or other directions except downward.  

The settling efficiency in different areas of the tank except the surface area proved that 

the settling velocity changes over higher flow rates are almost the same in most areas of 

the rectangular tank. The analysis demonstrated that the collection efficiency (Figure 

4.43) has lower rates in locations B and D, which could be a direct effect of inlet and 

outlet flow on these two locations, therefore the flow can lead particles to go out with the 

outlet flow in location D. 

4.7.1.2 Collecting efficiency in differential of depth 

From the other outcomes of the PIV study in the tank, two other variations, namely of 

depth and outlet location besides various flow rates are analyzed to evaluate the collection 

efficiency.  In this method, one location in the middle of tank was selected and studied 

with PIV testing. Once again, the same method was applied to survey the influence of the 

mentioned variations on collection efficiency or sedimentation rate. Two different depths 

of 20 and 44 cm were studied in a single constant frame in the middle of the tank (section 

4.6.3). The results showed that greater depth had more influence on sedimentation rate, 

since at 44 cm, fine particles settled more. This proves the idea of longer settling time, 

whereby greater depth can increase the sedimentation rate and wastewater treatment. 

Subsequently, the outlet location’s effect on settling rate was investigated. The outlet in 

the tank was changed in two conditions: once the inlet and outlet were at the same height 

and in front of each other, and then the elevation of the inlet and outlet was studied. For 

better clarification, the inlet and outlet were designed at the same tank level but the other 

outlet near the bottom was also studied to determine the impact of outlet location on 

sediment removal. From graph 4.44 it is apparent that the difference in inlet and outlet 

elevation reduced the sedimentation rate at both depths; therefore, it can be concluded 
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that in the sediment tank design, the best option is to have the same inlet and outlet height. 

The graph indicates that the influence of the outlet location is greater than that of water 

depth, therefore the outlet placement had the most important role in the sedimentation 

tank. This is because the dispersion of particles was higher while there is elevation 

between inlet and outlet in the rectangular tank. 

At lower flow rate, the difference between outlets was much higher than at 11 L/m flow 

rate (Figure 4.44). This proves that a lower flow rate at the deepest water level and with 

an upper outlet having the optimum settling velocity may indicate a dead zone.  

The hydrodynamic behavior of fine particles can change under the influence of depth and 

flow rate, and the other most significant parameter is the outlet location. 

 

Figure 4.46 : Collecting efficiency at different depths (20 cm and 44cm) and outlet 

locations in two flow rates of 11 L/m and 5.5 L/m 
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4.7.2 Impact of Hydraulic parameters on Collecting Efficiency 

The terminal velocity and settling velocity of sediment particles are known as key 

variables in understanding the effect of sediment transport on the suspension, mixing, 

deposition and exchange processes. On the other hand, it is difficult to predict the 

transport velocity, even for a single particle (Zhiyao et al., 2008). Therefore, many 

equations have been developed to predict the settling velocity of particles (Ahrens, 2000; 

Cheng, 1997; Guo, 2002; She et al., 2005; Zhu & Cheng, 1993). Still, all equations are 

weak in predicting the settling velocity of fine particles. Nonetheless, using a method to 

obtain the real and direct velocity of fine particles in water would increase the chances of 

observing the real behavior of fine particles with reduced error of equations.  

According to different studies (Althaus et al., 2011; Boyle et al., 2005; Camnasio et al., 

2011; Dufresne et al., 2010a, 2010b; Hidayah & Karnaningroem, 2012; Jamshidnia & 

Firoozabadi, 2010; She et al., 2005) that were investigated the numerical and simulation 

of the refine sediment from water body, instead of the direct investigation in laboratory. 

It is understood that many factors can affect the sedimentation efficiency of a tank, such 

as inlet and outlet location, discharge rate, particle size and depth. Variations in these 

conditions could change the hydrodynamic behavior of fine particles besides the 

efficiency of settling in a tank.  The various influential parameters are discussed below.  

4.7.2.1 The impact of inlet and outlet on collecting efficiency 

In the design of a sediment basin it is proven that various elements, such as the position 

of inflow and outflow; outlet location and size; and inflow direction and distribution, are 

important to create high energy to enhance the level of sedimentation and affect runoff in 

a tank (Cholette & Cloutier, 1959; Rosenthal, 1982; Westers, 1995). Various studies have 

indicated that fine particles are not removed by pre-treatment and generally act as 

pollutants in a pond. Therefore, studying fine particles’ hydrodynamic behavior is 
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significant and can assist with gaining better understanding of how to decrease and 

remove them from water surfaces (Cripps & Bergheim, 2000). 

Many researchers have designed sedimentation tanks without attention to the flow 

patterns within, which leads to tank failure (Matko et al., 1996). Flow pattern is 

significant, particularly since the flow pattern in rectangular tanks is more unpredictable 

as it depends on tank geometry and water inlet characteristics (Levenspiel, 2002). 

Moreover, the quantification of the velocities’ characterization, eddies and recirculation 

zones, is essential for engineering applications (Camnasio et al., 2011). It is well-known 

that rectangular basins with a lack of mixing uniformity produce dead and by-passing 

volumes, a phenomenon that is more pronounced in settlement basins with an inlet (López 

et al., 2008). Rostami et al. (2011) studied the effect of the inlet on fluid distribution and 

aimed to reduce the circulation zone to enhance particle flow. The resulting dispersion 

zones at the inlet area produced similar results to the PIV study, due to the impact of the 

inlet on the region near the inlet in figure 4.45 during fine particle movement. Studies by 

Dufresne et al. (2010b) proved there is a deposition zone near the inlet at the bottom of a 

rectangular tank, therefore the resulting settling velocity in this zone (C) illustrates the 

greater efficiency with a lower flow rate.  

The settling velocity of sediment particles decreases from the inlet to the outlet. 

Moreover, the decrease in velocity between the inlet and outlet with increasing depth 

reduces as well (Boyle et al., 2005; Hidayah & Karnaningroem, 2012).  The velocity 

distribution in the sedimentation tank greatly influences the hydrodynamic behavior of 

particles, hence the outlet location improves the particle settling rate (W. Zhang et al., 

2010). The location of the inlet and outlet at one height but in opposite directions has the 

highest effect on deposition (Camnasio et al., 2013). The other finding by Dufresne et al. 

(2010b) demonstrated that the higher settling rate to the bottom layers from the surface 
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(zone A) occurs in the tank length where the flow velocity decreases from the inlet to the 

outlet (Mohammadpour et al., 2013). 

Bajcar et al. (2011) described that during the continuous settling process, the material re-

suspends in water, and a vortex area where a recirculation zone with locally lower 

velocities occurs is observed in some regions near the bottom of the settlement basin. This 

occurs depending on the flow rate pressure in the tank. Thus, the population of settled 

particle moves slowly in the direction of the flow nears the bottom of the settling tank 

(Figure 4.45 bottom, near the inlet or outlet). At the inlet regions (B and C) of the tank, 

the mean velocity shows a higher settlement rate that can alter with different particle sizes 

and flow rates (Camnasio et al., 2013; Jamshidnia & Firoozabadi, 2010). 

4.7.2.2 Impact of particle size on settlement 

The particle size and scale effect on sedimentation efficiency in the settling tank is studied 

(Bajcar et al., 2010). Gravitational force has an important role in particle settling, but 

sometimes the influence of particle diameter can overcome the gravity effect and change 

the rules. With decreasing particle diameter in fluid flow, fine particles suspend in the 

water layers, hence the flow effects are more intense than gravity on smaller particles 

(Hidayah & Karnaningroem, 2012). Particles smaller than 10 µm showed almost the same 

variation in collecting efficiency, as discussed by (Cripps & Bergheim, 2000), and this 

has been proven even with the flotation method or foam fractionation where for particles 

smaller than 10 µm the removal efficiency is similar (Chen et al., 1993). Thus, the 

removal of particles smaller than 10 µm is different from the physical assumption. The 

falling velocities of natural particles are affected by particle geometry (She et al., 2005). 

Therefore, sandy silt particles settle faster than clay particles (Ginsberg & Aliotta, 2011). 

Besides particle size, particle shape could affect their movement, as discussed in the 

rheology section (Southard, 2006). 

Univ
ers

ity
 of

 M
ala

ya



197 

The mean particle size distributions for the fine particles collected from the LD and SEM 

tests displayed that the coarsest and finest particle curves in rheometry performed 

differently based on fluid concentration. This could lead to differences in settling velocity 

and even the horizontal (sediment transport) movement of particles from the inlet and 

outlet (Karlsson et al., 2010). It has been experimentally observed that some fine particles 

settled inside the inlet and outlet pipes. It should be noted that the finer particles and those 

of 15 µm exhibited almost the same values and behavior, and the smaller particles got 

suspended in the water body and reached the outlet location (Marsalek et al., 1997). 

4.7.2.3 Influence of flow rates on fine particles movement 

Many factors are at play in the hydrodynamic behavior of fine particles in rivers and 

ponds (Zakaria et al., 2010).  Minor changes in the speed of inflow can have severe impact 

on the operation of a settling tank when essential suspension parameters are not changed 

(Bajcar et al., 2010). Kinetic energy has the highest role in sediment travel in a basin, 

therefore the impact of flow rates on particle movement can be realized (Hidayah & 

Karnaningroem, 2012). The highest sedimentation efficiency in a rectangular tank 

generally occurs where the settlement area is the greatest and velocities are usually low, 

similar to the results obtained from the PIV method analysis, where particle settling was 

enhanced (Bajcar et al., 2011). 

The turbulence intensity decreases as the particles tend to settle more (Ginsberg & Aliotta, 

2011). Therefore, at a lower flow rate, less dispersion or loop patterns are found in the 

resulting map (Kemker, 2014). Thus, during higher flow rates such as in flooding, the rate 

of suspended sediments increases. The stress rate near the outlet is also higher (Ginsberg 

& Aliotta, 2011). Research on flow patterns has revealed that in case of higher flow rates, 

the water circulation at the outer wall and the bottom of the model settling tank causes 

more particle dispersion (Bajcar et al., 2011). This re-suspension flow spreads a part of 
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the particle current at the bottom of the tank towards the upper parts (Bajcar et al., 2011), 

thus enabling an extended residence time for the settling particles (Figure 4.45). Higher 

flow rates create bigger dead zones in a rectangular tank (López et al., 2008). 

Several parameters have been found to influence the waste load (Cripps & Bergheim, 

2000). The tank dimensions, flow rates and size of settling particles have an important 

role in the flow pattern in a sediment basin. The influence of the ratio between suspension 

compositions, such as size of particles and suspension flow rate on the flow field should 

be considered in order to enhance the design and optimize settling tanks (Bajcar et al., 

2011). Studies have shown that temperature can increase the rate of solid suspension, and 

changes in flow rate could adjust the rate of sedimentation in water (Cripps & Bergheim, 

2000). The difference between flow rates may not change the pattern of flow but it has an 

influence on the velocity of particles under flow pressure (López et al., 2008). Thus, a 

lower flow rate would decrease the rate of mixing and is more suitable for sedimentation.  

It is obvious that without any asymmetric boundary in a tank, there is a symmetric flow 

in process. The variation between conditions alters the symmetric and asymmetric flow 

in a tank (Dufresne et al., 2011). In particle settling, the shear stress τ0 in the boundary 

layer of a basin bed lightens the discharge flow rate that washes the bed, or it can move 

the particles from the bed (bedload or suspended load). Thus, shear stress can be 

introduced as another boundary in sedimentation rate (Kemker, 2014).  In the absence of 

a wall slope in the study, the role of bed shear stress decreased (Southard, 2006). 

Increasing the flow rate increases the stress on the bed, more likely leading the water flow 

to initiate sediment resuspension; nonetheless, particle size d has influence as well. 

Moreover, higher velocity enhances the erosion rate as flow overcomes the shear stress 

of sediment (Kemker, 2014). 
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4.7.2.4 Impact of depth on fine particles settling  

All symmetric and asymmetric flow patterns are a result of the ratio between the depth 

and width of the tank (Camnasio et al., 2011). The basin designed in this study had an 

appropriate size to prevent extending the experimentation and to not be influenced by the 

scale and wall effects. The geometrical parameters, meaning the length and width of the 

tank and hydraulic parameters influenced the flow-field typology (Camnasio et al., 2011; 

Dufresne et al., 2010a). The depth and retention time are related and influence the 

hydrodynamic behavior of sediment (Ghani & Mohammadpour, 2015). Increasing the 

length and depth of a tank can be effective on increasing siltation (Dufresne et al., 2011; 

Wang et al., 2010). Therefore, the deposition pattern could be changed by varying these 

parameters. It should be noted that concentration has a significant role, since the viscosity 

(Figures 4.15-19) can be varied with concentration; however, the study was carried out 

with constant concentration. The numerical solution and simulation proved that the rate 

of flow and ratio of width to length also have an important role in sediment deposition 

(Guo, 2002). 

There is a connection between retention time and depth, since a deeper tank allows more 

time for particles to flow. Kiat et al. (2008) found that the amount of sediment delivery 

will decrease with time, proving that higher retention time at greater depth helps particles 

settle, as higher collecting efficiency was found at 44 cm depth and in the bottom area 

(Figure 4.46). Greater tank length and depth facilitated more particles settling over time. 

This concept proved the impact of particle size and water depth on treatment leading for 

the wash-off of finer particles (Ellis & Revitt, 1982; Karlsson et al., 2010). 

Consequently, it can be realized that the settling of particles in a tank is affected by many 

factors that are interlinked like a chain. Camnasio et al. (2013) described non-uniform 

and time-dependent roughness, such as large eddy simulations leading to higher 
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deposition. Ab Ghani et al. (2011) discovered an increase in the conjunction of flow 

discharge with flow depth. In their study, the coarser particle settlement in the open 

channel studied showed that the highest accumulation rate was near the inlet and at lower 

depth, which indicates that coarser particles were trapped near the inlet. 

The settling velocity of particles adjusts in each water body layer; for instance, a higher 

amount of particles settled in the first surface layer (Shahidan et al., 2012). Thus, the 

collecting efficiency represents almost the same results as other research findings. Based 

on (Bajcar et al., 2011) flow re-circulates at the water surface, after which the path seen 

is corrected. 

 From Hidayah and Karnaningroem (2012) it can be concluded that there are more 

changes in the hydrodynamic behavior in rectangular sediment basins at the surface, 

which dissipates along with the length and depth of the sedimentation basin. Bed-load 

transport may be observed based on particle diameter size at the bottom of the tank due 

to shear stresses. The movement of particles near the bed (bottom of the tank) illustrates 

the differing velocity of particles under the influence of flow rate (Brethour & Burnham, 

2010). Controlling the hydrodynamics of a rectangular tank using equipment to circulate 

flow could improve the level of sediment release by the mixing process (Althaus et al., 

2011).  

4.8 Assessment of Settling Velocity  

The resulting graph (Figure 4.47) indicates that the equation calculated almost the same 

values for very fine particles. It is concluded that less changes are observed for particles 

of less than 15 µm, but with increasing the particle size to 50 µm, the equation’s 

sensitivity reduced. Therefore, the settling velocity result of the equation is in conflict 

with the PIV results.  
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Table 4.1 : Comparison between the predicted settling velocity (m/s) and collected 

settling velocity (m/s) by PIV(under various coditions) for particle size of 1, 20 and 50 

µm 

 

The reason for this difference may be the lack of flow rate role in these equations, and the 

other rationale is the weakness of the created equations for finer particle sizes. The 

proposed formulas demonstrate that the predicted results can be used 

only for large sediment, such as sand and gravel (Cheng, 2008).  

 

Figure 4.47 : The graph of settling velocity estimation through the equations and PIV, the 

H shows the depth and Q is flow rate. 

Therefore, the practice of a technique with a direct look at fluid flow is essential. 

Furthermore, the PIV method employed assists to develop better understanding of flow 
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inside a rectangular tank.  Particles smaller than 10 µm were not uniformly distributed 

(Curtis et al., 1979). 

4.9 Shear Velocity as a Correlation between the Rheological Behavior, Fine 

Particle’s Texture and Displacement 

The way to linked all data together and find out the relationship between the rheological 

behavior defines the parameters by shear velocity, therefore, the result of shear stress at 

25% volumetric concentration of 6 sieved soil samples are used to measure the shear 

velocity in these six samples. At the end the collected velocity of fine particles in two 

flow rates with upper outlet was used to demonstrate the influence of texture and the 

particle size smaller than 62 µm on shear velocity over velocity rate. 

Different researches attempted to find the correlation between shear stress and the flow 

velocity of particles, beside they tried to look at the particle size as well. The aim of more 

studies was about the coarser particles and their behavior near the bed but when we reach 

to discuss about fine particles the result would be different and constant law can’t be 

describe. 

It is concluded the sample one with higher rate of particle diameter size such as loam and 

fine sand texture shown different aspect rather than the other, although the type of clay 

has influence in the rate of shear velocity over velocity in other samples as well. Each the 

particle size increased the shear velocity would increase as well, thus settling velocity 

increases. However, it is proved there are no direct significant correlation between mean 

size of particles and the shear velocity but there is relationship between particle with fine 

size diameter and velocity. 
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Figure 4.48 : Correlation between the particle texture, rheological behavior, and settling 

velocity at flow rate of 11 L/m 

 

 

Figure 4.49 : Correlation between the particle texture, rheological behavior, and settling 

velocity at flow rate of 5.5 L/m 
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CHAPTER 5: CONCLUSION AND RECOMMENDATIONS 

5.1 Conclusion 

A variety of methods were applied in this study to achieve the current research objectives. 

A clear vision of fine sediment hydrodynamic behavior was established to explore the 

effects of hydraulic and physical properties on retention structures. It was identified that 

fine particles with higher porosity function more with near-Newtonian behavior under 

stress. With increasing water content, the stability of fine particles decreased and a greater 

effect of flow velocity and hydraulic parameters was obvious. The fundamental physical 

and dynamic behavior governing fine sediment dispersions and accumulation was 

established by PIV technique. The PIV results were analyzed in terms of collecting 

efficiency and shear velocity to comprehend the effectiveness of physical and hydraulic 

parameters on fine sediment movement in retention structures. The research led to a 

number of conclusions with respect to the research objectives through employing 

laboratory methods and analyzing the results with a qualitative approach. 

1. Investigating the physical parameters of fine sediment using SEM and LDSA: 

It was discovered that clay and loam have the largest diversity in terms of volume and 

distribution among sieved soil particles. Under rheometry testing, the difference in 

rheological reactions of soil particles evidently showed that scanning electron microscopy 

was necessary to illustrate the shape and size of particles with direct access. Thus, based 

on the results, the researcher’s notion about the effect of different clay shapes on fine 

particle movement in water was verified. It was concluded that higher porosity 

significantly affects fine particle dynamic behavior, and the diverse types of clay and 

loam could also affect water management systems. 

The test findings are classified in two groups: first, the effect of water ratio on fine 

sediments, and second, the effect of particle size and shape. There is a direct correlation 
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between water concentration and particle shape. The result of 25% concentration fine 

particle slurry substantiated the behavior of this water suspension level, which proved the 

correlation between rheology and PIV. 

2. Exploring the rheological behavior and hydrodynamic behavior of fine sediment: 

The results obtained for the samples with 25% volumetric concentration represent real-

world conditions in ponds and coasts well. The results suggest that the near-Newtonian 

behavior of fine sediments in these regions is the main contributor to suspension and the 

consequent slow sedimentation of these particles. It is deduced that the near-Newtonian 

behavior of fine sediments encouraged them towards the outlet, suggesting the most 

productive point for fine sediment collection. It can be concluded that a different type of 

clay could be attributed to different rheological properties and the water mix percentage 

created a specific behavior in fine particles. Moreover, the findings elaborate that the plate 

diameters affect the soil particle percentage. In addition, the results signify that mixing 

fine particles with water produced a paste with characteristics that could enhance the sheer 

volume with smaller plate diameters, although fine particles (<63µm) acted like ash in 

some ways. 

It was found that higher water content affected the viscosity of the fine particle sample. 

In a mixture with higher water content, the fine sediment became suspended in a water 

column, and the rheological behavior was dependent on the fine sediment particles’ 

ability to form bonds. 

It was particularly observed that the soils’ texture and microstructure, and water ratio 

caused variations in the rheological curve and material characteristics such as shear 

behavior and viscosity. In general, high clay content led to sliding shear behavior in 

contrast to silty soil, which represented more turbulent shear behavior. It is concluded 

that the force over a smaller area may facilitate a viscous state of fine particles earlier on 
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than particles with larger diameters. Nonetheless, it can be concluded that fine particle 

movement in smaller areas with the same force value instigates greater transport than in 

larger areas. Thus, a rheometer with a parallel plate-measuring device is applicable for 

the detection of small-scale interactions.  

The study suggests there is a significant correlation between flow velocity, fine sediment 

and fine particle settling; besides, there is a relation between fine sediment characteristics, 

water depth and fine particle settling.  Thus, the concluding results from the effects of 

hydraulic parameter variations on fine particle hydrodynamic behavior were described 

based on the effects of flow rate, and inlet and outlet configuration. The greatest factor in 

enhancing the level of settling in basin was outlet.  In all different experiments, it was 

determined that by increasing the flow rate to 11 L/m the fine particle velocity increased 

up to 0.01 m/s and the particle settling efficiency decreased down to 20%; therefore, the 

ideal condition occurred during a lower flow rate. 

It was confirmed that the distance of the inlet from the water surface affected how fine 

particles settled, and when the inlet was below the water surface the fine particles collided 

more. The particles’ diameter size had an impact on the direction in which particles settled 

and the smaller the particles, the lower the resistance of particles against the water flows 

was. It is concluded that when the inlet and outlet were at the same level in the basin’s 

cubic dimensions, the siltation level between 50 to 80% enhanced. The overall study 

findings verify that controlling the hydraulic parameters affects fine particle transport, 

more so in terms of siltation. 

3. Evaluating the effect of hydraulic parameters on collecting efficiency and settling 

velocity: 

The results prove that part of the fine particles settled in the outlet pipe. An overview of 

the results demonstrates that fine particles were transported in different directions at the 
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surface with a high dispersion rate of 70-80%. In terms of varying flow rates, the fine 

particles moved faster with higher flow rates, while lower flow rates helped the particles 

remain suspended longer and improved their settling efficiency by around 40% more than 

the others. It is concluded that nearly 50% of fine sediment settled with increasing 

gravitational force and with increasing distance from the inlet and decreasing flow rate. 

The outlet force (suction power) effectively contributed to the settlement of fine particles 

by carrying these to the bottom layer and in the outlet’s direction. In the bed layer, erosion 

and frictional forces were evident, which re-suspended the fine particles in the water body 

with time. The changing mechanism of fine particles in this layer at different flow rates 

was evaluated, and it was noted that the particles re-suspended more at higher flow rates 

(zone b, c, and d). Hence, the particles followed the flow in the outlet’s direction at lower 

flow rates.  The findings demonstrate that at different inlet and outlet elevations, the 

hydraulic forces affected and changed the fine particles’ movement near the outlet.  

Higher flow rates dispersed the fine particles greatly. In this study, the impact of wall 

slope was neglected, and the obtained result was corrected for the rectangular-shaped 

sediment basin. There was a correlation between flow rate and particle size. Moreover, 

the water depth influenced the mechanism of fine particle transport, whereby as the depth 

increased to 44 cm the particles were directed towards the bottom. Nonetheless, the outlet 

placement influenced the direction of particles carried by flow and declined the collecting 

efficiency by 30 to 40%. Though the particles followed the gravitational force and settled 

at lower depths with an elevated inlet and outlet, the force of the outlet pulled the fine 

particles towards the right. As an impressive factor, moving the outlet to the upper pipe 

augmented the re-suspension rate and upward mobility of particles. Greater water depths 

calmed the water body, thus the particles moved to the bottom of the basin and the bed 

shear stress diminished. The motion of fine particles with collecting efficiency of 50% 
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and above was the same when the inlet and outlet were at the same altitude and for both 

examined depths.  

4. Correlation between flow rate, texture of particles and shear velocity: 

Though the effects of Froude number, Brownian motion, interaction between particles 

and many other laws have been detected in the hydrodynamic behavior of fine particles, 

the direct examination method yields valuable data pertaining to fine particles in a 

retention structure. The low concentration of fine particles affirmed the hindered water 

level; therefore the influence of the mentioned laws is lesser than higher particle 

concentrations. On this note, clay had a remarkable role in the settlement and 

hydrodynamic behavior of particles, since higher particle porosity helped retain them in 

a suspended state. Moreover, the larger particles with less porosity as well as loam 

significantly altered the sediment stability. The ratio of shear velocity to settling velocity 

besides the rheometry results corroborate this phenomenon in sample with fine sand, thus 

the rapid settling of this type of fine particles was predictable. The morphology and tank 

dimensions substantially affected the hydrodynamic behavior of fine sediment. A wider 

and deeper tank enhanced the settlement by 5 to 20%. Moreover, the outlet and inlet being 

located at the same height increased fine particle settling by over 30%. It is inferred that 

the reduced flow rate clearing the water body of fine, settling particles with high porosity 

such as clay, advances the retention structure’s competence. Although, the settling 

velocity for particles smaller than 15 µm was nearly the same. The consequential 

conclusion regarding the hydrodynamic behavior of fine sediment is the direct relations 

between displacement velocity and particle size, as well as depth, reserve ratio and flow 

rate. Furthermore, the outlet’s location is a more decisive factor in particle settlement 

compared to depth. Therefore, the turbidity and siltation problems could be extremely 

mitigated in retention structures like ponds by considering the inherent attributes of fine 

particles. Consequently, the specifications of other notable hydraulics parameters for 
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lessening turbidity are classified as water flow rate, inlet and outlet configuration and 

depth.  

5.2 Recommendations 

For further future studies, a number of recommendations are introduced below. These 

suggestions could expand new knowledge towards superior achievements in water 

management. The recommendations will enhance a valid vision of the dynamics of fine 

particles and will assist with determining natural and environmentally friendly solutions 

for the diminution of siltation. 

 Research could be expanded in 3D or stereo vision using PIV. 3D visualization 

is accomplished with two cameras adjusted to 90° degrees between them. 

Therefore, three displacements for each vector in the dx, dy and dz from a pair of 

two-dimensional displacements from each camera can be investigated. 

 Different retention structure shapes and widths could be applied to understand 

the effect of length on the hydrodynamic behavior of fine particles. Studies via 

indirect techniques have proven that the length of the basin may be effective on 

the collecting efficiency and settling velocity of particles, particularly fine 

particles. Thus, using a direct technique to determine the displacement of 

particles in a tank with the mentioned specifications could bring new knowledge 

to light.  

 The number of soil samples could be increased to investigate the rheological 

behavior of different soils and identify the characteristics of soils in Malaysia. 

This fact would improve the level of knowledge about different types of clay and 

other parts of soil, specifically in Malaysia, which could assist with developing 

better solutions for stormwater management.  
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 Modeling with the COMSOL Multiphysics program can facilitate new awareness 

regarding the effect of various hydraulic parameters under the influence of 

physics. The COMSOL Multiphysics interfaces employ the finite element 

method to solve constituent partial differential equations (PDEs).  

 Field study investigations using PIV should be developed. By enhancing the 

quality of cameras and light source types, studying ponds and lakes directly in 

the environment would be more feasible. The collected results would be greatly 

effective in controlling siltation. 
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