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ABSTRACT 

Video images have been widely used to extract relevant information for different 

applications.  One of the applications is the heart rate estimation using facial images from 

video sequences. Previous studies have focused only on heart rates that do not vary much 

throughout the entire video duration. However, dynamic heart rate variation is of interest 

since it may provide necessary information for daily application. For instance, in 

individual sports games such as cycling, badminton and tennis, knowing the dynamic 

heart rates of a player while carrying out an activity will be useful in determining the level 

of fatigue of that player. In this thesis, novel approaches are developed to estimate 

dynamic heart rate readings using facial images from video sequences.  A challenge for 

dynamic heart rate estimation is to determine the shortest duration or length of the video 

sequence without compromising the accuracy of heart rate readings. To address this issue, 

this thesis reports two approaches: 1) Independent component analysis (ICA) combined 

with mutual information, 2) the decorrelation of the color components in log-space. In 

the first approach, ICA is used to recover the heart rate source from the color components 

of facial images. An important consideration in using short video sequences is that the 

ICA sources may have insufficient independence among themselves. Without 

determining the independence of the sources, there is a possibility of the heart rate signal 

combining with other signals to render an inaccurate reading. Hence in this study, mutual 

information is integrated with ICA to determine the shortest video duration needed for 

estimating dynamic heart rate readings accurately. In the second approach, principal 

component analysis (PCA) is used to recover the uncorrelated signals, including the heart 

rate signals. From the studies, it is found that the set of color components, namely red, 

green, and blue, in log-space, are correlated to each other. The principal components may 

have insufficient uncorrelatedness among themselves when the video duration is too 

short. Hence, PCA is combined with the Pearson correlation coefficient to determine the 
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shortest video duration that still gives acceptable accuracy. Two experiments are carried 

out to validate the proposed approaches. A camcorder is used to capture the facial images 

of seven subjects. The first experiment involves the measurement of subjects’ increasing 

heart rates while cycling whereas the second experiment involves falling heart beats. All 

estimated heart rate readings are compared with readings obtained from Polar Team2 Pro. 

Polar Team2 Pro samples and computes the instantaneous heart rate by measuring at least 

one electrocardiogram (ECG) signal waveform. Overall experimental results show the 

proposed method can be used to measure dynamic heart rates where the root mean square 

error (RMSE) is less than 3 beats per minute (BPM) and the correlation coefficient is 

0.99. The respective Bland-Altman plots for each approach indicate that only a small 

number of estimated heart rate readings are located outside the 95 % limit of agreement 

interval where the maximum error is less than 8 BPM.  
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ABSTRAK 

Imej video telah digunakan secara meluas untuk mendapat maklumat yang berkaitan. 

Salah satu aplikasi ialah anggaran kadar denyutan jantung dengan menggunakan imej 

wajah dari urutan video. Kajian sebelum ini hanya menumpu pada kadar denyutan jantung 

yang tidak banyak berubah sepanjang tempoh video. Walau bagaimanapun, anggaran 

kadar denyutan jantung dinamik diberi tumpuan kerana ia dapat memberi maklumat yang 

sewajarnya untuk aplikasi harian. Sebagai contoh, dalam permainan sukan individu 

seperti berbasikal, badminton dan tenis, kadar denyutan jantung pemain yang berubah 

secara dinamik semasa menjalankan aktiviti-aktiviti digunakan untuk menentu tahap 

keletihan pemain tersebut. Dalam tesis ini, pendekatan-pendekatan baru dibangunkan 

untuk menganggar bacaan kadar denyutan jantung dinamik dengan menggunakan imej 

wajah dari urutan video. Cabaran untuk anggaran kadar denyutan jantung dinamik ialah 

penentuan jangka masa urutan video yang pendek tanpa menjejaskan ketepatan bacaan 

kadar denyutan jantung. Untuk menangani isu ini, tesis ini melaporkan dua pendekatan: 

1) analisis komponen bebas (ICA) digabungkan dengan maklumat bersama, 2) nyah-

korelasi komponen-komponen warna dalam ruang logarithma. Dalam pendekatan 

pertama, ICA digunakan untuk mendapatkan semula sumber kadar denyutan jantung 

daripada komponen warna imej wajah. Satu pertimbangan yang penting dalam 

menggunakan urutan video pendek adalah bahawa kemungkinan sumber ICA tidak 

mempunyai ketidakgantungan yang mencukupi di antara mereka. Tanpa menentukan 

ketidakgantungan sumber ICA, isyarat denyutan jantung mungkin masih mengandungi 

isyarat lain yang akan menjejaskan kejituaan bacaan yang dianggarkan. Oleh itu, dalam 

kajian ini, ICA digabungkan dengan maklumat bersama untuk memastikan kejituan 

bacaan tidak terjejas untuk video yang bertempoh pendek. Dalam pendekatan kedua, 

analisis komponen utama (PCA) digunakan untuk mendapatkan semula isyarat nyah-

korelasi, termasuk isyarat kadar jantung. Dari kajian, didapati bahawa set komponen 
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warna iaitu merah, hijau, dan biru, dalam ruang logaritma, sentiasa berkorelasi antara satu 

sama lain. Komponen utama mungkin mempunyai nyah-korelasi yang tidak mencukupi 

di antara mereka sekiranya tempoh video adalah terlalu pendek. Oleh itu, PCA 

digabungkan dengan pekali korelasi Pearson untuk menentukan tempoh video yang 

paling pendek yang masih memberikan kejituan bacaan yang sepatutnya. Dua eksperimen 

dijalankan untuk mengesahkan pendekatan-pendekatan yang dicadangkan. Video kamera 

digunakan untuk menangkap imej-imej wajah sebanyak tujuh subjek. Eksperimen 

pertama melibatkan ukuran kadar denyutan jantung subjek yang meningkat ketika 

berbasikal manakala eksperimen kedua melibatkan ukuran kadar denyutan jantung yang 

menurun. Semua bacaan kadar denyutan jantung yang didapatkan dalam kajian 

dibandingkan dengan bacaan sebenar yang diukur dengan alat ukur kadar denyutan 

jantung Polar team2 Pro. Polar team2 Pro menyampel dan mengira kadar denyutan 

jantung serta-merta dengan mengukur sekurang-kurangnya satu gelombang isyarat 

elektrokardiogram.  
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CHAPTER 1: INTRODUCTION 

1.1 Overview 

Human heart rate is measured as the number of heart beats per minute (BPM). It is an 

important parameter used to reveal the health condition of an individual. The pattern of 

the measured heart rate can be used to indicate levels of fitness, the presence of disease, 

stress or fatigue and even blockages in the artery due to diabetes or high cholesterol level. 

Currently, the most common method used for human heart rate measurements is by 

using the Electrocardiography (ECG) machine. The electrodes are attached to the surface 

of the skin around the wrist and chest of the subject. The electrical activity of the human 

heart is captured through the attached electrodes. Heart rate measurements using ECG 

machine is a contact based method which might not be suitable for skin-burned patients 

and person with autistic disorder (sensitive to touch).       

Garbey et al. introduced a new approach for human cardiac pulse measurement based 

on thermal signal analysis of the major blood vessels near the skin surface (Garbey et al., 

2007). The modulation of the temperature measured from these blood vessels is caused 

by the variations in blood flow. In the same year, Pavlidis et al. measured the human heart 

rate and breath rate through bio-heat modeling of facial imagery using a thermal camera 

(Pavlidis et al., 2007). The cardiac pulse detection at the forehead proposed by Gatto was 

extracted from the video infrared thermography (Gatto, 2009). This approach is based on 

the principle that the variations of blood flow during the cardiac cycle will cause the 

fluctuation of thermal energy released by the body tissue. 

Takano and Ohta developed a system to measure the human heart rate and respiratory 

rate based on the images from the Charge-Coupled Device camera (Takano & Ohta, 2007). 

The variations of the average brightness in the region of interest within the subject’s skin 

were recorded. These data were processed through a sequence of operations which 
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involve interpolation, low pass filter and auto-regressive spectral analysis in order to 

obtain the heart rate and the respiratory rate. In the following year, Verkruysse et al. 

measured human respiration and heart rates through remote sensing of plethysmographic 

signals under ambient light using digital camera (Verkruysse et al., 2008). 

Jonathan and Leahy utilized the camera on the smartphone to capture a series of video 

frames of a human index finger (Jonathan & Leahy, 2010). The reflections of 

plethysmographic signals obtained from these video frames were used to compute the 

human heart rate. The engineering model created by Shi et al. was used for cardiac 

monitoring through reflection photoplethysmography (Shi et al., 2010). This non-contact 

model is made up of a light source that consists of a Vertical Cavity Surface Emitting 

Laser (VCSEL) and a photo-detector that consists of a high-speed silicon PiN photodiode. 

Photoplethysmography (PPG) is a non-invasive and inexpensive method to measure 

the variations of blood volume through the variations of light absorption or reflection 

(Kamshilin et al., 2011). The variations of blood volume in the blood vessels are due to 

the contraction and relaxation of heart muscles during each cardiac cycle. The relationship 

between the blood volume pulses and the light in reflection PPG has been investigated by 

some researchers (Hertzman, 1938; Weinman et al., 1977) since a few decades ago. The 

principle of PPG is based on the fact that body tissue is less opaque than the blood. 

Therefore, the increase in blood volume will reduce the intensity of the reflected light 

from the trans-illuminated tissue. The variations in blood volume will change the intensity 

of the reflectance accordingly. Therefore, the human heart rate which is the same as the 

frequency of cardiac cycle can be measured from the plethysmographic signals captured 

in the video.  

Heart rate measurement from video sequences is considered as low cost since the color 

can be captured using any available video recording device such as video camera, 
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webcam or mobile phone. This remote and non-contact (without using any special device) 

heart rate measurement is very suitable for home-based health care applications and 

telemedicine. 

Poh et al. developed a non-contact technique to estimate the heart rate of a subject 

whose body was stationary (Poh et al., 2010; Poh et al., 2011). This contact-free approach 

is based on automatic face tracking and the use of blind source separation on color 

channels within the facial region. Besides that, the proposed method is robust to motion 

artifacts and able to extract the heart rate of multiple people at the same time. They 

showed that human heart rate can be measured from video recorder, such as webcam, 

under ambient light.  

Their model used a video with duration of 60 seconds that including the entire facial 

region of a subject.  The Red, Green and Blue (RGB) pixel values of each video frame 

were used as the raw input signals. Blind source separation (BSS) method was utilized to 

extract the source signals (that contain the heart rate PPG signals) from the RGB input 

signals.  The heart rate was calculated by using peak detection algorithm. The results 

obtained from their proposed method were compared to the ECG raw signals. Their 

results showed that BSS is able to extract the heart rate source signals from the facial 

images under stationary condition.  

Poh et al. had shown that the human heart rate can be measured from digital color 

video recordings under normal ambient light. However, the whole frontal face is used as 

the Region of Interest (ROI) which includes the regions with less or without blood vessels 

such as the eyes, hair and nostrils. They used a video with duration of 60 seconds to 

compute the average heart rate variability for this entire duration.  
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Pursche et al. modified this technique by transforming the BSS source signals (the 

heart rate signals) into frequency domain (Pursche et al., 2012). They divided the facial 

region into three parts, and concluded that the area around eye and nose (center of the 

face region) provides better information compared to the other two parts. The time series 

signals were transformed into frequency domain using Fourier transform. They concluded 

that this method has higher correlation compared to the peak detection algorithm.  

On the other hand, Xu et al. designed a simplified mathematical model for images of 

human skin to obtain the BVP signals (Xu et al., 2014). They developed a model for 

pigment concentration in human skin, and used it to estimate the heart rate. They 

computed the heart rate readings from video recordings lasting from 45s to 90s. The 

subjects are required to keep still during the recording. Their heart rates do not vary much.  

Kumar et al. proposed a model, known as DistancePPG, to improve the signal-to-noise 

ratio of the camera-based PPG signal by combining the color change signals obtained 

from different regions of the face using a weighted average (Kumar et al., 2015).  

Additionally, they introduced a method to track different regions of the face separately to 

extract the PPG signals under motion. The method was evaluated on people having 

diverse skin tones, under various lighting conditions and natural motion scenarios. Kumar 

et al. concluded that the accuracy of heart rate estimation was significantly improved 

using the proposed method. 

1.2 Objectives 

The objectives of this thesis are as follow: 

i.  To design a model that is able to estimate human heart rates from video 

sequences, by using component analysis methods; 
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ii. To estimate the instantaneous heart rates of subjects performing exercise by 

using the temporal information extracted from short-time Fourier transform 

and filter bank; 

iii. To estimate the dynamic heart rates using a short number of video frames 

without compromising the accuracy of heart rate readings. 

1.3 Scope and Organization 

This thesis contains chapters describing the research findings and experimental studies 

about the dynamic heart rate estimation using facial images from video sequences.  The 

following is the summary of the content of the chapters in this thesis. 

i.  Chapter 2: Theories of Component Analysis and Mathematical Model 

for Images of Human Skin. This chapter presents an overview of 

component analysis used for video based heart rate estimation.  Applications 

of component analysis in various fields of image and video processing, and 

biomedical signal processing, are presented. Particular emphasis is given to 

the computation of principal component analysis (PCA) and independent 

component analysis (ICA). A mathematical model for image of human skin 

is also presented in this chapter. The use of PCA in this mathematical model 

is discussed in Chapter 5.   

ii. Chapter 3: Video Based Heart Rate Estimation Using Temporal 

Information. This chapter discusses the importance of temporal 

information in the video based heart rate estimation. The temporal 

information is extracted using short-time Fourier transform and filter bank 

to estimate the instantaneous heart rate of subjects cycling during the 

experiments.  
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iii. Chapter 4: Dynamic Heart Rate Estimation From Short Video 

Sequences. An important consideration for dynamic heart rate estimation 

the video duration should be kept as short as possible without compromising 

the accuracy of heart rate readings. Although ICA can be used to separate 

the PPG signal from color components of a video clip, the amount of 

independence of the ICA sources may be decreased due to the short video 

duration. This chapter presents a method that uses ICA combined with 

mutual information to ensure the accuracy is not compromised in the use of 

short video duration.  

iv.  Chapter 5: Dynamic Heart Rate Estimation Using Principal 

Component Analysis. This chapter presents another method to estimate 

dynamic heart rate estimation by using PCA. It is found that the color 

components in log-space are correlated to each other. The color components 

in log-space can be de-correlated using PCA to recover the PPG signal. A 

comparative study between the ICA (as described in Chapter 4) and PCA is 

included in this chapter.  

v. Chapter 6: Conclusion and Future Work. This chapter concludes the 

research works presented in the thesis. It summarizes the contents of the 

thesis and discuss the possibilities of the future work.  

1.4 Contribution 

One of the contributions of this thesis is that it proposes two methods to estimate the 

instantaneous heart rate using the temporal information. The proposed algorithms are able 

to estimate heart rates that vary rapidly.  

Another contribution is the use of ICA combined with mutual information to estimate 

the dynamic heart rate from a short video sequence. An important consideration in 
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estimating the instantaneous heart rate is to use a limited number of video frames or short 

video duration. If the video duration is too long, the model may not report the accuracy 

for large heart rate variations. Therefore, the number of video frames should be taken into 

account when designing the heart rate estimation model. 

Third contribution of this thesis is the discovery of correlation between color 

components of human skin in log-space. By exploiting the relationship between the color 

components in log-space, PCA can be then used as another model to estimate the dynamic 

heart rates from short video sequences.  
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CHAPTER 2: THEORIES OF COMPONENT ANALYSIS AND 

MATHEMATICAL MODEL FOR IMAGES OF HUMAN SKIN 

This chapter describes the preliminary studies that had been done prior doing the 

experimental works and studies. It presents several fundamental theories that are closely 

related to the research and experimental works described in this thesis.  

2.1 Principal Component Analysis 

Principal component analysis (PCA) is a statistical technique that has been widely used 

in image and video processing (Kim, 2002; Liu et al., 2010; Lu et al., 2008; Pyatykh et 

al., 2013; Vargas et al., 2011; Zhang et al., 2006; Zhang et al, 2010). It has also, 

particularly found application in biomedical fields, including pulse detection 

(Balakrishnan et al., 2013; Martis et al., 2012; Martis et al., 2012; Sharma et al., 2012). 

PCA is a way of identifying the patterns in a group of high dimensional data and 

expressing or analyzing the data by highlighting their similarities and differences 

(Lindsay, 2002).  

To utilize PCA, an important assumption has to be made, i.e. linearity (John, 2002). In 

other words, a new of set of data can be formed as a linear combination of its basis vectors. 

Let A be the original data set, B be the representation of A and T be the linear 

transformation matrix that transforms A into B, then 

 B = TA           (2.1) 

Geometrically, T is a rotation and a translation matrix which transforms A into B. 

Considering both A and B are a m × n matrix, then the covariance matrix of A, CA can be 

defined as: 

 CA = 
1

1

n
 AAT         (2.2)
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where AT is the transpose matrix of A. Similarly, the covariance matrix of B, CB can be 

defined as:
 

 CB = 
1

1

n
 BBT         (2.3)

  

Equation (2.3) can be rewritten in terms of T. 

 CB = 
1

1

n
 TA(TA)T         (2.4)

  

 CB = 
1

1

n
 TAATT T         (2.5)

  

 CB = 
1

1

n
 T(AAT)T T         (2.6)

  

 CB = 
1

1

n
 TST T         (2.7)

  

where S is a symmetric matrix.  

A symmetric matrix can be diagonalized by an orthogonal matrix of its eigenvectors. 

Therefore, symmetric matrix S can be rewritten as:  

 S = EDET         (2.8) 

where D is a diagonal matrix and E is a matrix of eigenvectors of S. The transformation 

matrix T is selected as a matrix where each row Ti is an eigenvector of AAT. Then,  

 
T = ET          (2.9) 

By substituting (2.9) into (2.8), the symmetrical matrix S can be expressed as 

  S = TTDT          (2.10) 
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The covariance matrix of CB can be redefined in terms of diagonal matrix D. By 

substituting (2.10) into (2.7), 

 CB = 
1

1

n
 T(TTDT)TT       (2.11)

  

 CB = 
1

1

n
 (TTT)D(TTT)       (2.12)

  

Since, 

  T-1 = TT       (2.13) 

then (2.12) can be rewritten as 

 CB = 
1

1

n
 (TT-1)D(TT-1)       (2.14)

  

 CB = 
1

1

n
 D       (2.15)

  

Therefore, T diagonalizes CB. The principal components of A are the eigenvectors of 
 

AAT and represented by the rows of T.  The jth diagonal value of CB is the variance of A 

along tj.   

The general mathematic model of PCA was presented earlier. Currently, several 

enhancement and extension work of PCA have been developed for different applications 

in image and video processing, including Fast PCA (Mittal, 2008; Woo et al, 2013), 

weighted PCA (Chang and Yeung, 2006; Wang & Wu, 2005) and sparse PCA (Naikal, 

2011).   
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2.2 Independent Component Analysis 

Blind source separation (BSS) is used to uncover the independent signals from a set of 

sensor observations that are linear mixtures of statistical independent sources. Both the 

source signals and the ways how the signals were mixed (i.e. the sensors) were unknown. 

Independent Component Analysis (ICA) is a method to solve the blind source separation 

problem. In contrast to correlation-based transformation such as PCA, ICA does not only 

decorrelate the signals, but also reduces higher-order statistical dependencies (Lee et al., 

2000). Hence, ICA is widely used in several applications related to image and video 

processing (Bae et al., 2003; Bartlett et al., 2002; Déniz et al., 2001; Hoyer & Hyvarinen, 

2000; Liu & Wechsler, 2003; Wang & Chang, 2006; Yuen & Lai, 2002; Zhang & Chen, 

2006). Particularly, ICA has been increasing its popularity in the field of biomedical 

signal processing (Beckmann & Smith, 2004; Calhoun & Adali, 2006; James & Hesse, 

2004; Martis et al, 2013; Salimi-Khorshidi et al, 2014; Vázquez et al, 2012) .  

Assume that there are n linear mixtures (sensors) y1, … ,yn of n independent 

components 

 njnjjj cmcmcmy  ...2211 , for all j,     (2.16) 

and each mixture yj as well as the independent component ck is a random variable, instead 

of a proper time signal. Let y denotes the mixture y, … ,yn, s denotes c1, … ,cn, and M 

denotes the mij, then (2.16) can be written as 

 y = Mc.          (2.17) 

The statistical model in (2.17) is known as independent component analysis. It 

describes how the observed sensors yi are generated by a process of mixing the 

components si (Hyvärinen & Oja, 2000). The mixing matrix M is unknown but can be 
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estimated. The independent components can be obtained by computing inverse of mixing 

matrix M, denoted by W. Hence,  

 c = Wy          (2.18) 

Two important conditions to use an ICA model are: 

i. The sources must have non-Gaussian distribution,  

ii. The sources are independent to each other. 

To estimate the mixing matrix M, the independent sources must be non-Gaussian. 

Consider a source c consists of two independent components that have uniform pdf. The 

joint density of both components c1 and c2 is hence uniform on a square distribution. If 

these two independent components are mixed through a mixing matrix M, then the new 

mixed components (sensor y) will have a uniform distribution on a parallelogram. The 

columns of M represent the direction of the edges of the parallelogram. Hence M can be 

estimated and the ICA model can be used. However, if the source c consists of two 

Gaussian independent components, then the joint density of both components c1 and c2 is 

completely symmetric (a circular distribution). Therefore, it does not indicate the 

directions of the columns of the mixing matrix M. M cannot be estimated. However, if at 

least one of the independent signals has non-Gaussian distribution, then ICA can be used.  

The independence can be defined by the probability densities. Let p(c1, … ,cn) denotes 

the joint probability density of c1, … ,cn , and pj (cj) denotes the marginal PDF of cj, then 

the elements in the s are independent to each other if and only if the joint pdf is 

  p(c1, … ,cn) = p1 (c1) p2 (c2)… pn (cn)       (2.19) 
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The way how ICA can recover the original sources from a set of sensors is illustrated 

in Figure 2.1, Figure 2.2 and Figure 2.3. Figure 2.1 shows two original signals (sources) 

that are independent to each other. Figure 2.2 shows two new signals (sensors) that are 

mixture of the two sources shown in Figure 2.1. By using ICA, the original signals can 

be recovered, as shown in Figure 2.3.  

For the video-based heart rate measurements and monitoring, the blood volume pulse 

(BVP) is the independent source signal of interest. The color components of the facial 

images captured by the video recorder,i.e. red, green, and blue (RGB), vary in accordance 

to the heart rate variation, since the changes in blood volume alter the light intensity 

reflected from facial tissue. Each of the RGB components is actually the sensor or mixture 

of the reflected plethysmographic signals and other sources (as well as the artifacts). 

 

Figure 2.1: Two independent signals (sources) 
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Figure 2.2: Two sensors (mixture of the two original sources) 

 

 

Figure 2.3: The separation of original sources using ICA 
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2.3 Simplified Mathematical Model for Images of Human Skin 

Skin color is related to pigmentation. Melanin in the epidermis and hemoglobin in the 

dermis are the important factors that affect the variations in skin color (Dawson et al., 

1980; Tsumura et al, 2003; Xu, 2008). Xu et al. defines the skin absorbance S at 

wavelength λ as     

)()()()( 0  SpcpcS hhmm                          (2.20) 

where pm and ph represent the pigment concentration for melanin and hemoglobin 

respectively, c is the product of pigment extinction coefficient and the mean path length 

of photons in the skin layer, and S0 is the baseline skin absorbance (Xu et al., 2014). 

The absorbance can be interpreted as: 

 )log(
L

T
S                           (2.21) 

where T and L are the power of the transmitted light and incident light respectively. The 

pixel intensities corresponding to skin image, I, are expressed as: 

 
 dHTkI )()(                 (2.22) 

where H(λ) is the spectral response function for the camera sensor and k is the camera 

gain. The spectral response function H(λ) can be treated as a delta function (Finlayson et 

al., 2004; Tsumura et al., 2003). Since (2.20) is equal to (2.21), then (2.22) can be re-

written as: 

 
)()()()(loglog 0 RSpRcpRcRkTI hhmmR         (2.23) 

  )()()()(loglog 0 GSpGcpGcGkTI hhmmG           (2.24) 
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)()()()(loglog 0 BSpBcpBcBkTI hhmmB          (2.25) 

where R, G and B represent the red, green and blue components of the image.  

By defining Q as the pixel channel quotient in log space, Q can be expressed as 

  )log(
G

R

I

I
Q                           (2.26) 

At the n-th frame, the differences between the current and previous frames, nQ is given 

as 

  
1 nnn QQQ                            (2.27) 

By considering T and pm as the dc components, then (2.23) and (2.24) can be written as  

  hhnn

nn

pc
GT

RT

II

II

GR

GR 







)
)(

)(
log()log(

1

1

                     (2.28) 

Equation (2.28) can be used to represent the model for skin color in an image. To 

estimate the heart rate from a video sequence, a time series signal x(n) has to be obtained 

and considered as the input data for subsequent processes, where x(n) can be expressed 

as 

  ],,,[)( 32 nQQQnx                        (2.29) 
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CHAPTER 3: VIDEO BASED HEART RATE ESTIMATION USING 

TEMPORAL INFORMATION 

3.1 Overview 

Previous works focus more on the heart rate with less variation and extract the 

information from spatial domain only. Consider a subject is exercising and hence his/her 

heart rate is changing rapidly in accordance to the intensity and duration of his/her 

workout, then in this case the temporal information is needed.  In this chapter, two 

different approaches are presented to indicate the heart rate of the subjects.  The choice 

of using STFT and filter bank is their ability to provide more accurately localized 

temporal and frequency information, especially for the rapidly changing heart rate pattern 

during the exercise routine. Two experiments are carried out to validate the proposed 

approaches. A camcorder is used to capture the facial images of seven subjects, whose 

heart rate vary dynamically, between 87 and 151 BPM. The first experiment involves the 

measurement of subjects’ increasing heart rates while cycling whereas the second 

experiment involves falling heart beats. Experimental results show the proposed method 

can provide an acceptable result where the root mean square error is less than 4.0 BPM.  

3.2 Proposed Method 

This section presents the way how STFT and filter bank can be used to estimate human 

heart rates that change dynamically.  Before the STFT and filter bank are applied, the 

region of interest (ROI) needs to be determined. In the experiments, the area between the 

eyes and the upper lip of the mouth of a subject in a video frame was chosen as the ROI. 

The ROI of each frame for the three RGB components was extracted. For each 

experiment, a sixty-second video was recorded for each subject.  
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3.2.1 Extraction of Temporal Information Using Short-time Fourier Transform 

The process began by obtaining the mean of all pixel values for each RGB color 

component where 

µR: the mean of all pixel values for red component 

µG: the mean of all pixel values for green component 

µB: the mean of all pixel values for blue component 

This was repeated for every frame obtained from each video clip. The set of RGB 

components were then detrended using algorithm developed by Tarvainen et al. 

(Tarvainen et al., 2002). Independent component analysis was then used to separate these 

detrended data into their different sources. The source with the highest spike of power 

spectrum was selected to be used as the time-series input data for the short-time Fourier 

transform (STFT).  

In this study, the window size of the STFT for each video is 20 seconds or 1000 frames. 

950 samples or frames overlap each other for two adjacent windows. Therefore, for a 

sixty-second video, 40 instantaneous heart rate readings can be calculated. For any STFT 

window, the highest peak of the frequency components was selected as the instantaneous 

heart rate for that instant. Figure 3.1 summarizes the techniques used in the proposed 

method. 
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Figure 3.1: Proposed method for video-based heart rate estimation using STFT 

 

3.2.2 Extraction of Temporal Information Using Short-time Fourier Transform 

In this study, the Red, Green, and Blue (RGB) components of each ROI-cropped image 

were extracted. The mean of all pixel values for each component where 

µR: the mean of all pixel values for red component 

µG: the mean of all pixel values for green component 

µB: the mean of all pixel values for blue component 

This was repeated for every frame obtained from each video clip. The thirty-second 

length of times series data were used as the raw input signals for the subsequent data 

processing and analysis. BSS was utilized to extract the separated independent sources 

from the input. The Joint Approximate Diagonalization of Eigenmatrices (JADE), a 

member of independent component analysis (ICA) algorithm (Cardosa & Souloumiac, 

1993; Cardosa, 1999) was utilized to obtain the heart rate source signals. One of the 

requirements of using ICA is the source itself must have a non-Gaussian distribution. It 
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means the heart rate signals must have a non-Gaussian distribution. Through empirical 

studies, it was found that actual heart rate distributions corresponding to each video clip 

used in the experiment are non-Gaussian. Hence 60-s of video is chosen as input to the 

ICA.   

The ICA source signal with the highest spike of power spectrum was chosen as the best 

source representing the heart rate signals. This source signal was then analyzed using the 

filter bank. The processes were repeated for all five parts of the video. Figure 3.2 shows 

the flow chart of the proposed method. 

 Filter bank is an array of band-pass filters that separates the input signal into multiple 

components. Each component carries a specific frequency sub-band of the input signal.  In 

this study, filter bank was applied to bandpass the source signal from 0.8 Hz (or 48 BPM) 

to 4 Hz (or 240 BPM). The difference of two adjacent frequency sub-bands was set to 0.02 

Hz (or 1.2 BPM) equally. Throughout the entire 60-second length of source signals, the 

heart rate readings were sampled at every 1 second (or 50 points). At n-th second, the filter 

bank was applied to the corresponding point and its neighbouring points. The number of 

neighbouring points was fixed at 500 points or 10 seconds. Among the multiple 

components, the component with highest energy was selected and the frequency sub-band 

it carried was the instantaneous heart rate at n-th second. Figure 3.3 indicates how the filter 

bank was utilized in the proposed method.   
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Figure 3.2: Flow chart of video-based heart rate estimation using filter bank 

 

3.3 Experimental Study 

This section outlines the experimental setup and the experimental results and analysis 

for both approaches. The advantage of using temporal information in estimating human 

heart rate that changes dynamically is described. A comparison on both approaches is 

also presented. At last, the drawback of using both approaches is discussed.   

3.3.1 Experimental Setup 

The experiments were set up under office fluorescent lights with indirect sunlight as 

the source of illumination. A video camera (24-Bit RGB, 8 bits per channel) with a 

resolution of 1440 x 1080 pixels and 50 frames per second was used in recording a subject 

cycling for several minutes. Figure 3.4 shows a subject cycling during the experiment. 

The subject was seated at a distance of about 60 cm from the camera. Two experiments 

were carried out. In the first experiment, seven subjects began cycling and the heart rate 

started to increase. 
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Figure 3.3: Proposed method for video-based heart rate estimation using filter 

bank 

 

Videos were captured continuously for 60 seconds while the subjects were cycling. In 

the second experiment, seven subjects continued to increase the speed and stopped at a 

certain speed. The heart rates of subjects are expected to drop from higher level to a more 

converging and lower level. Therefore, the gradient of heart rate variation is larger and 

localized temporal information is needed. Similarly, videos were captured for 60 seconds 

… 
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while the subjects taking rest after cycling.   The data obtained from the experiments were 

then analyzed using the proposed approaches.   

The results of the proposed methods were compared to the heart rate readings obtained 

from Polar Heart Rate Monitor since it is the one of the most accurate instantaneous heart 

rate measurement devices at this moment (Schönfelder et al., 2011; Wallén et al., 2012). 

For reference, all instantaneous heart rates of the subjects were measured using Polar Heart 

Rate Monitor – Polar Team2 Pro. Polar Team2 transmitter set records and transmits the 

subjects’ ECG signals to its base station. The heart rate is sampled and computed by 

measuring at least one ECG signal waveform, as described in their patents (Heikkila, 1998; 

Pietila, 1997).  A comparative study of the actual readings obtained from Polar Team2 Pro 

and the computed readings from the proposed method was done. 
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Figure 3.4: Subject cycling during the experiment 

 

3.3.2 Experimental Results and Analysis for STFT Approach 

Figure 3.5 shows the comparison between all estimated and actual heart rate readings 

for the first experiment using STFT approach while Figure 3.6 shows the corresponding 

results for the second experiment using the same approach.  Overall, the results obtained 

from the proposed method did not vary much from the actual readings. The respective 

root mean square errors are 3.36 BPM (first experiment) and 2.41 BPM (second 

experiment).  The respective correlation coefficients between actual and estimated heart 

rate readings are 0.99 for both experiments.  
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As can be observed from Figure 3.5, the readings are generally distributed below the 

reference line (R = 1). Figure 3.6 shows another trend where the data are generally 

distributed above the reference line (R=1). As a 20-second window is needed for the 

computation of the first reading, the estimated readings are always lagging behind the 

actual readings. For further discussion, the comparison of actual and estimated heart rate 

for each subject is presented. Figure 3.7 shows the comparison of actual and estimated 

rate for each subject in the first experiment while Figure 3.8 shows the comparison for 

the second experiment.  For both figures, red color represents the actual heart rate 

readings while green color represents the estimated heart rate readings using proposed 

method. Both figures show that the estimated readings are generally lagging behind the 

actual readings and cause the inaccuracy. To address this issue, a short-duration video is 

needed for heart rate estimation. The challenge of using a short-duration video is the ICA 

sources may not have sufficient independence and it could render an inaccurate result. 

Further details are presented in Chapter 4.  

In addition to this, the performance of the proposed algorithm is also evaluated using 

the Bland Altman plots. Bland Altman plot can be used to analyze the agreement between 

two different set of measurements,i.e the estimated heart rate readings from proposed 

method and the actual heart rate readings obtained from Polar Heart Rate Monitor. The 

95 % limit of agreement for each comparison indicates that how far apart measurements 

by two methods are more likely to be. Figure 3.9 shows the Bland Altman plot for the 

heart rate readings obtained from the first experiment while Figure 3.10 shows the Bland 

Altman plot for the heart rate readings obtained from the second experiment. It shows 

that the heart rate readings obtained from the first experiment has higher range of errors 

as compared to the heart rate readings obtained from the second experiment. It is due to 

the occurrence of large amount of motion artifacts in the first experiment. As in the first 

Univ
ers

ity
 of

 M
ala

ya



26 

experiment, video was captured while subject was cycling. A larger amount of motion 

artifacts might occur.  

 

Figure 3.5: Comparison of all actual and estimated heart rate readings using 

STFT for the first experiment 

 

Figure 3.6: Comparison of all actual and estimated heart rate readings using 

STFT for the second experiment 
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(a)  First subject  

 

 

(b)  Second subject 

Figure 3.7: Comparison of actual and estimated heart rate readings for each 

subject in the first experiment 

 

 

             Actual Heart Rate 

             Estimated Heart Rate 

             Actual Heart Rate 

             Estimated Heart Rate 

Univ
ers

ity
 of

 M
ala

ya



28 

 

 

(c)  Third subject 

 

 

 

(d)  Forth subject 
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Figure 3.7.continued  

 

 

(e)  Fifth subject 

 

 

(f)  Sixth subject 

Figure 3.7.continued 
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(g)  Seventh subject 

Figure 3.7.continued  

 

(a)  First subject 

Figure 3.8: Comparison of actual and estimated heart rate readings for each 

subject in the second experiment 
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(b)  Second subject 

 

 

(c)  Third subject 

Figure 3.8.continued  
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(d)  Forth subject 

 

 

(e)  Fifth subject 

Figure 3.8.continued  
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(f)  Sixth subject 

 

 

(g)  Seventh subject 

Figure 3.8.continued  
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Figure 3.9: Bland-Altman plot for all estimated heart rate reading using STFT 

for the first experiment 

 

 

Figure 3.10: Bland-Altman plot for all estimated heart rate reading using STFT 

for the second experiment 
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In this study, the window size of the STFT was set to 1000 points, which corresponds 

to 20 seconds (as the frame rate is 50). The power spectrum distribution obtained from 

STFT is showed in Figure 3.11. On the other hand, the proposed method is compared 

with previous method (Pursche et al., 2012) that used Fourier transform to obtain the heart 

rate. It is found that STFT provides better temporal information and hence better results. 

Figure 3.12 shows the heart rate readings obtained from STFT and Fourier transform for 

a particular subject.  Blue line indicates the results obtained using Fourier transform. It 

shows a fixed value for a given time and does not show the time localization. Hence it is 

not suitable to measure dynamic heart rate readings.  

 

 

 

 

 

 

 

Figure 3.11: The power spectrum distribution obtained from STFT 
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Figure 3.12: Comparison between proposed method and previous methods that 

used Fourier transform 

3.3.3 Experimental Results and Analysis for Filter Bank Approach 

Figure 3.13 shows the comparison of actual and estimated heart rate readings for all 

subjects in the first experiment while Figure 3.14 shows the comparison of actual and 

estimated heart rate readings for all subjects in the second experiment. For both figures, 

red color represents the actual heart rate readings while green color represents the 

estimated heart rate readings using the proposed method. The respective root mean square 

errors of the results are 2.63 BPM (first experiment) and 2.30 BPM (second experiment) 

while the respective correlation coefficients are 0.99 for both experiments. 

The results shown in Figure 3.13 and Figure 3.14 indicate that filter bank is able to give 

a more accurate result as compared to the STFT. These two figures show that the readings 

are scattered around the reference line (R=1). For further discussion, the comparison of 

actual and estimated heart rate for each subject is presented. Figure 3.15 shows the 

comparison of actual and estimated rate for each subject in the first experiment while 

Figure 3.16 shows the comparison for the second experiment. Figure 3.15 and Figure 3.16 

show that the lagging effect as shown in Section 3.3.2 earlier is not significant at here. It 
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could most probably due to the longer window size of the STFT as compared to the 

window size of filter bank. As STFT performs the Fourier transform onto each window, 

the size of the window may not be too small. Avery small window size gives a low-

resolution frequency domain and may miss out some information.  

In addition to this, the performance of the proposed algorithm (using filter bank) is also 

evaluated using the Bland Altman plots. Figure 3.17 shows the Bland Altman plot for the 

heart rate readings obtained from the first experiment while Figure 3.18 shows the Bland 

Altman plot for the heart rate readings obtained from the second experiment. Similarly, 

the heart rate readings obtained from the first experiment has higher range of errors as 

compared to the heart rate readings obtained from the second experiment. It is due to the 

occurrence of large amount of motion artifacts in the first experiment.  

 

 

Figure 3.13: Comparison of all actual and estimated heart rate readings using 

filter bank for the first experiment 
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Figure 3.14: Comparison of all actual and estimated heart rate readings using 

filter bank for the second experiment 

 

 

(a)  First subject 

Figure 3.15: Comparison of actual and estimated heart rate readings for each 

subject in the first experiment 
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(b)  Second subject 

 

 

(c)  Third subject 

Figure 3.15.continued  
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(d)  Forth subject 

 

 

(e)  Fifth subject 

Figure 3.15.continued  
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(f)  Sixth subject 

 

 

(g)  Seventh subject 

Figure 3.15.continued  
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(a)  First subject 

 

 

(b)  Second subject 

Figure 3.16: Comparison of actual and estimated heart rate readings for each 

subject in the second experiment 
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(c)  Third subject 

 

 

(d)  Forth subject 

Figure 3.16.continued  
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(e)  Fifth subject 

 

 

(f)  Sixth subject 

Figure 3.16.continued  
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(g)  Seventh subject 

Figure 3.16.continued  

 

 

 

Figure 3.17: Bland-Altman plot for all estimated heart rate reading using filter 

bank for the first experiment 
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Figure 3.18: Bland-Altman plot for all estimated heart rate reading using filter 

bank for the second experiment 

The drawback of using the approaches described above is the video duration used for 

heart rate estimation is quite long. For a long video duration, ICA is able to separate the 

sources very clearly, i.e the ICA sources are  independent to each other. Hence, the source 

with heart rate signals can be easily obtained. However, for a very dynamic heart rate 

variation, short video duration is needed. An important consideration is the accuracy 

should not be compromised in the use of short video duration. ICA could render an 

inaccurate result if the video duration is too short. This issue is addressed and described 

in Chapter 4.   

3.4 Chapter Conclusion 

In this chapter, two different approaches that provide temporal information for video-

based heart rate measurements are described. Previous works focus on minimal change 

in the heart rate variations, while this study deals with dynamic heart rate variation. For 

a rapidly changing heart rate patterns, the temporal information is essential to provide an 

accurate measurements. Both STFT and filter bank provide this information. 

Experimental results show that the proposed methods can give an acceptable result, for 

dynamic heart rate variation. However, it is found that filter bank is able to give a more 
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accurate answer as compared to the STFT. The common issue for both approaches is the 

lengthy video duration.  
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CHAPTER 4: DYNAMIC HEART RATE ESTIMATION FROM SHORT VIDEO 

SEQUENCES 

4.1 Overview 

This chapter shows how dynamic heart rate measurements that are typically 

obtained from sensors mounted near to the heart can also be obtained from video 

sequences. As described in Chapter 3, a short video duration is needed for dynamic heart 

rate estimation. However, short video duration may decrease the amount of independence 

of ICA sources and may render to inaccurate readings. In this study, independent 

component analysis (ICA) is combined with mutual information to ensure accuracy is not 

compromised in the use of short video duration. Two experiments are carried out where 

a video camera captures the facial images of the seven subjects. The first experiment 

involves the measurement of subjects’ increasing heart rates (79 to 150 beats per minute 

(BPM)) while cycling whereas the second involves falling heart beats (153 to 88 BPM). 

While both experiments are going on measures of heartbeat using the Polar heart rate 

monitor is also taken to compare with the findings of the proposed method. Overall 

experimental results show the proposed method can be used to measure dynamic heart 

rates where the root mean square error (RMSE) and the correlation coefficient are 1.88 

BPM and 0.99 respectively. 

4.2 Proposed Method 

In this section, the proposed model to estimate the dynamic heart rate measurements 

is discussed together with how the independence of the ICA sources is established. The 

earliest sign of the independence of the ICA sources determined from the mutual 

information establishes the minimum video duration which gives the most accurate heart 

rate estimation is elaborated. The significance of the video duration and its relationship 

to the accuracy of the heart rate estimation is also discussed. 

Univ
ers

ity
 of

 M
ala

ya



49 

4.2.1 Workflow of the Proposed Method 

In order to compute the instantenous heart rate of a subject at n-th second instant, 50 

frames of raw images (equivalent to 2 seconds) before the instant were taken as the raw 

input for the next processing.  The block diagram of the proposed model for dynamic 

heart rate measurement is illustrated in Figure 4.1.  

After the ROI of each frame was identified, the mean of pixel values for red (R), green 

(G) and blue (B) components were computed separately, where  

µR: the mean of all pixel values for R component 

µG: the mean of all pixel values for G component 

µB: the mean of all pixel values for B component 

The respective µR, µG, and µB of all these 50 continuous frames were calculated. 

Therefore, at that instant, a set of three raw sensors R(n), G(n), B(n) were formed. Each 

raw sensor consists of 50 elements. The set of raw sensors were then detrended using 

algorithm developed by Tarvainen et al. (Tarvainen et al., 2002). ICA model developed 

by Cardosa and Souloumiac (Cardosa, 1999; Cardosa and Souloumiac, 1993) was then 

used to separate one set of 3 independent sources from the set of sensors. The set of ICA 

sources were bandpass filtered (128-point Hamming window, 0.6-4 Hz), and the mutual 

information was applied to obtain the independence of the ICA sources.   

The entire process was repeated by increasing the number of previous frames, one-by-

one until it fulfilled the criterion. The criterion was based on the convergence of the curve 

fitting coefficients. It is described in details in Section 4.2.2. 
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Figure 4.1: Flow chart of the proposed method 

Once it fulfilled the criterion, the process was stopped. The number of frames (or video 

duration) at this point was chosen as the video duration needed for computing the 

instantaneous heart rate reading n-th second time instant. The respective sources were 

considered independent to each other. The source that had the highest peak in the 

frequency domain was chosen as the BVP or heart rate sources. The corresponding 

frequency was considered as the instantaneous heart rate at n-th second time instant. 

Compute the corresponding set of sensors, 

R(n), G(n), and B(n) 

Perform ICA to separate the independent 

sources from the sensors 

 

Are the sources 

independent to 

each other (based 

on the criterion)? 

YES 

NO Add more number of previous 

frames 

Obtain ROI 
Extract 50 frames (equivalent to 2 second) 
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4.2.2 Criterion Determining the Independence of the ICA Sources 

One of the criteria or requirements to use the ICA is the sources must be independent 

to each other. ICA itself will separate the sources by maximizing the statistical 

independence among the given sensor signals. In this study, mutual information (Cover 

and Thomas, 2012) is used to measure the mutual dependence (and independences) of the 

ICA sources.  

In this study, three ICA sources, i.e. S1, S2, and S3, are separated from each set of 

Red(R), Blue(B) and Green(G) sensors. The normalized mutual information of any two 

source Sp and Sq, In (Sp ;Sq) is expressed as  
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qp

qpn
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SSI
SSI 

         (4.1) 

where I(Sp; Sq) is the mutual information of the sources Sp and Sq while H(Sp) and H(Sq) 

are the respective entropies of the sources Sp and Sq. 

The mutual information  I(Sp; Sq) can be expressed in terms of their entropy: 

    ),()()();( qpqpqp SSHSHSHSSI  .                  (4.2) 

The entropy H(S) of a source S can be computed from  
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spspSH )(log)()(           (4.3) 

while the joint entropy H(Sp,Sq) of the sources Sp and Sq can be computed from 
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where p(sp,sq) is the joint probability density function of the sources Sp and Sq.  

Univ
ers

ity
 of

 M
ala

ya



52 

The normalized mutual information is zero if both sources are totally independent to 

each other and unity if both sources are totally dependent to each other. Since there are 

three ICA sources, hence their normalized mutual information is averaged and it is 

expressed as 

 3

);();();(
);;( 323121

321

SSISSISSI
SSSC nnn 


      (4.5) 

The relationship of C(S1;S2;S3) and video duration for estimating the instantaneous 

heart rate reading at a particular instant is shown in Figure 4.2. It indicates that the value 

of C(S1;S2;S3) decreases as the video duration (or number of video frames) increases.  A 

best fit curve is used to represent the function C(S1;S2;S3). In this study, the best fit curve 

to represent the function of mutual information with the video duration is given as  

 
b

t atSSSC );;( 321
,          (4.6) 

where t is the video duration used, a and b are the coefficients of the function. 

The confident bounds for the fitted coefficients are set at 95 %. The coefficients change 

drastically at the beginning, but remain almost constant when the video duration exceeds 

a specific duration and the mutual information value changes very little after this duration. 

The stopping criterion is set as when the difference of coefficient values for 2 continuous 

video frames is smaller than 2 × 10-4. Once the stopping criterion is met, the 

corresponding video duration is identified as the video duration to compute the 

instantaneous heart rate at that particular instant.  

As an example, Figure 4.2 shows that different time intervals give different values of 

mutual information and hence different heart rate readings. In this case, the actual heart 

rate reading of the subject obtained from Polar Heart Rate Monitor is 93 BPM.   
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Figure 4.2: The relationship between the averaged normalized mutual 

information C(S1;S2;S3) and the video duration and the respective computed heart 

rates 

Now consider point A in Figure 4.2 which indicates the corresponding value of 

C(S1;S2;S3) when the video duration is 2.2 seconds. Notice at this point, the mutual 

information gives a high value indicating the ICA sources are not independent. The heart 

rate computed based on these ICA sources is 173.46 BPM. As the video duration 

increases, correspondingly C(S1;S2;S3)  too decreases. This trend continues till the 

stopping criterion is met. As can be seen in Figure 4.2, the criterion is satisfied at point B 

(video duration for this case is 6.88s). The heart rate reading computed at this point is 

93.88 BPM, which is closer to the actual reading. Even if the video duration is extended 

longer than the necessary duration, the C(S1;S2;S3)  doesn’t vary much. However, the 

heart rate accuracy drops further if longer video duration is taken after the stopping 

criterion is met. For example, consider point C where the video duration is 10.8 seconds 

and the ICA sources are still independent to each other but it gives a less accurate heart 

Point B: The iteration is 

stopped when the criterion 

is satisfied. The computed 

heart rate is 93.88 BPM 

Point A: Mutual information 

gives a high value when the 

video duration is too short. The 

computed heart rate is 

173.46BPM. 

Point C: The extended 

video duration and the 

computed heart rate is 

95.51 BPM 

Video Duration 
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rate reading when compared to point B. The computed heart rate is 95.51 BPM.  The 

details of the heart rate accuracies at different points (hence different durations) are 

discussed in Section 4.2.3. 

4.2.3 Significance of the Minimum Video Duration 

In this sub-section, the significance of the video duration and its relationship to the 

accuracy of the heart rate estimation is presented. The significance of the independent 

sources and how they relate to the accuracy of the heart rates is shown in Figure 4.3, 

Figure 4.4 and Figure 4.5. Figure 4.3 shows the separated ICA sources for point A (at 2.2 

s) in the frequency domain. As can be seen in Figure 4.3, the highest peak is observed at 

S3 and the corresponding frequency is 173.46 BPM. The actual heart rate reading 

obtained from the Polar heart rate monitor for the particular instant discussed in Figure 

4.2 is 93 BPM. As pointed out earlier, the ICA sources are not independent and hence the 

computed heart rate reading is inaccurate.  

Figure 4.4 shows the separated ICA sources for point B (at 6.88 s) in frequency 

domain. At this point, the stopping criterion is met. As shown in Figure 4.4, the highest 

peak is significantly seen at S3 and the corresponding frequency is 1.561 Hz, which is 

same as 93.66 BPM. The computed reading is closer to the actual heart rate reading. For 

the video duration that is beyond point B, the accuracy of the computed heart rate readings 

decreases. This is shown in Figure 4.5. In this figure, point C (10.8 s), the highest peak in 

the frequency domain is observed at S3 and the corresponding frequency is 95.58 BPM. 

For dynamic heart rate measurements, a shorter video duration is preferred as it would 

allow a more frequent update of heart rate measurements.  
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Figure 4.3: The frequency domain of the ICA sources when video duration at 

point A is selected 

 

 

Figure 4.4: The frequency domain of the ICA sources when video duration at 

point B is selected 
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Figure 4.5: The frequency domain of the ICA sources when video duration at 

point C is selected 

Figure 4.6 shows how the errors of the computed heart rate readings vary at different 

video intervals.  It shows the error bars of the heart rate errors for subjects tested in the 

experiments. As can be seen from Figure 4.6, the error rates are considerably high if the 

video duration is less than 4 seconds. Even though the mean errors from 4 seconds to 5.5 

seconds are relatively as close to the mean error of the proposed method, however, the 

standard deviation of the errors for the proposed method is much smaller when compared 

with those from 4.5 seconds to 5.5 seconds. This explains the need to determine the 

earliest sign of the independence of the ICA sources which corresponds to the minimum 

video duration that gives accurate heart rate estimation for all readings. Table 4.1 

summarizes the video durations for all readings to estimate the heart rates of each subject 

using the proposed method.  
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Figure 4.6: Comparison of the mean square and standard deviation of the heart 

rate errors for the proposed variable video intervals and fixed video intervals. T 

represents the video interval 

 

Table 4.1: Summary of the video durations for all heart rate readings of each 

subject using the proposed method 

Experiment Subject 
Video Duration (sec) Mean 

(sec) 

Standard Deviation 

(sec) Minimum Maximum 

1 

1 3.88 7.52 5.35 0.83 

2 3.76 7.56 5.56 0.91 

3 3.76 6.80 5.47 0.68 

4 3.80 7.32 5.63 0.90 

5 3.64 7.36 5.37 0.85 

6 3.76 7.48 5.26 0.89 

7 3.72 7.32 5.49 0.88 

2 

1 3.76 7.56 5.51 0.91 

2 3.72 6.80 5.17 0.68 

3 3.60 7.12 5.45 0.80 

4 3.64 7.16 5.29 0.78 

5 3.84 7.56 5.47 0.80 

6 3.96 7.20 5.42 0.76 

7 3.52 7.04 5.42 0.78 
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4.3 Experimental Study 

In this section, the experimental setup and two experiments that relate to dynamic heart 

rate variation are discussed. Heart rate variation can be either increasing or decreasing. 

This study consists of both cases. In the first experiment, the heart rates of the subjects 

were increasing, ranging from 79 to 150 BPM, while in the second experiment, the heart 

rates of the subjects are decreasing, ranging from 153 to 88 BPM. In addition to the 

dynamic heart rate experiments, a sub-section is included to show that the proposed 

method can also be used for subjects while at rest.    

4.3.1 Experimental Setup 

All experiments were set up under office fluorescent lights with indirect sunlight as 

the source of illumination. The lighting background was homogeneous and had no 

significant changes or variation. All the data were processed and analyzed offline using 

MATLAB R2013a. 

A Handycam Camcorder (Sony HDR-PJ260VE) with resolution of 1440 × 1080 pixels 

was used with 25 frames were sampled every second for video recording purpose. All 

videos were recorded in 24-bit RGB (with 8 bits per channel). The video camera was 

fixed at a position with a distance of about 0.60 m from the subject’s face. In this study, 

the Region of Interest (ROI) is fixed at the area below eyes and above the upper lip of 

mouth in a video frame. As what concluded by Pursche et al. (Pursche et al., 2012), this 

region gives better accuracy compared to other facial regions.  The face region was 

detected by using existing model (Ojala et al., 2002; Viola & Jone, 2001). 

All subjects were asked to wear the Polar chest strap before doing the experiments.   In 

the first experiment, seven subjects were asked to cycle at different speeds for three 

minutes where significant changes of the subjects’ heart rates were observed after the first 

two minutes. The heart rate readings were taken in the last one minute for every subject.  
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An increasing heart rate variation was observed for every subject. Video was recorded 

while the subjects were cycling where their faces had minimum movement.  

In the second experiment, seven subjects were asked to cycle at fast speed to raise their 

heart rates to a certain high level. Once this was achieved, then the subjects were asked 

to rest for one minute and their heart rates were observed and computed from video 

recorded during this period. The subjects did not move during the video recording. 60 

consecutive heart rate readings (sampled at each second) were computed for every 

subject. 

The instantaneous heart rates of all subjects for both experiments were computed based 

on the detailed algorithm proposed in Section 4.2. For reference, all instantaneous heart 

rates of the subjects were measured using Polar Heart Rate Monitor – Polar Team2 Pro. 

A comparative study was done between the actual readings obtained from Polar Team2 

Pro and those computed readings from the proposed method.  

4.3.2 First Experiment: Observed Heart Rates Varying from Low to High 

In the first experiment, seven subjects’ heart rates were measured while cycling and 

they varied from 79 BPM to 150 BPM. The video duration needed for each instantaneous 

heart rate reading computed using the proposed method varied from 3.64 to 7.52 seconds 

with a mean value of 5.45 seconds. A total of 420 instantaneous heart rate readings were 

obtained from the experiment. A comparison of the estimated and actual readings of the 

subjects in this experiment is shown in Figure 4.7. The root mean square error is 1.97 

BPM while the Pearson correlation coefficient is 0.99. 

The details of the heart rate variation of the seven subjects and their corresponding 

RMSE are shown in Table 4.2. From Table 4.2, the highest and lowest RMS errors are 

2.33 and 1.64 BPM respectively. The comparison of actual and computed heart rate for 
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each subject is shown in Figure 4.8. For this figure, red color represents the actual heart 

rate readings while green color represents the estimated heart rate readings. Additionally, 

the performance of the proposed algorithm is evaluated using the Bland Altman plot, as 

shown in Figure 4.9. Bland Altman plot is used to quantify the agreement between two 

methods of measurements (Bland & Altman, 1999). The 95% limits of agreement, 

estimated by mean difference ±1.96 standard deviation of the difference, provide an 

interval within which 95% of differences between the measurements by the two methods.  

It can be seen from Figure 4.9 that the Bland Altman plot quantifies the agreement 

between the actual heart rate readings obtained from Polar Heart Rate Monitor and the 

computed heart rate readings using the proposed method. As it can be seen that most of 

the computed readings are located inside the blue boundary lines that satisfies the 95 % 

limits of agreement. However, there are some readings located out of the boundary lines 

and this is probably due to some motion artifacts.  

 

 

 

 

 

 

Figure 4.7: Comparison of all actual and estimated heart rate readings for the 

first experiment 
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Table 4.2: Summary of heart rate readings results for the first experiment 

Subject 
Heart Rate Readings(BPM) 

RMSE (BPM) 
Lowest Highest 

1 91 104 2.01 

2 101 136 1.76 

3 104 120  2.03  

4 93 150  1.64  

5 110 129  1.67  

6 110 140  2.33  

7 79 96  2.28  

 

 

 

(a)  First subject 

Figure 4.8: Comparison of actual and estimated heart rate readings for each 

subject in the first experiment 
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(b)  Second subject 

 

 

(c)  Third subject 

Figure 4.8.continued  
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(d)  Forth subject 

 

 

(e)  Fifth subject 

Figure 4.8.continued  
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(f)  Sixth subject 

 

 

(g)  Seventh subject 

Figure 4.8.continued  
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Figure 4.9: Bland-Altman plot for all estimated heart rate reading for the first 

experiment 

 

4.3.3 Second Experiment: Observed Heart Rates Varying from High to Low 

In the second experiment, the seven subjects’ heart rates varied from 153 BPM to 88 

BPM. A total of 420 instantaneous heart rate readings were obtained from this 

experiment. The video duration needed for each instantaneous heart rate reading 

computed using the proposed method varied from 3.52 to 7.56 seconds with a mean value 

of 5.39 seconds. Figure 4.10 shows the comparison of the estimated and actual heart rate 

readings of the seven subjects. The root mean square error is 1.77 BPM while the Pearson 

correlation coefficient is 0.99. Table 4.3 shows the details of the heart rate variations of 

the seven subjects and their corresponding RMSE. Just as in the first experiment, the 

highest and the lowest high rate RMS errors are less than 3 BPM. Figure 4.11 shows the 

comparison of actual and computed heart rate readings for each subject. For this figure, 

red color represents the actual heart rate readings while green color represents the 

estimated heart rate readings. 
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Figure 4.10: Comparison of all actual and estimated heart rate readings for the 

second experiment 

 

 

(a)  First subject 

Figure 4.11: Comparison of actual and estimated heart rate readings for each 

subject in the second experiment 
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(b)  Second subject 

 

 

(c)  Third subject 

Figure 4.11.continued  
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(d)  Forth subject 

 

 

(e)  Fifth subject 

Figure 4.11.continued  
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(f)  Sixth subject 

 

 

(g)  Seventh subject 

Figure 4.11.continued  
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The Bland Altman plot as shown in Figure 4.12 indicates that a small number of 

computed heart rate readings are located outside the 95 % limit of agreement interval. 

The accuracy of computed heart rate readings in this experiment is better than the 

accuracy of the readings in the first experiment. It is because the subjects in the second 

experiment did not move as they were not cycling. 

Table 4.3: Summary of heart rate readings results for the second experiment 

Subject 

Heart Rate 

Readings(BPM) RMSE (BPM) 

Highest Lowest 

1 108 88 1.97 

2 150 114 1.49 

3 105 98  2.14  

4 153 119  1.73  

5 153 127  1.58  

6 141 127  1.57  

7 146 129  1.82  

 

 

Figure 4.12: Bland-Altman plot for all estimated heart rate reading for the 

second experiment 

 

Univ
ers

ity
 of

 M
ala

ya



71 

4.3.4 Heart Rate Estimation for Subjects at Rest Using Proposed Method 

In addition to the dynamic heart rate measurements, the proposed method can also be 

used for subjects whose heart rates are almost constant (non-dynamic). To do that, 

subjects were at rest for one minute and their measured and computed heart rate readings 

are shown in Figure 4.13.  The root mean square error is 1.54 BPM while the Pearson 

correlation coefficient is 0.98.  

 

Figure 4.13: Comparison of all actual and estimated heart rate readings for 

subjects at rest 

4.4 Chapter Conclusion 

A new method of computing dynamic heart rate involving the use of short video clips 

has been proposed in this paper. Video clips are far easier to obtain and cheaper than the 

existing invasive or in-contact methods of obtaining the heart rates.  In this study, it is 

observed that close to accurate readings can be obtained if the three ICA sources are 

independent of each other. The independence of the ICA sources needs to be established 

to ensure the reliability of the findings. For this, mutual information developed earlier 

was used. Two experiments were done to corroborate the validity of the proposed method 
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and the accuracy of its findings. These experiments show that the findings of this method 

agree with the findings of the established, and therefore accepted, method. The Bland-

Altman plot shows that most of the findings of this study fall within the boundaries set 

for 95 % limit of agreement interval.  The RMSE in both experiments are 1.97 BPM and 

1.77 BPM, respectively.  
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CHAPTER 5: DYNAMIC HEART RATE ESTIMATION USING PRINCIPAL 

COMPONENT ANALYSIS 

5.1 Overview 

In this study, a video camera is used to capture the facial images of seven subjects 

whose heart rates vary dynamically, between 81 and 153 BPM. Principal component 

analysis (PCA) is used to recover the blood volume pulses (BVP) which can be used for 

the heart rate estimation. An important consideration for accuracy of the dynamic heart 

rate estimation is to determine the shortest video duration that realizes it. This video 

duration is chosen when the six principal components (PC) are least correlated amongst 

them. When this is achieved, the first PC is used to obtain the heart rate. The results 

obtained from the proposed method are compared to the readings obtained from the Polar 

heart rate monitor. Experimental results show the proposed method is able to estimate the 

dynamic heart rate readings using less computational requirements when compared to the 

existing method.  The mean absolute error and the standard deviation of the absolute 

errors between experimental readings and actual readings are 2.18 BPM and 1.71 BPM 

respectively. 

5.2 Relationship between RGB and YCbCr Components of Facial Images 

Human skin is composed of different layers (Krishnaswamy & Baranoski, 2004) and 

its color is highly related to melanin and hemoglobin concentrations. Xu et al. (Xu et al., 

2014) derived the relationship between the RGB pixel intensities obtained from a facial 

image and the hemoglobin and melanin concentrations, ch and cm, in the skin layer as: 

  )(log)}()()({log 0 RkERAcRvcRvP hhmmR  ,       (5.1) 

  )(log)}()()({log 0 GkEGAcGvcGvP hhmmG  ,        (5.2) 

  )(log)}()()({log 0 BkEBAcBvcBvP hhmmB  .                (5.3) 
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where R,G and B represent the red, green and blue components of the image respectively 

while vh and vm are the products of pigment extinction coefficients of hemoglobin and 

melanin respectively, and their mean path length of photons in the skin layer. A0 denotes 

the baseline skin absorbance while k is the constant for the camera gain and E is the power 

of incident light for each color component. 

Considering the video is captured under constant background light and for a short 

duration, then the AC components of the RGB pixel intensities in log-space consist 

mostly of hemoglobin concentration. Since hemoglobin concentration is related to blood 

concentration, the frequency of this hemoglobin concentration is considered as the BVP, 

i.e. the heart rate pulse.  

As (5.1-5.3) depend only on pigment concentration, baseline skin absorbance and the 

incident light, we may conclude that the RGB in log-space are correlated to each other. 

Figure 5.1 shows the distribution of RGB pixel intensities in log-space over a period of 

time used in our experiment. Table 5.1 shows the correlation among log PR, log PG, and 

log PB. The values in Table 5.1 show the RGB pixel intensities in log-space are highly 

correlated to each other. Therefore, PCA can be used to decorrelate these color 

components and recover the corresponding uncorrelated PCs.  

However, for short video duration, the correlation amongst the PCs is still high 

which upon using them in the subsequent operation may lead to inaccurate heart rate 

readings. To address this issue, we add three more color components, i.e. luminance Y, 

chrominance Cb and Cr, in log-space as the input features. YCbCr components are 

correlated to the RGB components. These components can be derived from the RGB 

(Poyton, 1996) as follows: 

  BGRY  966.24553.128481.6516                  (5.4) 
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BGRCb  112203.74797.37128

      (5.5) 

  BGRCr  214.18786.93112128       (5.6) 

With these six color components as input features, the corresponding PCs have much 

lower correlation as compared to the PCs whose input features are RGB components only. 

Figure 5.2 illustrates the correlation coefficients for six PCs and three PCs respectively. 

It shows that the correlation coefficient for the six PCs (green line) decreases as the video 

duration increases while the correlation coefficient for the three PCs (red line) is not 

consistent and relatively higher when compared to the six PCs. Therefore, in this study, 

we use PCA to recover the PPG signals from these six color components. After applying 

the PCA, the first PC that has the largest possible variance is considered as the PPG signal 

that consists of the hemoglobin concentration. The heart rate can be computed from this 

PPG signal. 

 

Figure 5.1: The distribution of log PR, log PG and log PB 
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Table 5.1: Correlation coefficient among log PR, log PG and log PB 

 log PR log PG log PB 

log PR 1.00 0.92 0.84 

log PG 0.92 1.00 0.93 

log PB 0.84 0.93 1.00 

 

 

Figure 5.2: The graph of correlation coefficient amongst PCs vs video duration 

for 3 PCs and 6 PCs respectively 

 

5.3 Proposed Method 

In this section, the proposed model to estimate the dynamic heart rate measurements 

using PCA is presented. The relationship between the correlation among PCs, video 

duration and heart rate accuracy is also discussed. As the video duration affects the 

accuracy of the heart rate reading, a stopping criterion is set to determine the video 

duration needed for dynamic heart rate estimation.  The details are described in this 

section. 
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5.3.1 Relationship between the correlation among PCS and video duration 

Ideally, PCA will compute its PCs by maximizing the correlation among the input 

features. However, for short video duration, the PCs may still have high correlation. 

Hence, it is important to find out the minimum video duration that gives the least 

correlation. We use Pearson correlation coefficient to determine the correlation between 

any two PCs. For any given two PCs x and y, the Pearson correlation coefficient of these 

two PCs, R is given as: 

  .
),(),(

),(
),(

yyCxxC

yxC
yxR 

                   (5.7) 

where C(x,y) is the covariance of PCs x and y, C(x,x) and C(y,y) are the variances of PCs 

x and y respectively. Since six PCs are recovered from the PCA, the averaged correlation 

coefficient amongst PCs, Ravg is computed using 
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Figure 5.3 illustrates the relationship between the averaged correlation coefficient Ravg 

and video duration for a particular heart rate reading used in the experiment. A power 

function curve is fitted to represent the function Ravg. It is found that the value of the Ravg 

decreases significantly at the beginning, but remains almost constant when the video 

duration exceeds a specific duration. The value of the Ravg varies very little after this 

duration. Hence, the stopping criterion to determine the video duration is set as when the 

difference of Ravg for 3 continuous video frames is smaller than 2 × 10-4.  

To illustrate how correlated PCs affect the accuracy of computed heart rate readings, 

two points X and Y are selected in Figure 5.3.  The actual heart rate reading for this 
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particular instant is 143 BPM. Point X represents a very short video duration where the 

Ravg doesn’t meet the stopping criterion. Point Y represents the suitable video duration 

where the Ravg has met the stopping criterion. Point Y gives more accurate heart rate 

estimation, i.e 142.38 BPM as compared to point X that gives 63.75 BPM. When the 

stopping criterion is met, the corresponding video duration is used to compute the 

instantaneous heart rate for that particular instant.  

 

Figure 5.3: The relationship of the averaged correlation coefficient Ravg and 

the video duration and the respective computed heart rate 

 

5.3.2 Block diagram the proposed model 

The block diagram of the proposed model is illustrated in Figure 5.4. The face region 

is identified by using the model described in (Viola and Jones, 2001) and the region of 

interest (ROI) is fixed at the area below eyes and above the upper lip of mouth. For each 

frame, the spatially average of the RGB and YCbCr components, i.e.: µR, µG, µB, µY, µCb, 

and µCr are computed respectively. All six color components are projected into log-space. 

Therefore, at any time instant, a set of six input features log PR, log PG, log PB, log PY, 

log PCb and log PCr are formed. The set of input features are then detrended using the 

model developed by Tarvainen et al. (Tarvainen et al., 2002). PCA is then used to recover 

Point X: The stopping criterion is 

not met. The computed heart rate 

is 63.75 BPM. 
 Point Y: The stopping 

criterion is met at this 

point. The computed heart 

rate is 142.38 BPM 
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six PCs from these six input features. The set of PCs is bandpass filtered (128-point 

Hamming window, 0.8-4 Hz). 

The entire process is repeated by increasing the number of previous video frames, until 

the stopping criterion described in Section 5.3.1 is met. At this point, the corresponding 

number of frames is chosen as the video duration needed to compute the instantaneous 

heart rate reading. The first PC is then chosen as the PPG signal. The corresponding 

frequency of this PPG signal is considered as the instantaneous heart rate reading for that 

particular instant.  

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

Figure 5.4: Flow Chart of the proposed method  

 

  

Compute the input features: log PR, 

log PG, log PB, log PY, log PCb, and 

log PCr 

Perform the PCA 

Extract 50 frames (as initial number of 

frames) before the instant. 

Perform the DFT to the first PC. 

Determine the video duration needed 

to establish the uncorrelated PCs 

Obtain ROI 
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5.4 Experimental Study 

In this section, the experimental setup and the experimental results are discussed and 

analysed. A comparative study between the proposed method and the method described 

in Chapter 4 is also presented. 

5.4.1 Experimental Setup 

All experiments were set up under constant office fluorescent light. A Sony camcorder 

(HDR-PJ260VE) was used for the video recording purposes. All videos were recorded 

and sampled at 50 frames per second. The camcorder was fixed at a position with a 

distance of about 0.60 m from the subject’s face. In the experiments, seven subjects were 

selected and requested to carry out a cycling activity. In the first experiment, four subjects 

were asked to cycle at different speeds for about two minutes. Then they were asked to 

stop for one minute. The camcorder was used to capture their facial images during that 

time. In the second experiment, the remaining three subjects were asked to cycle 

continuously and their facial images were captured by the camcorder for one minute. An 

increasing heart rate trend was observed. Throughout the video recordings, all subjects 

were asked to remain stationary. Sixty heart rate readings (sampled at each second) were 

computed for every subject.  

As reference, the instantaneous heart rates of each subject that obtained from the 

proposed method were compared to the actual heart rate readings measured from Polar 

Heart Rate Monitor – Polar Team2 Pro. Polar Team2 Pro samples and computes the 

instantaneous heart rate by measuring at least one ECG signal waveform, as described in 

the patents (Heikkila, 1998; Pietila & Tammi, 1997). 

5.4.2 Experimental Results and Analysis 

A total of 420 instantaneous heart rate readings were obtained from this experiment. 

In the experiment, the subjects’ heart rates were varying between 81 BPM and 153 BPM.  
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Table 5.2 summarizes the details of the computed heart rate readings of all subjects. The 

highest and the lowest mean absolute errors are 2.85 and 1.37 BPM. Figure 5.5 shows the 

scattered plot of all computed and actual heart rate readings. It shows that the computed 

heart rate readings are closely correlated to the actual heart rate readings. The correlation 

coefficient between the computed and actual heart rate readings is 0.99. The mean 

absolute error for all readings is 2.06 BPM while the standard deviation of absolute errors 

is 1.65 BPM. Figure 5.6 shows the comparison of actual and computed heart rate readings 

for each subject in the first experiment. Figure 5.7 shows the comparison of actual and 

computed heart rate readings for each subject in the second experiment. Red color 

represents the actual heart rate readings while green color represents the estimated heart 

rate readings. The Bland Altman plot is shown in Figure 5.8. It shows that only a small 

number of computed heart rate readings are located outside the 95 % limit of agreement 

interval. 

 

Table 5.2:  Summary of heart rate readings results obtained from proposed 

method 

Subject 

Heart Rate Readings 

(BPM) 
Mean absolute 

error (BPM) 

Standard deviation of 

absolute errors (BPM) 
Highest Lowest 

1 141 127 1.37 1.02 

2 134 122 1.91 2.09 

3 105 96 1.88 1.21 

4 153 119 1.42 0.99 

5 108 81 2.32 1.54 

6 153 127 2.65 2.00 

7 133 105 2.85 1.77 
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Figure 5.5: Comparison of all actual and estimated heart rate readings  

 

 

(a)  First subject 

Figure 5.6: Comparison of actual and estimated heart rate readings for each 

subject in the first experiment 

 

             Actual Heart Rate 

             Estimated Heart Rate 
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(b)  Second subject 

 

 

(c)  Third subject 

Figure 5.6.continued  

 

 

             Actual Heart Rate 

             Estimated Heart Rate 

             Actual Heart Rate 

             Estimated Heart Rate 
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(d)  Forth subject 

 

 

(a)  Fifth subject 

Figure 5.7: Comparison of actual and estimated heart rate readings for each 

subject in the second experiment 
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(b)  Sixth subject 

 

 

(c)  Seventh subject 

Figure 5.7.continued  

 

 

 

             Actual Heart Rate 

             Estimated Heart Rate 

             Actual Heart Rate 

             Estimated Heart Rate 
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Figure 5.8: Bland-Altman plot for all estimated heart rate readings 

 

5.4.3 Comparative study between proposed method and existing method 

A comparative study has been done to compare the accuracy (mean error and standard 

deviation of error), video duration for the heart rate computation, and the computational 

cost of using the method described in this paper and the method described in Chapter 4. 

To calculate the computational cost, both ICA (method described in Chapter 4) and PCA 

computations are repeated for 1000 times and the average time taken is recorded.  Table 

5.3 summarizes the results of the comparative study. As can be seen in Table 5.3, both 

accuracy and video duration are not much different for these two methods. However, in 

terms of the computational cost, the proposed method is much more efficient than the 

method described in Chapter 4. Additionally, the proposed method directly uses the first 

PCs to compute the heart rate while the method described in Chapter 4 investigated all 

ICA sources first and then chose the source with high peak in frequency domain as the 

source giving heart rate information. As low computational cost and small memory 

resources are important factors for the eventual implementation in mobile phones, the 

proposed method is more efficient than the previous method.    
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Table 5.3: Comparison of proposed method (using PCA) 

and method described in Chapter 4 (using ICA) 

 

  PCA ICA 

Mean absolute error 2.06 1.64 

Standard deviation of absolute errors 1.65 1.48 

Video duration (mean), in second 5.33 5.49 

Computational cost (mean), in millisecond 2.25 6.62 

 

5.5 Chapter Conclusion 

In this study, it is found that heart rate readings can be obtained by applying PCA to 

the facial images. When the PCs are uncorrelated to each other, then an accurate reading 

can be obtained. An important consideration for dynamic heart rate estimation is the need 

for video duration. Instead of using RGB components only, three additional components, 

YCbCr are used. In doing so, a shorter video duration is obtained. To ensure the reliability 

of the heart rate estimation, the PCs must have least correlation. To validate the criterion, 

Pearson correlation coefficient is used.   Experimental results show that this method is 

able to estimate dynamic heart rates from short video sequences using less computational 

requirements when compared to the method described in Chapter 4. 
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CHAPTER 6: CONCLUSION AND FUTURE WORK 

This thesis presents several approaches to estimate the dynamic heart rates using facial 

images from video sequences. For heart rates that do not vary much throughout the entire 

video, the heart rate information or PPG signal can be obtained through the spatial 

information. However, for dynamic heart rate variation, localized temporal information 

is needed to determine the instantaneous heart rate reading at any particular instant. To 

extract the temporal information, STFT and filter bank are used. Experimental studies 

show that both STFT and filter bank are able to give temporal information and a better 

accuracy. The root mean square errors of the heart rate readings obtained from the 

experiments are less than 4 seconds.  

However, for the above approaches, the video duration used is too long. For dynamic 

heart rate estimation, short video duration is needed. The challenge of using short video 

duration is the accuracy of heart rate readings may be compromised. To address this issue, 

the thesis presents a method that uses independent component analysis (ICA) combined 

with mutual information to estimate the dynamic heart rate readings from short video 

duration without compromising the accuracy. For ICA blind source separation, the ICA 

sources that are separated from short video duration may have insufficient independence 

among themselves. This thesis explains the need to determine the earliest sign of the 

independence of the ICA sources which corresponds to the minimum video duration that 

gives accurate heart rate estimation for all heart rate readings. Experimental results show 

the proposed methods work for both scenarios, i.e. measurement of subjects’ increasing 

heart rates and falling heart beats. The root mean square errors are less than 3 BPM.  

Another approach that uses PCA to estimate dynamic heart rate readings is also 

presented in this thesis. It is found that the color components (in log-space) obtained from 

facial images are correlated to each other. PCA is used to decorrelate the color 
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components in log-space and recover the PPG signals. Similarly, the issue of using short 

video duration is the PCs recovered using PCA may not have sufficient uncorrelatedness. 

To address this issue, this thesis presented a method that uses PCA with Pearson 

correlation coefficient to obtain the minimum video duration that still gives sufficient 

uncorrelatedness and accurate heart rate readings.  Experimental results show the 

proposed methods work for both scenarios, i.e. measurement of subjects’ increasing heart 

rates and falling heart beats, where the errors for the readings are less than 3 BPM. The 

advantage of using this method as compared to the method described earlier (by using 

ICA with mutual information) is the high efficiency of computational costs. 

There are still many possibilities to extend and improve the works presented in this 

thesis. For all data collection and experimental works presented in this thesis, there are a 

few conditions and requirements. Firstly, the background light is homogenous and 

constant. Future work may explore and investigate the impact of heterogeneous 

background lighting effects onto the computation of dynamic heart rate readings. The 

experiments may be conducted under different environments such as under hot sun in the 

afternoon or under a weak light condition at night.  

Second requirement for the experiments done in this study is subjects were asked to 

remain stationary while the video was captured. Future work may explore the impact of 

the motion artifact due to the large movement of subjects and the camera vibration during 

the video recording. A model may be designed to compensate the losses due to motion 

artifact and to recover the PPG signals from human facial images.  

Lastly, future work may be extended to the dynamic heart rate measurements from 

human skin other than face, for instance, wrist, arm, or palm. It is more practical if human 

heart rate can be obtained using any human skin images from video sequences.  
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APPENDIX A 

The following codes are the main parts of the algorithms used in the models described in 

Chapter 3.  

%% Filter Bank 

 

load('TimeData.mat') 

  

  

 % refer to (Tarvainen et al., 2002) 

  

T = length(TimeData); 

lambda = 50; 

I = speye(T); 

D2 = spdiags(ones(T-2,1)*[1 -2 1],[0:2],T-2,T); 

AvgRGBDeTrend = (I-inv(I+lambda^2*D2'*D2))*TimeData; 

  

  

Fs  = 50; 

NyqFreq = Fs/2; 

  

BndPss = fir1(127,[0.8/NyqFreq 4.0/NyqFreq]); 

  

ICASource = AvgRGBDeTrend' ; 

 

 

 % refer to (Cardosa, 1993) and (Cardosa, 1999) 

 

[ICAMatrix]=jadeR(ICASource,3); 

ICASourceProc = ICAMatrix*ICASource ;  

ICASourceFilt =  ICASourceProc; 

  

ICASourceFilt(1,:) = 

imfilter(ICASourceProc(1,:),BndPss,'replicate','same'); 

ICASourceFilt(2,:) = 

imfilter(ICASourceProc(2,:),BndPss,'replicate','same'); 

ICASourceFilt(3,:) = 

imfilter(ICASourceProc(3,:),BndPss,'replicate','same'); 

  

  

[ff1,mag1] = FFTMatlab(ICASourceFilt(1,:),Fs,50); 

[ff2,mag2] = FFTMatlab(ICASourceFilt(2,:),Fs,50); 

[ff3,mag3] = FFTMatlab(ICASourceFilt(3,:),Fs,50); 

  

[magmx1,magmx1_loc]= max(mag1); 

[magmx2,magmx2_loc]= max(mag2); 

[magmx3,magmx3_loc]= max(mag3); 

[~,magmx_mx_loc] = max([magmx1 magmx2 magmx3]); 

  

eval(['ICASourceChosen = ICASourceFilt(' num2str(magmx_mx_loc) 

',:);']); 

   

Addition = 0 ; 

  

for k = 500:50:3000 

     

    Addition = Addition + 1 ; 
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    ICASourceParticular = ICASourceChosen(:,k-499:k) ; 

     

     

    tambah = 0; 

     

    for j=0.8:0.02:3.98 

         

        tambah = tambah + 1; 

        BndPss = fir1(127,[j/NyqFreq (j+0.02)/NyqFreq]); 

         

        ICASourceBandPass(tambah,:) = imfilter 

(ICASourceParticular(1,:),BndPss,'replicate','same'); 

         

    end 

     

    size_of_ICABP = size(ICASourceBandPass,1) ; 

     

    increase = 0 ; 

     

    clear Frequency; clear Energy ; 

     

     

    for i = 1:size_of_ICABP 

         

         

        increase  = increase  + 1 ; 

        Frequency (i,1) = 0.02*(i-1) + 0.8 ; 

        Energy (i,1) =  mean(ICASourceBandPass(i,:).^2); 

         

         

    end 

     

    [~,maxloc] = max(Energy) ; 

     

     

    HeartRate (Addition,1) = Frequency(maxloc)*60 ; 

     

    Time(Addition,1) = k/50 +NumOfSec - 1 ; 

     

     

end 

  
TotalResult = [Time HeartRate] ; 

 

 

%% Short-time Fourier Transform 

 
 load('TimeData.mat') 
 

  
  % refer to (Tarvainen et al., 2002) 

 

 
    T = length(TimeData); 
    lambda = 50; 
    I = speye(T); 
    D2 = spdiags(ones(T-2,1)*[1 -2 1],[0:2],T-2,T); 
    AvgRGBDeTrend = (I-inv(I+lambda^2*D2'*D2))*TimeData; 

   

  
Fs  = 50; 
NyqFreq = Fs/2; 
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BndPss = fir1(127,[0.8/NyqFreq 4.0/NyqFreq]); 

  
ICASource = AvgRGBDeTrend' ; %(3,) ; 

 

% refer to (Cardosa, 1993) and (Cardosa, 1999) 

  
[ICAMatrix]=jadeR(ICASource,3); 

  
ICASourceProc = ICAMatrix*ICASource ; % for ICA %(3,:) 
ICASourceFilt =  ICASourceProc; 

  
ICASourceFilt(1,:) = 

imfilter(ICASourceProc(1,:),BndPss,'replicate','same'); 
ICASourceFilt(2,:) = 

imfilter(ICASourceProc(2,:),BndPss,'replicate','same'); 
ICASourceFilt(3,:) = 

imfilter(ICASourceProc(3,:),BndPss,'replicate','same'); 

  

  
[ff1,mag1] = FFTMatlab(ICASourceFilt(1,:),Fs,50); 
[ff2,mag2] = FFTMatlab(ICASourceFilt(2,:),Fs,50); 
[ff3,mag3] = FFTMatlab(ICASourceFilt(3,:),Fs,50); 

  
[magmx1,magmx1_loc]= max(mag1); 
[magmx2,magmx2_loc]= max(mag2); 
[magmx3,magmx3_loc]= max(mag3); 
[~,magmx_mx_loc] = max([magmx1 magmx2 magmx3]); 

  
eval(['ICASourceChosen = ICASourceFilt(' num2str(magmx_mx_loc) 

',:);']); 

  

  
[s,f,t,p] = spectrogram(ICASourceChosen,1000,950,10000,Fs); 

  
s = abs(s) ; 

  
size_of_s = size(s,2) ; 

  
increase = 0 ; 

  
for i = 1:size_of_s  

     

     
    [~,highestpeakloc]= max (s(:,i)); 

     
    increase  = increase  + 1 ; 

     
    eval(['Time (increase,1) =' num2str(i) '+NumOfSec-1+20;']); 

     
     HeartRate (increase,1) = f(highestpeakloc)*60 ; 
end 

  
TotalResult = [Time HeartRate] ; 
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APPENDIX B 

The following codes are the main parts of the algorithm used in the model described in 

Chapter 4.  

  
load('AvgRGBTotal.mat') 

  
for FirstInitPoint = ini:1:iniEnd 

    

  

     
    MinPoint =100; 
    MaxPoint = 400; 

     
    pp = 0; RTotalMin = 1; 

     

     
    for mm=MinPoint:1:MaxPoint 

         
        pp=pp+1; 

         
        SampFreq = 50; 
        NyqFreq = SampFreq/2; 

         
   % refer to (Tarvainen et al., 2002) 

 

                
        T = length(AvgRGB); 
        lambda = 50; 
        I = speye(T); 
        D2 = spdiags(ones(T-2,1)*[1 -2 1],[0:2],T-2,T); 
        AvgRGBDeTrend = (I-inv(I+lambda^2*D2'*D2))*AvgRGB; 

                 
        AvgRGBMean = mean (AvgRGBDeTrend); 

         
        AvgRGBSTD = std (AvgRGBDeTrend); 

         
        RedNormalized =  (AvgRGBDeTrend (:,1)  - 

AvgRGBMean(1,1))/AvgRGBSTD(1,1); 

         
        GreenNormalized =  (AvgRGBDeTrend (:,2)  - 

AvgRGBMean(1,2))/AvgRGBSTD(1,2); 

         
        BlueNormalized =  (AvgRGBDeTrend (:,3)  - 

AvgRGBMean(1,3))/AvgRGBSTD(1,3); 

         
        RGBNormalized = [RedNormalized GreenNormalized BlueNormalized 

]; %(:,3) 
        % 

         
       % refer to (Cardosa, 1993) and (Cardosa, 1999)    

         
        [ICAMatrix]=jadeR(RGBNormalized',3); 
        ICASource = ICAMatrix*RGBNormalized' ; % for ICA %(3,:)       
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        b = fir1(127,[0.8/NyqFreq 4/NyqFreq]); 

         
        BndPss1 = imfilter(ICASource(1,:),b,'replicate','same'); 
        BndPss2 = imfilter(ICASource(2,:),b,'replicate','same'); 
        BndPss3 = imfilter(ICASource(3,:),b,'replicate','same'); 

         

         
        ICASource = [BndPss1; BndPss2; BndPss3] ;    %(3,:) 
        ICASourceProcessed =ICASource';   

         

                    
            [L1] = MutualInformation(ICASource(1,:)',ICASource(2,:)'); 
            [L2] = MutualInformation(ICASource(1,:)',ICASource(3,:)'); 
            [L3] = MutualInformation(ICASource(2,:)',ICASource(3,:)'); 

           
            L(1) = L1(1,1); 
            L(2) = L2(1,1); 
            L(3) = L3(1,1); 

             
            LMeanTotal(pp,1) = mean(L); 

             

           

               
              [f1,y1] = FFTMatlab(ICASourceProcessedMin(:,1),50,50); 
              [f2,y2] = FFTMatlab(ICASourceProcessedMin(:,2),50,50); 
              [f3,y3] = FFTMatlab(ICASourceProcessedMin(:,3),50,50); 
 

              [y1Max, y1MaxLoc] = max(y1); 
              [y2Max, y2MaxLoc] = max(y2); 
              [y3Max, y3MaxLoc] = max(y3); 

               
              yTotal = [y1Max;y2Max;y3Max]; 
              [~,yTotalMaxLoc]= max(yTotal); 
              yTotalCheck(pp,1:3) = [y1Max;y2Max;y3Max]; 
              yTotalMaxLocCheck(pp,:)= yTotalMaxLoc ; 
               eval(['yTotalCheck(pp,4) =' num2str(yTotalMaxLoc) 

';']);   

               
                   eval(['HeartRateCheck(pp,1)= f1 (y1MaxLoc)*60;']); 
        eval(['HeartRateCheck(pp,2)= f2 (y2MaxLoc)*60;']); 
        eval(['HeartRateCheck(pp,3)= f3 (y3MaxLoc)*60;']); 
        eval(['HeartRateCheck(pp,4)= f1 (y' num2str(yTotalMaxLoc) 

'MaxLoc)*60;']);       

             

            

             
    end      %   for mm=MinPoint:1:MaxPoint  
end %   for FirstInitPoint = ini:1:iniEnd 
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APPENDIX C 

The following codes are the main parts of the algorithm used in the model described in 

Chapter 5.  

  
load('ROIRGBMeanTotal.mat') 

  
for NumberOfFrame=2:1:length(AvgRGBTotal) 

     
    aa = aa + 1; 
    TimeData (aa,1:3) = log (AvgRGBTotal(NumberOfFrame,:)); 
    TimeData (aa,4:6) = log (AvgYCbCrTotal(NumberOfFrame,:)); 

     
end 

  

  
counter = 0; 

  
for j=j1:119 

     

     
    counter = counter + 1; 

     
    tambah = 0 ; 

     
    SamplingFrequency = 50 ; 

     
    NyqFreq = SamplingFrequency/2 ; 

 

     
    for k = 50:1:500 

         
        Duration = k/50; 

         

         
        tambah = tambah + 1; 

         
        TestData = TimeData(j*50-k+1:j*50,:) ; 

         
        T = length(TestData); 
        lambda = 50; 
        I = speye(T); 
        D2 = spdiags(ones(T-2,1)*[1 -2 1],[0:2],T-2,T); 
        AvgRGBDeTrend = (I-inv(I+lambda^2*D2'*D2))*TestData; 

         
        AvgRGBMean = mean (AvgRGBDeTrend); 

         
        AvgRGBSTD = std (AvgRGBDeTrend); 

         
        RedNormalized =  (AvgRGBDeTrend (:,1)  - 

AvgRGBMean(1,1))/AvgRGBSTD(1,1); 
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        GreenNormalized =  (AvgRGBDeTrend (:,2)  - 

AvgRGBMean(1,2))/AvgRGBSTD(1,2); 

         
        BlueNormalized =  (AvgRGBDeTrend (:,3)  - 

AvgRGBMean(1,3))/AvgRGBSTD(1,3); 

         
        YNormalized =  (AvgRGBDeTrend (:,4)  - 

AvgRGBMean(1,4))/AvgRGBSTD(1,4); 

         
        CbNormalized =  (AvgRGBDeTrend (:,5)  - 

AvgRGBMean(1,5))/AvgRGBSTD(1,5); 

         
        CrNormalized =  (AvgRGBDeTrend (:,6)  - 

AvgRGBMean(1,6))/AvgRGBSTD(1,6); 

         

         

         
        RGBNormalized = [RedNormalized GreenNormalized BlueNormalized 

YNormalized CbNormalized CrNormalized]; %(:,6) 

         
        [~,score,latent,~,explained]=  pca(RGBNormalized) ; 

         

                 
        score = score' ; % (6,:) 

         
        b = fir1(127,[0.8/NyqFreq 3.5/NyqFreq]); 

         
        BndPss1 = imfilter(score(1,:),b,'replicate','same'); 
        BndPss2 = imfilter(score(2,:),b,'replicate','same'); 
        BndPss3 = imfilter(score(3,:),b,'replicate','same'); 
        BndPss4 = imfilter(score(4,:),b,'replicate','same'); 
        BndPss5 = imfilter(score(5,:),b,'replicate','same'); 
        BndPss6 = imfilter(score(6,:),b,'replicate','same'); 

         
        score = [BndPss1;BndPss2;BndPss3;BndPss4;BndPss5;BndPss6] ;    

%(1,:) 

         
        ScoreProcessed =score';  %(:,3) 

         
        [f1,mx1] = 

FFTMatlab(ScoreProcessed(:,1),SamplingFrequency,50); 

         
        [mxmax1, mxmaxloc1] = max(mx1); 

         
        HeartRateFirstPC = f1(mxmaxloc1)*60 ; 

         

             
            CC = zeros(6,6); 
            MIValue = zeros(6,6); 

                   

         
        for m=1:1:length(CC) 

             
            for n= 1:1:length(CC) 

                 
                CCSingle = 

corrcoef(ScoreProcessed(:,m),ScoreProcessed(:,n)); 
                CC(m,n) = abs(CCSingle(2,1)); 
            end 
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        end 

         
        SumOfCC = 0; jom = 0; 

         
        for m=length(CC):-1:2 

             
            for n=m-1:-1:1 

                 
                jom = jom + 1; 

                 
                SumOfCC = SumOfCC + CC(m,n); 
            end 

             
        end 

         

         
        for m=1:1:length(CC) 

             
            for n= 1:1:length(CC) 

                 
                MISingle = 

MutualInformation(ScoreProcessed(:,m),ScoreProcessed(:,n)); 
                MIValue(m,n) = MISingle; 
            end 

             
        end 

         
        SumOfMI = 0; jom2 = 0; 

         
        for m=length(CC):-1:2 

             
            for n=m-1:-1:1 

                 
                jom2 = jom2 + 1; 

                 
                SumOfMI = SumOfMI + MIValue(m,n); 
            end 

             
        end 

                 

         
        Results(tambah, 1) = Duration; 

         
        Results(tambah,2) = SumOfCC/jom; 

         
        Results(tambah,3) = SumOfMI/jom2; 

         
        Results(tambah, 4) = explained(1,1) ; 

         
        Results(tambah, 5) = HeartRateFirstPC; 

         

         
    end 
end 
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