
FUZZY PETRI NETS AS A CLASSIFICATION METHOD FOR 
AUTOMATIC SPEECH INTELLIGIBILITY DETECTION OF 

CHILDREN WITH SPEECH IMPAIRMENTS 

 

 

FADHILAH BINTI ROSDI 

 

 

 

 

 

FACULTY OF COMPUTER SCIENCE AND  
INFORMATION TECHNOLOGY  

UNIVERSITY OF MALAYA 
KUALA LUMPUR 

 
2016 

  Univ
ers

ity
 of

 M
ala

ya



 

FUZZY PETRI NETS AS A CLASSIFICATION 

METHOD FOR AUTOMATIC SPEECH 

INTELLIGIBILITY DETECTION OF CHILDREN WITH 

SPEECH IMPAIRMENTS 

 

 

 

 

FADHILAH BINTI ROSDI 

 

THESIS SUBMITTED IN FULFILMENT OF THE 

REQUIREMENTS FOR THE DEGREE OF DOCTOR OF 

PHILOSOPHY 

 

 

 

FACULTY OF COMPUTER SCIENCE AND 

INFORMATION TECHNOLOGY 

UNIVERSITY OF MALAYA 

KUALA LUMPUR 

 

2016 

Univ
ers

ity
 of

 M
ala

ya



iii 

UNIVERSITI MALAYA 

ORIGINAL LITERARY WORK DECLARATION 

Name of Candidate: Fadhilah Binti Rosdi           

Registration/Matric No: WHA100021

Name of Degree: Doctor of Philosophy 

Title of Thesis: Fuzzy Petri Nets as a classification method for automatic speech 

intelligibility detection of children with speech impairments 

Field of Study: Formal Methods 

 I do solemnly and sincerely declare that: 

i. I am the sole author/writer of this Work;

ii. This Work is original;

iii. Any use of any work in which copyright exists was done by way of fair

dealing and for permitted purposes and any excerpt or extract from, or

reference to or reproduction of any copyright work has been disclosed

expressly and sufficiently and the title of the Work and its authorship have

been acknowledged in this Work;

iv. I do not have any actual knowledge nor do I ought reasonably to know that

the making of this work constitutes an infringement of any copyright work;

v. I hereby assign all and every rights in the copyright to this Work to the

University of Malaya (“UM”), who henceforth shall be owner of the

copyright in this Work and that any reproduction or use in any form or by any

means whatsoever is prohibited without the written consent of UM having

been first had and obtained;

vi. I am fully aware that if in the course of making this Work I have infringed

any copyright whether intentionally or otherwise, I may be subject to legal

action or any other action as may be determined by UM.

Candidate’s Signature Date: 22nd September 2016 

Subscribed and solemnly declared before, 

Witness’s Signature Date: 22nd September 2016 

Name: Prof. Dr. Siti Salwah Binti Salim 

Designation: Supervisor 

Name: Dr. Mumtaz Begum Binti Peer Mustafa 

Designation: Supervisor 

Univ
ers

ity
 of

 M
ala

ya



iv 

 

 

 

ABSTRACT 

The inability to speak fluently degrades the quality of life of many individuals. Early 

intervention from childhood can reduce disfluency of speech among adults. 

Traditionally, disfluency of speech among children is diagnosed based on speech 

intelligibility assessment by speech and language pathologists, which can be expensive 

and time consuming. Hence, numerous attempts were made to automate the speech 

intelligibility detection. While current detectors use statistical methods to discriminate 

unintelligible speech by calculating the posterior probability scores for each articulatory 

feature class, the major drawback is that the results are most likely to be based on 

training and input data, leading to inconsistencies in discriminating speech sounds. As 

such, the performance of detectors is below that of humans. To overcome this 

limitation, a new classification method based on Fuzzy Petri Net (FPN) is proposed to 

improve the classification accuracy. FPN was proposed as it has greater knowledge 

representation ability to reason using uncertain or ambiguous information. In this 

research, the speech features of Malay impaired children’s speech are analysed for the 

identification of the significant speech features in the impaired speech which are related 

to the intelligibility deficits. This research also presents how the intelligibility classes 

can be detected by FPN. The results showed that FPN is more reliable in discriminating 

speech sounds than the baseline classifiers with improvements in the classification 

accuracy, precision and recall.  
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ABSTRAK 

Ketidakupayaan untuk bercakap dengan fasih telah mengurangkan kualiti hidup bagi 

ramai individu. Intervensi awal ketika zaman kanak-kanak boleh mengurangkan 

masalah pertuturan di kalangan orang dewasa. Secara tradisinya, masalah pertuturan di 

kalangan kanak-kanak di diagnosis berdasarkan penilaian kejelasan pertuturan oleh 

pakar patologi yang melibatkan kos yang tinggi dengan tempoh yang agak lama. 

Banyak percubaan telah dibuat untuk mengautomasikan pengesanan kejelasan 

pertuturan. Walaupun pengesan semasa yang menggunakan kaedah statistik boleh 

mendiskriminasi pertuturan yang tidak jelas dengan mengira skor kebarangkalian 

posterior bagi setiap kelas ciri pertuturan, ia bermasalah dalam menghasilkan keputusan 

yang paling mungkin berdasarkan latihan dan input data, yang membawa kepada 

percanggahan dalam ucapan membezakan bunyi. Oleh itu, prestasi pengesan masih jauh 

dari apa yang pakar manusia mampu lakukan. Untuk mengatasi masalah ini, satu kaedah 

klasifikasi baru yang berasaskan Fuzzy Petri Nets (FPN) dicadangkan untuk 

meningkatkan ketepatan klasifikasi. FPN telah dicadangkan kerana ia mempunyai 

keupayaan perwakilan pengetahuan yang lebih baik dengan reasoning menggunakan 

maklumat tidak pasti atau samar-samar. Dalam kajian ini, ciri-ciri ucapan kanak-kanak 

yang bertutur dalam bahasa Melayu yang terjejas dianalisa untuk mengenalpasti ciri-ciri 

ucapan yang penting dalam ucapan individu bermasalah pertuturan yang berkaitan 

dengan defisit kejelasan. Kemudian, kajian ini membentangkan bagaimana kelas 

kejelasan boleh dikesan oleh FPN. Hasil kajian menunjukkan bahawa FPN adalah lebih 

dipercayai dalam membezakan bunyi pertuturan daripada baseline classifiers dengan 

peningkatan dalam klasifikasi ketepatan, ketepatan dan recall. 
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CHAPTER 1 INTRODUCTION 

This chapter provides research motivation and research background that lead to the 

derivation of the research problems, research aims and objectives as well as research 

questions. Research scope and constraints, research methodology and contributions are 

also being presented in this chapter.  

1.1 Research Motivation  

Speech is the sound produced by the interaction of human vocal organs. Speech is an 

important and vital mode of communication in our daily lives to express thoughts, ideas, 

emotions and convey messages to others. The inability to speak fluently can create 

problems for anyone. As a consequence, people might misunderstand the messages or 

even worse cannot be understood at all. On the other hand, the speaker is unable to 

convey or express their thoughts and ideas on what they meant, which can be very 

frustrating.  

Disfluent speech, also known as mispronunciations, is a break, irregularities, or 

utterances that are often not consistent with any specific grammatical construction 

during smooth, meaningful flow of speech (Kates, 2008). Mispronunciations always 

occur in human speech. However, when a person’s speech contains high frequency of 

mispronunciations, there is a high possibility that he or she suffers from speech 

impairment. Speech impairments affect the ability to produce speech. Basically, 

individual with speech impairment produces a speech pattern that differs from some 

standard pattern. It includes phrases, words, syllables or phonemes that are incorrectly 

uttered as well as incorrect or unintended intonation, stress and timing patterns (ASHA, 

1993).   
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Intelligibility is referred as the accuracy of a listener in decoding the acoustic signal 

of a speaker (Yorkston et al., 1996). In other word, intelligibility is a measure of how 

much of an utterance can be understood. The concept of intelligibility is relevant to 

several fields such as clinical, phonetics and acoustical engineering. Assessing a 

person’s intelligibility is highly relevant in clinical practice. According to 

Anumanchipalli et al. (2012), intelligibility assessment of pathological voices can be 

relevant both for diagnostic and therapy evaluation (Kim et al., 2015). Due to 

advancement of today’s technology, there are numbers of detection applications 

developed to assess the speech intelligibility such as automatic intelligibility detection 

system. It has an important role in capturing atypical variation as well as opportune 

treatment of pathological voices (Huang et al., 2014).  

Although there is a strong demand for accurate, reliable, and robust intelligibility 

assessment (Middag et al., 2009), the current state of the art system relies on the 

perceptual judgment of therapists, which is costly and time consuming. 

Detection based Automatic Speech Recognition (DBASR) applications have shown 

to benefit people with speech impairments. Over the past decades, the developments of 

detection based ASR applications give invaluable contributions to the field of speech 

and language therapy in improving speech, language and communication skills among 

impaired speakers. However, the performance of speech detector is far inferior to 

human performance. The system performance is poorer when recognizing impaired 

speech due to its speech characteristics and intelligibility. There is a need for alternative 

way to reduce this performance gap. Therefore the motivation to conduct this research is 

to improve the ability of speech detector in discriminating the speech intelligibility for 

people who suffer from speech impairments. The proposed system will have the ability 

to improve the speech intelligibility by providing better detection of impaired speeches. 
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1.2 Research Background 

This section provides the background of this research that consists of the following 

topics;  

 Human speech production  

 Speech impairments  

 Detection based ASR  

1.2.1 Human Speech Production 

Speech is produced by the collaboration of human vocal organs. Figure 1.1 shows the 

human vocal organs such as lungs, vocal cords, tongue, nose and mouth that are 

responsible for producing speech.  

 

Figure 1.1: Human vocal organs (Huang et al., 2001) 

 

Speech is produced as a sequence of sounds, while sound itself is produced by the 

rapid movement of air. Different sounds will be produced that depends on the state of 

the vocal cords, positions, shapes and sizes of the various articulators that changes over 

time (Rabiner & Juang, 1993). The vocal organs involve in the speech production 

mechanism are shown in Table 1: Speech Vocal Organ and Their Functions (Appendix 
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A) (Huang et al., 2001). Figure 1.2 shows the schematic diagram of the human speech 

production mechanism (Rabiner & Juang, 1993).  

 

Figure 1.2: The Human Speech Production Mechanism (Rabiner & Juang, 

1993) 

1.2.1.1 Speech Sound and Features 

Speech sound or phoneme are divided into 2 main classes; consonant and vowel. 

Consonants are produced through restriction or blocking of the airflow, which can be 

voiced or unvoiced. Vowels have less obstruction, usually voiced, and generally louder 

and longer than consonants.  

 Consonants: Place of articulation and Manner of articulation  

Consonants can be classified according to the place and manner of articulation. 

Place of articulation refers to the point of maximum restriction and can be 

distinguished by where the restriction is made (Jurafsky & Martin, 2007). These 

articulators are often used as a useful way of grouping phones together into 

equivalence classes (Jurafsky & Martin, 2007). Figure 1.3 shows the place of 
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articulation which consists of labial, dental, alveolar, palatal, velar and glottal. Each 

of the places of articulators are described in Table 2:  Description of the Place of 

Articulators (Appendix A). 

 

Figure 1.3: Place of articulation (Huang et al., 2011) 

Manner of articulation is how the restriction in airflow is made and consists of stop 

or plosive, nasal, fricative, affricate, approximant, lateral and glide. Each of the manner 

of articulators are described in Table 3: Description of the manner of articulators 

(Appendix A). 

 Vowels 

Vowels can be characterized by the articulator’s position as they are made. The two 

most relevant parameters for vowels are called vowel height, which correlates with the 

location of the highest part of the tongue and the shape of the lips.  Univ
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Figure 1.4: English vowel (Ladefoged & Maddieson, 1996) 

1.2.2 Speech Impairments 

According to the American Speech-Language-Hearing Association (ASHA) 

guidelines, speech impairment is used to indicate oral and verbal communication which 

is so deviant from the norm that it is noticeable or interferes with communication 

(ASHA, 1993). Speech impairments are categorized into three (3) basic types; 1) 

articulation disorders, 2) voice disorders and 3) fluency disorders as shown in Figure 1.5 

(ASHA, 1993).  

 

 

Articulation involves the gradual acquisition in moving the articulators in precise and 

rapid manner (Bauman-Waengler, 2012). In other words, articulation is a process of 

producing speech sounds that involve organs, manners and places of articulation. Thus, 

articulation disorder is the errors in the production of certain speech sounds 

Figure 1.5: Three types of speech impairments Univ
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characterized by deletions or omissions, substitutions and distortions in the speech that 

degrade the speech intelligibility (ASHA, 1993). 

Voice is produced by the vibration of the vocal cords. Air from the lungs sets these 

muscles into vibration, which is called phonation (Haynes et al., 2012). The voice is 

varied when it pass through the vocal cords, nose and mouth due to different size and 

shape spaces, which is called resonance (Haynes et al., 2012). Thus, voice disorders 

include aspect of phonation and resonance. A voice disorder refers to the abnormal 

production of speech properties like vocal quality, pitch, loudness, resonance, and/or 

duration (ASHA, 1993) 

Fluency is the natural forward flow speech. A fluency disorder refers to the 

interruption in the flow of speaking, which may be accompanied by excessive tension, 

struggle behaviour, and secondary mannerisms (ASHA, 1993). 

A person with speech impairments may have problem with articulation, voice or 

fluency or any combination of these. These impairments lead to the changes of the 

speech which affect the characteristics of the individual’s speech. The speech 

characteristics of people with speech impairments vary depending on the type of 

impairment involved. 

In many cases of speech impairments, Dysarthria and Apraxia are the examples of 

common articulation disorder resulted from motor impairment due to a disturbed 

neuromuscular control of speech mechanism (Kent et al., 1998) and disturbance in 

muscular movements (Darley et al., 1969) respectively. This physical limitation causes 

paralysis, weakness, or incoordination of the speech musculature (Darley et al., 1969; 

Nicolosi et al., 2004). Table 1.1 summarizes the types of speech impairments according 

Univ
ers

ity
 of

 M
ala

ya



8 

 

to the aspect of speech affected, speech characteristics and the example of disorders for 

each impairment types. 

Table 1.1.1: Summary of types in speech impairments 

Types of 

impairments 

Aspect of 

speech affected 

Speech Characteristics Example 

Articulation Speech sound Deletion 

bo for word book 

Apraxia of Speech 

(AOS), 

Dysarthria Substitution  

wabbit for word rabbit 

Distortion  

Schit for word sit  

Voice Phonation The voice may be harsh, hoarse, 

raspy, cut in and out, or show 

sudden changes in pitch with 

phonation disorders 

Vocal nodules, 

Papilloma, 

Ulceration,  

Laryngeal web, 

Paralysis  

Resonance 

There are two 

(2) different 

types of 

resonance 

disorder:   

- Hyponasality 

- Hypernasality 

 

Hyponasality: 

Insufficient voice energy from 

the nose, reducing the speech 

sound. 

 

Hypernasality: 

The movable, soft part of the 

palate (the velum) does not 

completely close off the nose, 

resulting in too much sound 

energy escapes through the nose. 

Hyponasality: 

Blockage in the 

nose,  

Allergies 

 

Hypernasality: 

Cleft palate,  

Sub-mucous cleft,  

Short palate,  

Wide nasopharynx,  

Poor movement of 

the soft palate. 

Fluency Rhythm, 

Timing  

An abnormal number of 

repetitions, hesitations, 

prolongations, or disturbances in 

the rhythm or flow 

Stuttering 

Excessively fast and jerky 

speech 

Cluttering 
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1.2.2.1 Mispronunciations in Impaired Speech 

People with speech impairments suffer from the inability to pronounce phonemes 

properly that resulted in mispronunciations. There are four (4) types of common 

pronunciation errors that are identified in speech impairments;  

 Substitution, sub, in which another phoneme, simpler to pronounce for the 

speaker is pronounced in the place of correct phoneme,  

 Deletions, del, in which a phoneme is erased from the pronunciation of the 

speaker,  

 Insertions, ins, in which an extra phoneme appears intercalated in the 

pronunciation,  

 Distortions, dis, in which the phoneme is incorrectly pronounced, but it   

resembles another phoneme of the speaker’s language.  

Figure 1.6 below shows the word “intention” recognized as “execution”, where the 

aligned strings are a series of symbols that expresses an operation list for converting the 

top string into the bottom string; del for deletion, sub for substitution and ins for 

insertion. 

i n T e * n t i o n 

          

 e x e c u t i o n 

del sub sub  ins sub     

Figure 1.6: The example of mispronounced words 
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1.2.3 Detection based ASR 

A detector is basically a binary classifier that distinguishes between patterns with 

common quality (the class) and the rest (the anti-class) (Canterla, 2012). Sub-word 

detection in speech refers to the process of discovering segments of speech signal that 

belong to a given sub-word class. Automatic Speech Recognition (ASR) is the 

automated process in converting speech into text. Speech detection and recognition 

share similar problems; the former focuses on separating one speech class from the rest 

while the latter tries to separate every class from the others.  

Detection of phonetic events such as phones and articulatory features has many 

applications such as computer aided pronunciation training (CAPT) and detection-based 

automatic speech recognition (DBASR). However ASR systems performance in 

recognizing speech is not equal to the performance of human. As such, there is a need to 

look for alternative structures that can reduce this performance gap.  

It is important to emphasize that event detection is different from and harder than 

event recognition. Event detection in continuous time series involves both localization 

and recognition. Given a time series, a detector must localize the starts and the ends of 

target events and then recognize their classes. Event recognition systems, such as those 

from Yamato et al. (1992), Brand et al. (1997), Gorelick et al. (2007), Sminchisescu et 

al. (2005), and Laptev et al. (2008), only need to classify pre-segmented subsequences 

that correspond to coherent events. Because events are fundamental components of time 

series, event detection is an important problem. It is a cornerstone in many applications, 

from video surveillance (Piciarelli et al., 2008) and earthquake detection (Roberts et al., 
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1989) to motion analysis (Aggarwal & Cai, 1999) and psychopathology assessment 

(Cohn et al., 2009). 

Figure 1.7 depicts the framework of DBASR as proposed in Automatic Speech 

Attribute Transcription Project (ASAT) (Bromberg et al., 2007). The structure of a 

DBASR system basically consists of a bank of detectors and a linguistic merger. The 

bank of detectors analyzes the speech signal that belongs to a class. These detectors 

used classification methods to discriminate the speech features. Information from the 

detectors is processed by a linguistic merger and an output sequence of linguistic units 

is then hypothesized. Therefore, in DBASR, accurate detectors and classification 

methods are decisive for the performance of the system. 

 

Figure 1.7: Detection based ASR (Bromberg et al, 2007) 

1.3 Problem Statements 

This section highlights the issues concerning problems that arise in the current 

intelligibility detection system for speech impaired speakers. 

1.3.1 Issues with Speech Characteristics of Speech Impaired Speakers  

Characteristics of impaired speech often related with disturbance and higher 

variability in speech. In most cases, the same speaker might produce different words 
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such as “fish”, “fees”, “ish“, “dish“ for word “fish“ that varies each time the speaker 

speaks. This inaccurate sound production resulted in speech variability. Blaney and 

Wilson, (2000) reported that increase of variability is highly correlated with severe 

impairment that leads to reduction in intelligibility. According to National Centre of 

Voice and Speech (NCVS), disturbances or changes in the output of the voice are 

commonly described by perturbation and fluctuation. A perturbation is generally 

identified as a small, temporary change in the vocal system while a fluctuation is a more 

significant change and tends to indicate that the voice is somehow unstable (NCVS). 

Several studies (Kent et al., 2000; Liss et al., 2002; Rosen et al., 2003; Ogawa et al., 

2010) revealed that disturbances in speech impairments lead to intelligibility deficits in 

speech.  

The impaired speech of children is different from adult, where the acoustic and 

linguistic characteristics of children’s speech are grossly different from adult speech 

(Shahin et al., 2015; Sztahó et al., 2014; Saz et al., 2009). For example, children’s 

speech is characterized by higher pitch and formants frequencies compared to adults’ 

speech. On top of that, children’s speech characteristics vary with age due to the 

anatomical and physiological changes during a child’s growth (Giuliani & Gerosa, 

2006). 

Children make mistakes when learning to utter new words. A speech sound disorder 

occurs when these mistakes continue past a certain age. Speech sound disorders include 

problems with articulation (making sounds) and phonological processes (sound 

patterns).  

The intervention program for children is compelling as children learns better and 

faster than adults. However, not much progress was made in automatic speech detection 
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for children’s speech as ASR based application is substantially more difficult for 

children’s speech than for adults’ speech (Russell et al., 2007). It is reported that the 

error rate of children are more serious than adults (Saz et al., 2009; Balter et al., 2005; 

Coleman & Meyers, 1991).  

Some of the differences between children’s and adults’ speech due to physiological 

differences, namely children’s vocal tracts are smaller than adults (Russell et al., 2007). 

These differences are caused by anatomical and morphological differences in the vocal-

tract geometry, less precise control of the articulators and less refined ability to control 

supra-segmental aspects such as prosody. 

It was found that important differences in the spectral characteristics of children 

voices compared to adults include higher fundamental and formant frequencies, and 

greater spectral variability (Eguchi & Hirsh, 1969; Kent, 1976; Lee et al., 1999). 

Parametric models for transforming vowel formant frequency of children to the adult 

space were considered in several researches (Goldstein, 1980; Martland et al., 1996; 

Potamianos & Narayanan, 2003). 

1.3.2 Issues with the Intelligibility Detection System for Impaired Speech 

Although many applications have been developed for speech impaired users, the 

detection process becomes more challenging.  This is due to the characteristics of the 

impaired speech that leads to alteration of speech production, which resulted in 

confusability of sound patterns. Higher variations in impaired speech pronunciation 

typically produced hundreds of different possible phoneme classification for each 

sound. Handling more variations leads to confusability in phoneme classification and 

poor performance by the conventional detection system. 
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One of the challenges in classification is that most patterns belong to the anti-class 

(Canterla, 2012), which is even more challenging for impaired speech. The 

characteristics of impaired speech that resulted in speech variability have been widely 

studied in the literature. According to Kim et al. (2015), these variabilities pose 

challenges for human expert’s assessment. Meanwhile, variability in speaker factors, 

such as gender, age, dialectal, native/non-native difference, makes automated system 

development even more challenging. 

In detection based ASR system, the selection of features is important for 

discriminating speech. On the same note, speech errors can be discriminated from 

regular speech by adopting the appropriate features. However, not many researches that 

have investigated suitable features for error detection in impaired speech.  The speech 

characteristic of impaired speech is grossly different from regular speech, thus making 

the existing speech features to be less effective in recognizing impaired speech. As the 

usual features were not found to be representative of impaired speech, new features 

must then be identified. 

1.3.3 Issues with the Classification Method in Detection System 

Automatic detection is an alternative way to incorporate the speech knowledge 

sources such as phones and articulatory features for the detection task. Current systems 

use statistical methods as detector by calculating the posterior probability scores for 

each articulatory feature classes. Although using statistical methods is useful, it suffers 

the drawback of only producing result that is most likely based on training and input 

data. The system may give the best solution from a list of possible choices available 

from the input data during training. To have a very efficient system, the training data 

must be large enough, which sometimes could be difficult especially for the impaired 

speakers. Statistical approach tests program based on random inputs, are basically 

Univ
ers

ity
 of

 M
ala

ya



15 

 

simple and efficient in term of implementation, but were unable to prove the correctness 

of the program. It may generate invalid invariants with a small probability that leads to 

ambiguities and inconsistencies when generating results.  

The discrimination of speech features is also performed using Machine Learning 

(ML) algorithms. Currently there are several types of algorithms being applied for 

speech error detection. The current ML algorithms in speech error detections were 

based on many of the existing work within the data mining domain. Each of these 

algorithms require sufficient amount of data for making prediction or classification. 

However, for speech impairment, researchers have to work with very limited data 

especially for children with speech impairments. As such, many of the existing ML 

algorithms applied in speech error detection were unable to produce maximum output 

due to limited data. Thus, new algorithm that can work well with limited data needs to 

be identified.  

1.4 Research Main Aim and Objectives 

This research aimed to improve the discrimination ability in automatic speech 

intelligibility detection for speech impaired speakers. To achieve the research’s aim, 

specific objectives have been identified as follows;  

1. To identify significant impaired speech features that are salient for the 

performance of automatic speech intelligibility detection 

2. To identify a suitable classification method to enhance the performance of 

automatic speech intelligibility detection for speech impaired speakers  

3. To develop an automatic speech intelligibility detector based on the 

identified classification method in objective 2 
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4. To evaluate and compare the performance of the proposed classification 

method with existing baseline methods 

1.5 Research Questions (RQ) 

The specific research questions have been identified according to five research 

objectives as aforementioned. 

Objective 1: To identify significant impaired speech features that is salient for the 

performance of automatic speech intelligibility detection 

RQ1: What are the relevant speech features that could potentially affect the 

intelligibility of impaired speech? 

RQ2: What speech features should be measured for the Malay pronunciation of 

speech impaired speakers in automatic speech intelligibility detection? 

Objective 2: To identify a suitable classification method to enhance the performance 

of automatic speech intelligibility detection for speech impaired speakers  

RQ3: What is needed to optimize the discrimination ability in the automatic speech 

intelligibility detection of impaired speech?  

RQ4: What are the basis, structure and contents of the identified classification 

method?  

Objective 3: To develop an automatic speech intelligibility detector based on the 

identified classification method in objective 2 

RQ5: How will the proposed method developed? 
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Objective 4: To evaluate and compare the performance of the proposed 

classification method with the existing baseline methods 

RQ6: What are the measurements used to evaluate the proposed methods? 

RQ7: How the results of the proposed method being compared to the baseline 

method? 

1.6 Scope and Constraints 

This research focuses on improving the ability of detector realized with classification 

methods in order to classify the intelligibility speech in its class. As shown in Figure 

1.8, this research involves several research areas from automatic speech recognition, 

speech pathology, and classification methods.  

 

Figure 1.8: The illustration of the research scope 

 

This research uses Malay speeches uttered by children with speech impairments. 

Children from different types of speech impairments are selected as sample populations 
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with age ranging from 8 to 12 years old for both genders. The selected children are from 

Klang Valley, Malaysia. 

Methods and approaches in this work are specific to the structure of the Standard 

Malay language and the perception of speech impaired children. These methods and 

approaches could be applied to automatic speech intelligibility detection for other 

languages with appropriate and slight modifications with regards to the particular 

language. However, application to other languages is beyond the scope of this thesis. 

1.7 Research Methodology 

This research work is divided into three phases of study: Phase 1 is the Literature 

reviews work, Phase 2 is the Solution Construction, and Phase 3 is the Results 

Evaluation as shown in Figure 1.9. Each study is explained in detail in Chapter 3 on 

Research Methodology. 

 

 

 

Figure 1.9: Research Phases 
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CHAPTER 2 LITERATURE REVIEW 

This chapter addresses the main topics in this research; the intelligibility in speech 

impairments and speech detection systems. The first part reviews the characteristics of 

speech impairments and salient speech features in the detection system. The available 

databases for speech impaired speakers are also presented. The second part reviews the 

classification methods that includes the existing methods used in speech detection. 

Comparisons between the existing methods are also provided. Summary of the review is 

then discussed. 

2.1 Speech intelligibility in Speech Impairments 

Intelligibility refers to a judgement made by a clinician based on how much of an 

utterance can be understood (Bauman-Waengler, 2012). The speech characteristics of 

children with speech impairments are often found to be less intelligible than non-speech 

impaired children. The reduction in speech intelligibility is considered as one of the 

main characteristics of individuals with speech impairments. Intelligibility varies greatly 

depending on the extent of neurological disease or damage (Kent et al., 1989).  

Speech impairments involve physical organ or articulators that are lacking 

articulatory precision. Speech signal varies due to differences in articulatory strategies 

across speakers (Wilson, 2004). For example, dysarthric speakers have high tendency to 

produce imprecise initial consonants for alveolar sounds such as d,n,s,t,z (Platt, 1980). 

According to Sawhney and Wheeler (1999), impaired speeches contain errors in place 

of articulation due to consonant confusions that related to alveolar such as labial (b/d, 

m/d) and velar (k/g, k/t) sounds. On the other hand, errors in the manner of articulation 

are due to consonant confusion pairs that related to fricatives or stops (f,p) and nasals 

(n,m) (Sawhney & Wheeler, 1999). 
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The jaw movement and uncontrolled breathing distress the consonant and vowel 

production due to the distortion in the formant pattern as well as the place and manner 

of articulation (Sy & Horowitz, 1993). Vowels are the easiest to produce physically 

because they do not require dynamic movement of the vocal system. However, phonetic 

transitions are the most difficult to produce because they require fine motor control to 

move the articulators precisely (Deller, 1991). 

Several researches suggest that the correlation of speech variability and speech 

severity, where the greater speech variability, the greater is the severity of dysarthria 

(Ferrier et al., 1995; Doyle et al., 1997; Blaney & Wilson, 2000). The increasing 

severity of impaired speakers often correlates with decreasing of speech intelligibility 

(Ferrier et al., 1995; Doyle et al., 1997). Severity of speech impairments might differs 

among individual, but also differs for a single speaker due to several factors such as 

fatigue, stress as well as personal and environmental factors (Young, 2010). 

Intelligibility tests on impaired speakers produce most errors that are associated with 

phonemes that requires extreme articulatory positions such as stops (d,p,t) and fricatives 

(v,f,z,h) (Jayaram, 1995). In discriminating the speech sound, significant differences 

were found between vowels and consonants where the intelligibility for consonants was 

found to be substantially lower at 71% than vowels at 85% (Menendez, 1997). 

2.1.1 Intelligibility Measurements 

Speech intelligibility is a measurement that is commonly used to identify the severity 

level of impairment, which calculates the ratio of words understood by the listener to 

the total number of words articulated (Patel, 2002). There are three ways of measuring 

speech intelligibility as follows; 

 Subjective measurement (Bauman-Waengler, 2012) 

Univ
ers

ity
 of

 M
ala

ya



21 

 

 Objective measurement (Bauman-Waengler, 2012) 

 Automatic measurement (Schuster et. al, 2005) 

For the subjective and objective measurement, the judgement is usually made by a 

clinician or speech language therapist (SLP) (Bauman-Waengler, 2012). On the other 

hand, the automatic measurement is made by computer based system such as the ASR 

(Schuster et al., 2005) 

Subjective measurement 

In subjective measurement, the measurements are based on a subjective and 

perceptual judgement that is generally related to the percentage of words that are 

understood by the listener (Bauman-Waengler, 2012). Factors that influence speech 

intelligibility include the number, type and consistency of speech sound errors (Bernthal 

et al., 2009). The number of errors is related to the overall intelligibility. However, just 

adding up the errors does not yield an adequate index of intelligibility. In Shriberg and 

Kwiatkowski (1982a, 1982b), a low correlation between the percentages of correct 

consonants with the intelligibility of speech were reported. Connolly (1986) listed 

factors that influence the intelligibility of utterances as follows; 

 Loss of phonemic contrasts 

 Loss of contrasts in specific linguistic contexts 

 The number of meaning distinctions that are lost due to the lack of phonemic 

contrasts 

 The difference between the target and its realization  

 The consistency of the target realization relationship 

 The frequency of abnormality in the client’s speech 

 The extent to which the listeners is familiar with the client’s speech 
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 The communicative context in which the message occurs 

Objective measurement 

Although intelligibility is essentially a subjective evaluation, there were efforts to 

quantify it. There are several measures of intelligibility which includes indexing based 

on the frequency of occurrence of misarticulated sounds (Fudala, 2000), procedures that 

emphasize the phonetic contrast analysis (Monsen, 1981; Monsen et al., 1988; Ling, 

1976; Kent et al., 1994), procedures that emphasize the phonological process analysis 

(Hodson & Paden, 1983; Leinonen-Davis, 1988; Webb & Duckett, 1990; Vihman & 

Greenlee, 1987), and procedures that emphasize the word level intelligibility (Yorkston 

& Beukelman, 1981; Wilcox et al., 1991; Weiss, 1982; Ingram & Ingram, 2001). Table 

2.1 shows the existing measurement of speech intelligibility (Bauman-Waengler, 2012). 

Table 2.1: The available measurement of speech intelligibility (Bauman-

Waengler, 2012)  

Measurement  Research Procedure  

Indexing based 

on the 

frequency of 

occurrence of 

misarticulated 

sounds 

Fudala, 2000 Level 6: Sound errors are rarely noticed in 

continuous speech 

Level 5: Intelligible speech with noticeable errors 

Level 4: Intelligible speech with careful listening 

Level 3: Speech is regularly difficult 

Level 2: Speech is regularly unintelligible 

Level 1: Unintelligible speech 

Phonetic 

contrast analysis 

Monsen, 1981 CID Word Speech Intelligibility Evaluation (Word 

SPINE) for children and adults with severe and 

profound hearing impairments 

Monsen et al., CID Picture Speech Intelligibility Evaluation 
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1988 (Picture SPINE) for children and adults with severe 

and profound hearing impairments 

Ling, 1976 Ling’s Phonologic and Phonetic Level Speech 

Evaluation (PPLSE) for hearing impaired individual 

Kent et al., 1994 Children’s Speech Intelligibility Test (CSIT) for 

children of any age 

Phonological 

process 

Hodson and Paden, 

1983 

Assessment of phonological Processes-Revised 

(APP-R) for children with object naming 

competence 

Leinonen-Davis, 

1988 

Function Loss (FLOSS) for children with 

phonological disorders 

Webb and Duckett, 

1990 

The RULES Phonological Evaluation for children 

with phonological disorders 

Vihman and 

Greenlee, 1987 

Vihman-Greenlee Phonological Advance Measure 

for children especially those with phonological 

disorders 

Word-level 

intelligibility 

Yorkston and 

Beukelman, 1981  

Assessment of intelligibility of Dysarthric Speech 

for adults and older children 

Wilcox et al., 1991 Preschool-Speech Intelligibility Measure (P-SIM) 

for preschool children and older children 

Weiss, 1982 Weiss Intelligibility Test (WIT) for children and 

adults 

Ingram and 

Ingram, 2001 

Phonological Mean Length of Utterance (PMLU) 

and the Proportion of Whole-Word Proximity 

(PWP) for children primarily 
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Automatic measurement 

Apart from the above procedures for objective measurements, there was also effort to 

use ASR system as a new approach for automatic measurements of speech intelligibility 

(Schuster et al., 2005). In Schuster et al. (2005), a modern word recognition system was 

developed and word recognition accuracy (WRA) was calculated. WRA is a standard 

measurement of recognizers evaluation that indicate how much a recognize word chain 

differ from the input speech. The calculation of WRA is in Equation 2.1: 

WRA (%) = ((NC - NW)/N)*100  

where NC is the number of correctly recognized words 

NW is the number of wrongly inserted words  

N is the total number of spoken words 

In addition, the recognition result is also measured using the Word Error Rate 

(WER). WER is a standard calculation for recognizer evaluation. The calculation of 

WER is in Equation 2.2:  

WER = 
𝐼+𝑆+𝐷

𝑁
  

where  I is the total of insertion errors,  

S is the total of substitution errors,  

D is the total of deletion errors, and  

N is the total number of all words in the transcription.  

 

(2.1) 

(2.2) 
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Standard Hidden Markov Model (HMM) based ASR System 

A HMM is defined by a set of states Q, a set of transition probabilities A, a set of 

observation likelihoods B, a defined start state and end state(s), and a set of observation 

symbols O, which is not drawn from the same alphabet as the state set Q (Jurafsky & 

Martin, 2007).  A standard HMM based ASR system typically consists of feature 

extraction, acoustic modelling and decoding phase as shown in Figure 2.1. Each of the 

components is described as follows; 

 Feature Extraction  

In feature extraction, the acoustic waveform is sampled into frames (usually 

10, 15, or 20 milliseconds) which are then transformed into spectral features. It 

produces windows that are represented by a vector of 39 features that represents 

the spectral information, energy and spectral change. 

 Acoustic Model  

Acoustic Model provides statistical modelling to compute the likelihood of 

the observed spectral feature vectors given linguistic units or the acoustic 

observation sequence, O. The model units can be based on semantically 

meaningful units, such as words, or phonetically meaningful sub-word units 

such as phonemes.  

 Language Model  

Language Model provides linguistic and grammar constraints to the word 

sequence W which is often based on the statistical N-grams language models.  

 Decoder  
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The decoding engine searches for the best phoneme sequence given the feature and 

the model. For this HMM based system, the Viterbi decoding is used as the decoding 

engine. 

 

Figure 2.1: The Standard HMM based ASR system architecture (Jurafsky & 

Martin, 2009) 

A speech signal s(t) is input to ASR system that extract a set of speech features or 

observation sequence, O from the speech signal s(t) in feature extraction. ASR system 

finds the most probable word, W given the observation sequence, O by taking the 

product of two probabilities for each word, and choosing the word for which this 

product is greatest (Jurafsky & Martin, 2009). The components of the HMMs speech 

recognizer which compute those two terms are; the P(W), the prior probability 

computed by the language model and the P(O|W), the observation likelihood is 

computed by the acoustic model as shown in Equation 2.3 (Jurafsky & Martin, 2009).  

 

(2.3) 
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To apply HMMs for speech recognition, three problems have to be overcome; the 

evaluation, the decoding and the training problem (Huang et al., 2001). 

 The Evaluation Problem 

The evaluation problem is to estimate the probability of observing the speech 

feature vector sequence given the HMM. The efficient solution is using the 

Forward and/or Backward algorithm. 

 The Decoding Problem 

The decoding problem is to find the best state sequence that is optimal in a 

certain sense given the speech feature sequence. The decoding problem is 

solved using the Viterbi algorithm. 

 The Learning Problem 

The learning problem is to estimate the HMM parameters from a given set of 

training samples according to some meaningful criterion. The best solution for 

this problem is using the Baum-Welch algorithm (Huang et al., 2001). 

2.1.2 ASR and Speech Intelligibility 

Ferrier et al. (1995) determined the correlation between speech intelligibility and 

characteristics, in relation to recognition accuracy, where low speech intelligibility leads 

to low recognition accuracy. There has also been growing interest to explore the speech 

characteristics of impaired speech in the motivation to develop ASR system that can 

improve the intelligibility of impaired speech. Rudzidc (2011), Kain et al. (2007) and 

Hosom et al. (2003) modified the speech features of dysarthria and reported that the 

modification of impaired speech shows increase in the ASR system recognition 

accuracy. Table 2.2 summarized the research works carried in the area of speech 

impairments and the ASR system performance. 
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Table 2.2: Available researches on speech characteristics of impaired speech 

Reference Language  Features  Findings  

Ferrier et al., 

(1995) 

English  Articulation, 

fluency and 

voice 

Correlations between intelligibility 

measures and recognition success 

measures were strong where low 

intelligibility resulted in low recognition 

accuracy 

Hosom et al., 

(2003) 

English Short-term 

spectral level: 

F0, Formant, 

Intensity 

Short-term spectral level of dysarthric 

speech can be modified to improve 

intelligibility  

 

Kain et al., 

2007 

English 

dysarthric 

speakers 

F0, Formant, 

Intensity 

Improving the intelligibility of dysarthric 

vowels of one speaker from 48% to 54% 

 

Rudzidc, 

2011 

English Formant, F0 The correction of phoneme errors results 

in the increase of intelligibility in 

dysarthric speech 

 

Though there are much effort in integrating additional speech knowledge into the 

ASR system such as the speech features in order to increase its performance, ASR 

systems still have limitation in classification task. Strik (2005), state that, the standard 

data driven approach to ASR system may not use all available knowledge about speech 

or language. One way to integrate the beneficial knowledge sources to ASR sytem in 

improving the classification performance is to extract knowledge based front-end 

features of Detection Based Automatic Speech Recognition (DBASR) as suggested by 

Li et al. (2005). There are many knowledge sources can be used such as phone or 

articulatory speech features that related to human speech production. 

2.2 Automatic Speech Intelligibility Detection 

Automatic speech intelligibility detection is one of the applications that make use of 

DBASR. In the context of intelligibility classification, the detector/classifier finds the 
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abnormal variation in the speech signal as unintelligible speech. Figure 2.2 depicts the 

intelligibility classification which consists of speech data, feature extraction and 

intelligibility classification. 

Speech data or speech corpus consists of a collection of speech signals that are then 

extracted during the feature extraction, which produces the features that carry 

meaningful information for classification. In ASR system, feature extraction is common 

to all classes. On the other hand, there can be a specific feature extractor for each 

detector in classification task. This is an advantage because it is possible to process and 

extract relevant speech signals that are optimal for the specific class vs. anti-class 

problem in each detector (Canterla, 2012). The same speech features, however, are 

possible to be used in all detectors. 

 

Figure 2.2: Block diagram of automatic speech detection (Canterla, 2012) 

 

2.2.1 Detection Strategies 

In this section, the design of sub-word detectors strategies are presented. There are 

two types of detection strategies which are frame-based and segment-based detectors 

where this categorization follows the work in (Li & Lee, 2005; Canterla, 2012). 

Frame-based detection 
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Figure 2.3 shows a block diagram of the frame-based detector (Canterla, 2012) that 

classifies speech frames individually. The speech signal is input to the detector, which 

then produces a sequence of labeled frames. The first module is a feature extraction that 

extract discriminative information for the speech frames. Feature extraction is discussed 

further in Section 2.4. 

 

Figure 2.3: Block diagram of a frame based detector (Canterla, 2012) 

 

Next, the extracted features are input to a binary classifier that generates scores of the 

processed features. There are common strategies in generating scores of speech features. 

First is by generating a single class score for each frame. The second strategy is by 

generating scores for class and anti-class. Examples of common binary classifiers are 

Support Vector Machine (SVM), Gaussian mixture model (GMM), or Multi-Layer 

Perceptron (MLP). MLP is also known as artificial Neural Network (ANN). The 

classifier provides likelihood scores, which is further used in a decision rule for making 

a decision of the classification.  

Segment-based detection 

Figure 2.4 shows the block diagram of a segment-based detector that takes speech 

signal as an input and produces a sequence of labelled segments. The first module is the 

feature extractor, which is similar to the frame-based detector. However, for segment-

based detection, all frames of the extracted speech feature are further processed to 

Univ
ers

ity
 of

 M
ala

ya



31 

 

identify the class segments. The segmentation is usually found with a decoding 

algorithm and statistical models for the class and the anti-class (Canterla, 2012).  

 

Figure 2.4: Block diagram of a segment based detector (Canterla, 2012) 

 

Essentially, both frame and segment based detectors can be used. Li & Lee (2005) 

use frame based detectors with artificial neural networks (ANN) where the output scores 

can simulate the posteriori probabilities of an attribute given the speech signal (Li & 

Lee, 2005). In Hacioglu et al. (2005), speech attribute detectors for manner and place of 

articulation were designed using ANNs with multiple outputs. These event detectors can 

also categorize each speech frame into one of the competing attributes. A good detector 

should only determine if the current speech frame exhibits the specified attribute or not. 

We need to group consecutive frames that have detection scores higher than a pre-

selected threshold to form detected segments. It is clear that the frame detection scores 

are likely to fluctuate significantly, which results in extra detected segments. According 

to Li and Lee (2005), segment-based detectors were found to perform better than frame-

based detectors. According to Nguyen (2012), the most popular approach is segment 

classification, which first selects candidate segments and then uses a classifier to predict 

if the segments belong to a target event class. Segment-based detectors can be combined 

with frame based detectors, or segment models such as hidden Markov models 

(HMMs), which have already been proved to be effective for ASR system.  
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2.3 Speech Corpus 

Speech corpus is a collection of audio recordings of spoken language with 

transcriptions of the words spoken. In speech technology, a speech corpus or speech 

database is important for creating acoustic models to be used during the recognition 

task. It can also be used to analyze the speech characteristics and speech phonetics 

especially in the linguistic field.  

One of the problems in DBASR is the lack of good speech corpus for impaired 

speech. The reason of database scarcity is due to the complexity of building a speech 

corpus for impaired speakers. In building a speech corpus, the process of speech 

acquisition is time consuming and involves many people, regardless the experimenter or 

the speakers (Saz, 2011). The acquisition process becomes more challenging for this 

research that involves children with speech impairments due to their severity level, 

physical and emotional state. 

In Malay language, there is no existing impaired speech corpus for continuous 

speech. There was an effort for Malay speakers with speech impairments, specific to 

dysarthria (Al-Haddad, 2008) but limited to isolated words using digits from 0 to 9.  

In developing a speech corpus, several aspects need to be considered such as the 

speech type, size of vocabulary and transcription type. These aspects will be further 

discussed in this section. 

2.3.1 Types of Speech 

In developing a speech corpus, two types of speech are usually considered (Anusuya 

& Katti, 2009);  

 Speaking mode: isolated word, connected word, continuous speech 
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 Speaking style: dictation, spontaneous  

ASR system can recognize isolated word, connected word or continuous speech.  

Isolated word contains single words or single utterance at a time. Connected word is 

similar to isolated words, but it allows separate utterances to be executed together at a 

time with a very minimum pause in between them. In continuous speech, users speak 

almost naturally and it is difficult to develop such system because of the special 

methods need to be utilized to determine the utterance boundaries (Anusuya & Katti, 

2009). In speaking style, the speech can be either dictation or spontaneous. The 

dictation speech is a speech data recorded with speakers reading text provided to them 

while spontaneous speech is a natural speech without rehearsal. 

2.3.2 Size of Vocabulary 

The size of vocabulary affects the complexity, processing requirements and the 

accuracy of the ASR system (Hunt, 1997). Basically, size of vocabulary can be 

classified in three main classes; small, medium and large. A small size vocabulary 

usually contains less than 100 words (Campbell et al., 1999; Ashraf et al., 2010; Qiao et 

al., 2010). Example of ASR application using small size vocabulary are recognizing 

short instruction via telephone and recognizing command in portable device (Campbell 

et al., 1999). A medium size vocabulary corpus contains hundreds of words, from 100 

and up to 1500 words. Meanwhile, large size vocabulary corpuses contain more than 

1500 words and very large corpuses contain tens of thousands of words. 

2.3.3 Speech Transcription 

A speech transcription is prepared to represent distinct speech sound with a separate 

symbol, also known as phonetic transcription (Sharma, 2008). Phonetic transcription of 

a language is important because it contains information on how to pronounce a word 
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(Sharma, 2008). International Phonetic Alphabet (IPA) symbols and Speech Assessment 

Methods Phonetic Alphabet (SAMPA) are commonly used in phonetic transcription.  

2.3.4 Available Speech Corpuses for Impaired Speech 

From  1993 to 2011, corpuses of English impaired speeches have been developed  

such as the Whitaker database (Deller et al., 1993), the Nemours database (Men´endez-

Pidal et al., 1996), Universal Access Database (Kim et al., 2008) and the more recent, 

TORGO database (Rudzicz et al., 2011). The development of speech corpuses has 

become favourable from varying languages. There are several corpuses of the impaired 

speech in languages other than English such as Alborada-13A for Spain (Saz et al., 

2009), Mandarin (Jeng, 2006), Cantonese (Whitehill & Ciocca, 2000), Dutch (van der 

Molen et al., 2009) and Arabic (Attieh et al., 2010). CCM (Claude Chevrie-Muller) and 

Aix-Neurology-Hospital corpus (ANH) are two corpuses of French that contains large 

sample of speech data from French dysarthric speakers (Fougeron et al., 2010). In 2011, 

Korean Dysarthric Speech Database was developed to support the development of 

QoLT Software Technology. Table 2.3 summarized the existing database.  
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Table 2.3: The Details of the Available Speech Impaired Corpuses 

Reference Language  No. of speakers Speech type Vocab size Purpose 

Whitaker 

database 

(Deller et al., 

1993) 

English 6 cerebral palsy speakers  

1 healthy speaker  

 

Isolated word 

 

19,275 isolated 

word 

Use in studies of recognition, perception, 

articulation, and other aspects of speech 

disorders. 

Nemours 

database 

(Men´endez-

Pidal et al., 

1996) 

English  11 male dysarthric speakers  

 1 healthy speaker 

Continuous   814 short 

nonsense 

sentences 

 74 sentences 

 

-   To test the intelligibility of dysarthric speech 

- To investigate characteristics of dysarthric 

speech 

Universal 

Access 

Database (Kim 

et al., 2008) 

English 19 speakers with cerebral 

palsy (14 male and 5 female) 

Isolated word 765 isolated word For the impaired speech analysis, recognition and 

perception 
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NKI CCRT 

Speech Corpus 

(van der 

Molen et al., 

2009) 

Dutch 55 head and neck cancer 

patients 

Sentence 935 sentences in 

each stage (total of 

3 stages) 

To study the speech intelligibility 

 

TORGO 

database 

(Rudzicz et al., 

2011) 

English 7 speakers with cerebral palsy Continuous  3,500 utterances in 

23 hours of 

recording 

To learn the articulatory features using computer 

speech models via statistical pattern recognition 

Speech 

Database for 

QoLT 

Software 

Technology 

(Choi et al., 

2011) 

Korean For dysarthric speech 

recognition 

 Dysarthric: 100 speakers 

 Healthy: 30 speakers 

 

 Isolated word 

 Machine Control 

Commands 

 Korean Phonetic 

Alphabets, or 

Codes 

 Dysarthria: 

35,900 utterances 

 Healthy: 

17,850  utterances 

To develop the automatic assessment to access 

the degree of disability  

To investigate the phonetic features of dysarthric 

speech. 

For phonetic features of 

dysarthric speech 

 Dysarthric: 20 speakers 

Isolated words  Dysarthria: 

4,200 utterances 

 Healthy: 

To study the phonetic characteristics of the 
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 Healthy: 10 speakers 2,100 utterances 

CCM 

(Fougeron et 

al., 2010) 

French  5000 speakers (adults and 

children) 

 60 control speakers 

Word and  

sentence 

 

1,000 hours of 

impaired speech 

To develop a corpus of neurological speech 

disorders in monitor the evolution of dysarthria in 

a longitudinal French 

ANH 

(Fougeron et 

al., 2010) 

French  990 impaired speakers 

 160 control speakers 

Word and  

sentence 

Not available To collect speech data from Parkinson’s disease 

and Parkinsonian syndrome. 
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2.4 Feature Extraction 

Feature extraction is the process of transforming the input speech waveform into a 

sequence of acoustic feature vector suitable for further speech processing. The objectives of 

this feature extraction are (Rosell, 2006): 

 The features should extract the important aspects of the speech signal and should be 

perceptually meaningful.  

 The features should be robust where the particular task should not be affected by the 

possible distortions, which can caused by environmental and/or transmission medium.  

There are several types of speech features. Basically, we can classify these features 

according to the aspect of prosodic, voice quality and pronunciation of pathological speech as 

proposed in Kim et al. (2015). 

2.4.1 Prosodic Features 

Prosody is the structure that organizes sound where tone, loudness, and the rhythm 

structures are the main components of prosody (Cutler et al., 1997). Suitable physical 

representations have to be formulated that include fundamental frequency or pitch, intensity, 

energy and the normalized duration of syllables. Intensity is the amount of energy that is 

transported past a given area of the medium per unit of time (Rosen & Howell, 2011). It 

correlates with the loudness of speech. On the other hand, fundamental frequency (F0) is the 

lowest frequency that reflects the physiological limits of speech (Colton & Casper, 2006). 

Pitch is more closely related to the fundamental frequency where the higher the fundamental 

frequency is, the higher the pitch is perceived. However, discrimination between two pitches 

is depending on the lower pitch frequency. Perceived pitch will change when intensity is 

increased and frequency is kept constant (Huang et al., 2001). 
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The common energy related features are Signal energy and Zero Crossing Rate (ZCR). 

Signal energy is a time domain audio feature. The changes in energy is computed by dividing 

speech frames into sub frames of fixed duration. The normalized energy is divided with the 

total frame for each sub frame using Equation 2.4: 

 

The total of all sub frames normalized energy is Energy entropy (EE) of that particular 

frame which is computed using Equation 2.5:  

 

Where H(i) is EE of ith frame where 𝑒𝑗
2 is normalized energy of sub frames. 

Zero crossing rate (ZCR) is also a time domain audio feature. ZCR is the rate of signal 

changes from positive to negative or back to its position, at the time signal have zero value. A 

ZCR is occurred in a signal when its waveform crosses the time axis or changes its algebraic 

sign which is computed using Equation 2.6: 

 

Where xi is the discrete point of the ith frame and sgn(.) is the sign function in Equation 

2.7: 

(2.4) 

(2.5) 
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2.4.2 Pronunciation Features 

Pronunciation feature are spectral based features which usually represents the magnitude 

properties of speech spectrum (Jurafsky, 2009). It is commonly used features in speech 

processing. In spectral related features, there are many possible feature representations such 

as LPC, PLP, Rasta and MFCC. By far the most common in the speech recognition is MFCC 

(Jurafsky, 2009). Formant frequencies are also common spectral features, which are the 

concentration of acoustic energy around a particular frequency in the speech wave (Lapteva, 

2011). The formant with the lowest frequency is labelled as the first formant (F1), the higher 

is labelled as the second formant (F2), and the highest is the third formant (F3). These 

formants is closely related to the vowel production where F1 is related to the height of vowel, 

F2 is related to vowel frontness. F3 is considered to remain relatively constant for speakers 

(Nolan, 2002).  

MFCC is capable to capture the important characteristic of audio signals. MFCC contains 

time and frequency information of the signal. MFCC has been widely used in the area of 

speech. The MFCC process is shown in Figure 2.5. The detail processes are further discussed 

in the following sub-section.  

(2.7) 
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Figure 2.5: The MFCC process (Jurafsky, 2009) 

Preemphasis 

The preemphasis in MFCC feature extraction is to increase the amount of energy in the 

high frequencies. Increasing the high frequency energy makes information from these higher 

formants more available to the acoustic model and improves phone detection accuracy 

(Jurafsky, 2009). This preemphasis is done with a filter. Figure 2.6 shows an example of a 

spectral slice from the single vowel [aa] before and after preemphasis. 

  

Figure 2.6: A spectral slice from vowel [aa] before (a) and after (b) preemphasis 

(Jurafsky, 2009) 

Windowing 

The goal of feature extraction is to provide spectral features that can be used to build 

phone or sub-phone classifiers. The spectral features are extracted from a small window of 

speech that characterizes a particular sub-phone where rough assumption made that the signal 
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is stationary. The extracted speech from each window is called a frame, the number of 

milliseconds in each frame is called a frame size and the number of milliseconds between the 

left edges of successive windows is the frame shift. 

 

Figure 2.7: The windowing process, where A is the frame size of 25mc and B is the 

frame shift of 10ms and a rectangular window (Jurafsky, 2009) 

 

The signal is extracted by multiplying the value of the signal at time n, s[n] by the value of 

the window at time n, w[n] using Equation 2.8:  

y[n] = w[n]s[n] 

Figure 2.7 shows the windowing process with the rectangular window shapes because the 

extracted windowed signal just like the original signal. The simplest window is the 

rectangular window which is derived from the Equation 2.9 below; 

 

However, the rectangular window can cause problems because it cuts off the signal at its 

boundaries which leads to discontinuities. It will be troublesome during the Fourier analysis. 

(2.8) 

(2.9) 
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Therefore, the Hamming window is used to avoid discontinuities by reducing the value of the 

signal towards zero at the boundaries. Therefore, the following Equation 2.10 is used; 

 

Discrete Fourier Transform (DFT)  

A Fourier Transform is used to extract spectral information from the windowed signal 

which defined in Equation 2.11 as follows;  

 

 The windowed signals x[n]…x[m] are the input to DFT and the output for each of N 

discrete frequency bands is a complex number X[k] representing the magnitude against the 

frequency component in the original signal.  

Mel filter Bank and Log 

Filterbank analysis on the spectral representation of the speech signal is carried out by first 

creating a set of triangular filters on the mel-scale which is defined in Equation 2.12 as 

follows: 

 

where f is the frequency. 

The Cepstrum (Inverse DFT) 

(2.10) 

(2.11) 

(2.12) 
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To compute the cepstrum, it involves separating the source and the filter. The speech 

waveform is produced when a glottal source waveform of a particular fundamental frequency 

is passed through the vocal tract, which because of its shape has a particular filtering 

characteristic (Jurafsky, 2009). The most useful information for phone detection is the filter 

that the exact position of the vocal tract and ceptrum is one way to do this.  

Deltas and energy 

The extraction of the cepstrum with the inverse DFT produces 12 cepstral coefficients for 

each frame. Next, the energy from the frame is added as a 13th feature. Energy correlates with 

phone identity which is a useful cue for phone detection is computed in Equation 2.13 as 

follows:  

 

The features related to changes in cepstral features over time are added by adding a delta 

and double delta features for each 13 features. Overall, 39 MFCC features derived which 

consists of  12 cepstral and 12 delta ceptral coefficients, 12 double delta ceptral coefficients, 

1 energy coefficient, 1 delta energy coefficient and 1 double delta energy coefficient. 

2.4.3 Voice Quality based Features 

The voice quality based features is voicing related features that relate to the speech 

quality, with common features such as jitter and shimmer. Jitter and shimmer are acoustic 

characteristics of voice signals that are measured as the cycle-to-cycle variations of 

fundamental frequency and waveform amplitude, respectively (Farrús et al., 2007). Both 

(2.13) 
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features correlate with the hoarseness in speech. There are several types of measurements for 

jitter and shimmer as follows (Vipperla et al., 2010); 

 Jitter (absolute) is “the cycle-to-cycle variation of fundamental frequency”. 

 Jitter (relative) is “the average absolute difference between consecutive periods, 

divided by the average period and expressed as a percentage”. 

 Jitter (rap) is defined as “the Relative Average Perturbation which is the average 

absolute difference between a period and the average of it and its two neighbours, 

divided by the average period”. 

 Jitter (ppq5) is “the five-point Period Perturbation Quotient, computed as the average 

absolute difference between a period and the average of it and its four closest 

neighbours, divided by the average period”.  

 Shimmer (dB) is expressed as “the variability of the peak to-peak amplitude in 

decibels”. 

 Shimmer (relative) is defined as “the average absolute difference between the 

amplitudes of consecutive periods, divided by the average amplitude which is 

expressed as percentage”. 

 Shimmer (apq3) is “the three-point Amplitude Perturbation Quotient, the average 

absolute difference between the amplitude of a period and the average of the 

amplitudes of its neighbours, divided by the average amplitude”. 

 Shimmer (apq5) is defined as “the five-point Amplitude Perturbation Quotient, the 

average absolute difference between the amplitude of a period and the average of the 

amplitudes of it and its four closest neighbours, divided by the average amplitude”. 

 

Univ
ers

ity
 of

 M
ala

ya



46 

 

2.4.4 Speech Features in Relation to Quality of Impaired Speech 

Several studies (Ikui et al., 2011; Niedzielska, 2001; Saz et al., 2009a; Wertzner et al., 

2005; White, 2012) have investigated the characteristics and quality of speech features in 

speakers with speech impairments. It has been noted that speech quality has an effect on 

speech intelligibility (Amano-Kusumoto et al., 2014). Speech features of speech impairments 

change due to changes within the vocal organs (Niedzielska, 2001). Formant frequencies are 

characterized by the shape of the vocal tract. The vocal tract is always changing its shape 

during speech production, which leads to the change of the vowel quality (Ashley, 2013). 

Impaired speakers with problems to control the tongue movement will affect the formant 

values. Fundamental frequency (F0) and its harmonic components produced by vibration of 

vocal cords during speech production (Lemmetty, 1999). However, impaired speech affects 

vocal cords vibration (Darley et al., 1969). When the vocal cords are unable to move 

properly, it will produce voice problem, as well as breathing and swallowing problems 

(ASHA). Instability or lack of control in vocal cords vibration increases the jitter (Wilcox & 

Horii, 1980). On the other hand, shimmer is affected due to the glottis resistance reduction 

and mass lesions in the vocal folds (Wertzner et al., 2005). This produces creaky, hoarse and 

breathy sound, as well as limited pitch and loudness variations. Table 2.4 summaries the 

findings from literature related to the relationship between the changes of speech features 

with speech quality. 

Table 2.4: Relationship between the changes of speech features with speech quality 

Speech features Changes in speech Effect on speech quality 

Formant  High / increase 

 

Brighter sound (Parncutt & McPherson, 2002) 

Low / decrease 

 

Darker sound (Parncutt & McPherson, 2002) 

F0 High / increase 

 

Louder sound (Lapteva, 2011) 

Univ
ers

ity
 of

 M
ala

ya



47 

 

Low / decrease 

 

Softer sound (Lapteva, 2011) 

Jitter High / increase 

 

 Creaky, hoarseness in speech 

 Breathy sound 

 Rough sound (VAG) 

 

Low / decrease 

 
 Smooth sound (VAG) 

 

Shimmer High / increase 

 

 Decreasing voice loudness (Brockmann, 2011) 

 Hoarseness in speech 

 Softer voice  

 

Low / decrease 

 
 Increase voice loudness (Brockmann, 2011) 

 Louder voice 

Intensity High  Intense, loud sound (Lapteva, 2011) 

Low / Decrease  Weak, soft sound (Lapteva, 2011) 

 

2.4.5 Relationship between Speech Features and Speech Intelligibility 

Significant changes in the speech features of impaired speech compared to normal speech 

have been found in previous studies (Hartl et al., 2003; Wertzner et al., 2005; Jeng et al., 

2006; Saz et al., 2009). This section provides a review of those studies that examine which 

speech features contribute to speech intelligibility.  

Among all features, the relationship between F0 and speech intelligibility has been 

investigated in several studies (Wertzner et al., 2005; Jeng et al., 2006; Saz et al., 2009; 

White, 2012). Jeng et al. (2006) reported that F0 is significantly correlated with sentence 

intelligibility. Wertzner et al, (2005) performed the intelligibility analyses of the vowel /a/ /e/ 

and /i/ and found that only F0 for /e/ was significantly correlated with intelligibility. Saz et 

al., (2009) and White (2012) found that there was no correlation between mean F0 and 

speech intelligibility. The question of whether F0 is an important cue for phoneme 

identification still remains debatable where some studies have reported that there is no 

significant difference in F0 decrement in impaired speech.  
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As for jitter and shimmer, Hartl et al. (2003) reported that these features are significantly 

correlated with intelligibility. However, these findings contradict those of other studies 

(Wertzner et al., 2005; White, 2012) which claimed that there are no differences in jitter and 

shimmer between impaired and non-impaired children. According to Wertzner et al., (2005) 

impaired speakers did not present any abnormality in the vocal folds, reduction of glottic 

resistance, vocal fold mass lesions and greater noise at production which may affect the 

values of jitter and shimmer. Table 2.5 summarizes the findings in the analysis of speech 

features in relation to intelligibility. 

Table 2.5: Comparison of findings in speech features analysis of impaired speech 

Author  Language Features studied 

Formant  F0  Intensity  Energy Jitter  Shimmer 

Saz et 

al., 

(2009) 

Spanish Significant Not 

significant 

Not 

significant 

- - - 

Jeng et 

al., 

(2006) 

Mandarin - Significant  - - - - 

Wertzner 

et al, 

(2005) 

Portuguese - Significant 

for vowel 

/e/ 

- - Not 

significant 

Not 

significant 

Hartl et 

al., 

(2003) 

French - - - - Significant Significant 

White, 

(2012) 

English - Not 

significant 

- - Not 

significant 

Not 

significant 

 

2.5 Classification Methods 

Classification is a task of assigning an object that is characterized by a set of features or 

parameters to a class or category based on the characteristics similarities of the object. The 

classification task has been applied in a wide range of daily human activities such as, 

mechanical procedures in sorting letters based on the machine-read postcodes, assigning 

individuals to credit status based on their financial and personal information, and the 
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preliminary diagnosis of a disease  to select immediate treatment for patients while awaiting 

definitive test results (Michie et al., 1994).  

In the context of intelligibility discrimination, classification methods are used to classify 

speech intelligibility according to its classes as intelligible or not intelligible. In classifying 

speech intelligibility into its classes, the purpose is to understand the underlying processes 

that generate the classes of intelligibility and the occurrence of misclassification. Therefore 

suitable measures can be used to improve these processes. The most common approaches in 

classification methods are statistical approach and machine learning. However, fuzzy logic 

and formal learning approach Petri Nets and Fuzzy Petri Nets have been studied recently in 

the classification cases. In this sub-section, we discuss on the classification methods in terms 

of its usage, advantages and disadvantages.  

2.5.1 Statistical Approach 

In statistical approach, classification is also referred to as discrimination. According to An 

(2005), early work in classification focused on discriminant analysis which constructs a set of 

discriminant functions where linear functions of the predictor variables based on a set of 

training examples to discriminate among the groups defined by the class variable. Current 

studies discover more flexible model classes such as providing an estimate of the joint 

distribution of the features within each class using Bayesian classification, classifying an 

example based on distances in the feature space using the k-nearest neighbour method and 

constructing a classification tree that classifies examples based on tests on one or more 

predictor variables using classification tree analysis (An, 2005). 

K-Nearest neighbour classifier (KNN) 
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According to An (2005), the KNN classifier classifies unknown examples to the most 

common class among its k nearest neighbours in the training data by assuming all the 

examples correspond to points in n-dimensional space. A neighbour is considered nearest if it 

has the smallest distance in the Euclidian in the n-dimensional feature space. The unknown 

example is classified into the class of its closest neighbour in the training set when k=1. KNN 

stores all the training examples and delays learning until a new example needs to be 

classified. 

The advantage of KNN is intuitive, easy to implement and effective in practice (An, 

2005). It can construct a different approximation to the target function for each new example 

to be classified, which is beneficial for complex target function (Mitchell, 1997). KNN 

produces good results if relevant features are used (White, 2000). However, the classifying 

cost for new examples can be high because almost all the computation is done at the 

classification time (An, 2005). The most serious shortcoming of KNN is that they are very 

sensitive to the presence of irrelevant parameters. Adding a single parameter that has a 

random value for all objects can cause these methods to fail (White, 2000). 

Linear Discriminant Analysis (LDA) 

LDA is commonly used as a dimensionality reduction technique in the pre-processing step 

for statistical and pattern-classification applications. The earliest work on LDA was described 

for a 2-class problem which was later generalized as multi-class Linear Discriminant 

Analysis or Multiple Discriminant Analysis (Raschka, 2014). The goal of an LDA is to build 

a feature space (a dataset n-dimensional samples) onto a smaller subspace k (where k ≤ n-1) 

while maintaining the information of the class-discriminatory.  In general, dimensionality 

reduction can reduce the computational costs for a given classification task and useful to 
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avoid overfitting by minimizing the error in parameter estimation, which is known as the 

curse of dimensionality (Raschka, 2014). The main advantage of LDA is the ability for 

dimension reduction of multiclass problem. Unlike other methods, LDA does not tackle a 

multiclass problem as a set of multiple binary class problems (Kim et al., 2007). LDA is easy 

to train with low variance. However, a limitation of LDA is that it needs at least one scatter 

matrix be nonsingular and breaks down when the data set is under sampled (Kim et al., 

2007), and is bias if the model is incorrect. 

2.5.2 Machine Learning Approach 

Machine learning is generally used to encompass the automatic computing procedures 

based on logical or binary operations that learn a task from a series of examples (Michie et 

al., 1994). The goal is to generate the classification expressions that can be understood by 

humans. These techniques mimic the human reasoning into the learning process. The most 

commonly used machine learning is Decision Trees that learns the same tree structure as 

classification trees but uses a different criterion during the learning process (Michie et al., 

1994). The other common methods in machine learning are Support Vector Machine and 

Artificial Neural Network. 

Decision trees 

Decision trees is a tree like graph classifiers. It is the most expressive and human readable 

representation of classification models (Mitchell, 1997). It uses a set of if-then rules where if 

condition1 and condition2 then outcome as in Equation 2.14:  

if X>1 and Y=A, then B (2.14) 
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Rules can be generated in two ways (An, 2005); (1) translate a decision tree into a set of 

rules where one rule for each leaf node in the tree (2) learn rules directly from the training 

data. Decision trees perform faster than neural network methods in the training and 

application phase. The disadvantage is that they are not flexible enough at modelling 

parameter with complex distributions as compared to neural networks or KNN.  

Random Forest (RF) 

RF is a collaborative of decision trees. In standard trees, each node is split using the best 

split among all variables. In RF, each node is split using the best among a subset of predictors 

randomly chosen at that node. This counterintuitive strategy performs very well as compared 

to many other classifiers such as LDA, SVM, and ANN. In addition, RF is not sensitive to 

their values and efficient against overfitting (Breiman, 2001). However, RF predicts model 

using black box approach where it is difficult to interpret the prediction.  

Support Vector Machine (SVM) 

SVM is a discriminative classifier that finds a hyperplane to separate the d-dimensional 

data perfectly into its two classes (Vapnik, 1995). However, almost all data is not linearly 

separable, SVM’s introduce the notion of a “kernel induced feature space” which casts the 

data into a higher dimensional space where the data is separable (Boswell, 2002). Typically, 

this would cause problems of computationally and overfitting. The advantage of SVM is that 

the higher-dimensional space doesn’t need to be dealt with directly. Furthermore, the 

Vapnik–Chervonenkis (VC) dimension that measure a system’s likelihood perform well on 

unseen data which can be explicitly calculated unlike other learning methods such as neural 

networks. Overall, SVM is intuitive, theoretically well- founded, and have shown to be 

practically successful (Boswell, 2002).  However, SVM output is an uncalibrated class 
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membership probability, which is not a posterior probability of an input data. Another 

drawbacks of SVM is that the parameters of a solved model are difficult to interpret and not 

easy to incorporate prior knowledge into the model (Thuy et al., 2009). 

Artificial Neural Networks (ANN) 

ANN is one of the most widely known classifier. The main advantage of ANN is that it 

can handle problems with many parameters and are able to classify objects even when the 

parameter of features are very complex (White, 1996). However, the implementation of ANN 

is very slow in the training and the application. According to White (1996), another 

significant drawback of ANN is that it is very difficult to determine how the network makes 

its decision. It is difficult to determine the features that are important and useful for 

classification. Therefore, ANN has limitations in making decision of the best features that are 

important in developing a good classifier. 

2.5.3 Fuzzy Logic 

Fuzzy classification is the process of classifying objects or elements into a fuzzy set whose 

membership function is defined by the truth value of a fuzzy propositional function. It has 

been used in wide range of problem domains such as decision making, pattern recognition 

and classification. According to Nedeljkovic (2002), a fuzzy set is a set whose elements have 

degrees of membership where an element of a fuzzy set can be full member or a partial 

member. The membership value is assigned to an element that is no longer restricted to just 

two values such as yes/no or 0/1, but can be 0, 1 or any value in-between. Therefore, notions 

like rather tall or very small can be measured and processed by computer in order to apply the 

human way of thinking in the computer program (Hellman, 2001). Mathematical function 

that defines the degree of an element’s membership in a fuzzy set is called membership 
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function. It uses the minmax rule for conjunctive (AND) and disjunctive (OR) reasoning 

where it takes the minimum and maximum of the membership functions (Perner & Petrou, 

2003). However, minmax rule is not the way of human reasoning. It is possible there is 

enough training data in the learning process. Therefore, it chooses the best rule that fits the 

way of reasoning of the expert. Another disadvantage of the rules is that they give the same 

importance to all factors that are to be combined where this issue can be resolved if we do not 

insist on all membership functions taking values between 0 and 1 (Perner & Petrou, 2003). 

2.5.4 Petri Nets 

A Petri net is a graphical and mathematical modelling tool. The graphical representation 

consists of places (S), transitions (T), and arcs (F) that connecting the places and transitions. 

Transitions are active components that model activities which can occur when the transition 

fires that changes the state of the system. Transitions are only allowed to fire if all the 

preconditions for the activity are fulfilled where there are enough tokens available in the 

input places. When the transition fires, it removes tokens from its input places and adds some 

at all of its output places. The number of tokens removed or added depends on the cardinality 

of each arc. Petri nets have the ability to show a precise and graphical representation. It can 

be used as a visual-communication aid similar to flow charts, block diagrams, and networks. 

However, in Petri Nets, the token and transition are Boolean with restricted numerical values 

where, if the expression is true = 1 otherwise false = 0 (Hoheisal & Alt, 2007), and may be 

inadequate to address the problem of uncertainty and imprecision data due to the increasing 

of the system complexity in real world (Meher Taj & Kumaravel, 2015). 

2.5.5 Fuzzy Petri Nets 

Fuzzy Petri nets is widely used in many applications such as error detection and diagnosis 

mechanism (EDDM) in complex fault-tolerant PC-controlled system (Ting et al., 2008), 
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knowledge representation and reasoning (Li, 2000; Ribaric & Pavesic, 2009), and decision 

support system (Suraj, 2012). FPN is an integration of Fuzzy logic and Petri nets. Similarly, 

FPN has the ability to be combined with other approaches or tools such as Artificial 

Intelligence (AI) and mathematical models to become more efficient, and powerful (Aziz, et 

al., 2010).  

2.5.6 Discussion 

Table 2.6 summarizes the advantages and disadvantages of the existing classification 

methods.  

Table 2.6: Comparison of the approaches for the classification methods 

Methods Advantages  Disadvantages  

k-Nearest 

Neighbour 

 Easy to implement 

 Easily understood by human 

 Proven high performance 

 

 Rather slow in training with 

many examples 

 Very sensitive to the presence of 

irrelevant parameters 

Linear 

Discriminant 

Analysis 

 Simple to use 

 Dimensionality reduction 

 

 Bias if model is incorrect 

Decision tree   Easily understood by human 

 Capable of representing the 

most complex data 

 Much faster in the training 

phase 

 Not flexible at modelling 

complex features  

Random 

forest  

 Easy to use 

 Fast performance 

 Robust  

 Difficult to interpret the 

prediction 

Support 

Vector 

Machine 

 Easy for implementation 

 Trade-off between classifier 

complexity and error can be 

controlled explicitly 

 Non-traditional data like strings 

 Uncalibrated class membership 

probabilities 

 Parameters of a solved model are 

difficult to interpret 
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and trees can be used as input to 

SVM, instead of feature vectors 

Neural 

network 

 Able to handle problems with 

many features  

 Ability to classify objects even 

for very complex features 

 Slow in the training and the 

application phase.  

 Difficulty to determine the 

network decision making.  

 Difficulty to determine the 

important or worthless features 

Fuzzy logic  Ability to handle vague data 

rather than between precise 

numerical values 

 Provide a significant 

level of parametric flexibility 

 

 minmax rule of the membership 

function is not the way of human 

reasoning 

 Lack of learning mechanism 

Petri nets  Ability to show precise and 

graphical representation 

 

 Restricted parameters or values 

 Inadequate to address the 

problems of uncertainty, and 

imprecision in data 

Fuzzy Petri 

nets 

 Greater representation ability 

 Ability to reason using 

uncertain and ambiguous 

information 

 Ability to describe the fuzzy 

behaviour system 

 The transparent modelling 

 Limited to modelling certain 

kind of problem 

 Lack of learning mechanism 

 

Statistical, machine learning, fuzzy logic and formal way of classification using Petri Nets 

and Fuzzy Petri Nets have been widely used in many applications. For statistical methods, the 

main advantage is the ease of use in terms of the implementation using simple algorithm. 

However, it is sensitive to the outliers or irrelevant parameters which affect the performance. 

For machine learning, it makes predictions of models using black-box methods, which 

provide less information on the prediction. Therefore, it is difficult to interpret the prediction 
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and determine the important and worthless features for the prediction. For fuzzy logic, the 

main advantage is its ability to mimic human reasoning. On the other hand, Petri nets (PN) 

has the ability to provide a precise and graphical representation in ambiguity data. PNs is one 

of several mathematical representation for the discreet distributed system (Hoheisel & Alt, 

2007). PNs are proved to be quite effective tool for graphical modelling, mathematical 

modelling, simulation, and real time control with the use of places and transitions. In PNs, the 

processing of tokens and transitions are inherently Boolean. However, in the FPN, it is 

generalized to involve continuous variables. This extension makes the nets to be fully in 

rapport with the panoply of the real-world classification problems (Chen et al., 2002). Fuzzy 

logic, PN and FPN have similar disadvantages that is the lack in learning mechanism. 

2.6 Available Classification Methods in Discriminating Impaired Speech 

Intelligibility 

This section presents the existing intelligibility classification system for impaired speech.  

Kim et al. (2015), extracts the abnormal variation in the prosodic, voice quality and 

pronunciation aspects in impaired speech. The performance was evaluated on two speech 

corpuses which are the NKI CCRT Speech Corpus and the TORGO database. They proposed 

smoothed posterior score fusion of subsystems which gives the best classification 

performance, 73.5% for unweighted, and 72.8% for weighted, average recalls of the binary 

classes. 

Khan et al. (2003) proposed SVM using n-fold cross validation in classifying intelligibility 

of Parkinsonian speakers. The classification accuracy of SVM was 85% in 3 levels of 

UPDRS-S scale and 92% in 2 levels with the average area under the ROC (receiver operating 

characteristic) curves of around 91%. Fook et al. (2013) performed classification of the 

prolongations and repetitions among speakers with stuttering. They reported that SVM gives 
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the best classification accuracy of 95% using the LPC, MLFF and PLP features. From the 

existing literature, there is no single attempt in experimenting FPN for classifying impaired 

speech features. Table 2.7 summarizes the available classification system in discriminating 

speech intelligibility.  

Univ
ers

ity
 of

 M
ala

ya



59 

 

Table 2.7: Summary of available speech intelligibility classification for impaired speech 

Research  Data  Stimuli Features  Classifier  Result  

Kim et al. 

(2015) 
 NKI CCRT  

- 17 sentences spoken 

by 55 speakers 

 TORGO   

- 162 sentences of 

Grandfather passage 

- 460 sentences from 

the MOCHA 

Sentence   Prosodic features – pitch 

contours 

 Spectral feature – formant, 

MFCC, phone duration 

 Perturbation features – 

jitter, shimmer and 

harmonics to noise ratio 

(HNR) 

 

 Support Vector Machine 

(SVM) 

 Random Forest 

 Linear Discriminant 

Analysis (LDA) classifier 

 k-nearest neighbour 

(KNN)  

Best classification accuracy: 

73.5% for unweighted, and 

72.8% for weighted 

Khan et al. 

(2013) 
 240 speech samples 

 60 Parkinsonian 

speakers, 20 control 

speakers 

 

Paragraph  Measure of phonatory 

symptom  - Cepstral 

difference 

 Measures of articulatory 

symptoms - MFCC 

 Measures of prosodic 

symptoms - F0, Spectral 

dynamic 

 Support Vector Machine 

(SVM) 

 

Overall dataset: 83% 

Fook et al. 

(2013) 
 77 speech samples of 

prolongation 

 94 speech samples of 

repetition 

 39 stuttered speakers 

Monosyllabic 

words 
 MFCC  

 LPC 

 PLP 

 Support Vector Machine 

(SVM) 

 Linear Discriminant 

Analysis (LDA) classifier 

 k-nearest neighbour 

(KNN) 

Best classification accuracy: 

SVM = 95% 
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2.7 Summary  

This chapter reviews the issues related to the impaired speech characteristics and 

features, automatic speech detection as well as classification methods in the context of 

speech intelligibility detection. From the review of the literatures, it can be concluded as 

follows; 

 The reduction of intelligibility in impaired speech is due to several reasons such 

as imprecise articulation, severity of impaired speakers and speech variability. 

 From the aspect of impaired speech database, there are many available databases 

in the literature, with majority of them for English language. However, there are 

many positive progress for other languages such as Mandarin, French and 

Korean. For Malay language, the progress is still in its infancy. 

 The speech features play an important role in discriminating speech. This is 

because, these features correlate to the speeches which carry the meaningful 

information. Therefore, selecting the relevant speech features is essential. The 

justification of speech features selection is discussed in Chapter 3. 

 There are many classification methods available in the literature. Classification 

methods are important component in the detection task. Selection of suitable 

methods is important in improving the detection performance. The justification 

of selecting the suitable classification methods is discussed in Chapter 3.  Univ
ers

ity
 of

 M
ala

ya



61 

 

CHAPTER 3 RESEARCH METHODOLOGY 

This chapter discusses the methodology carried out throughout this research. At the 

beginning of this chapter, a discussion of findings in LR is presented. Later, the tasks 

carried out for developing the proposed automatic intelligibility detection of impaired 

speech are presented as follows; 

 Development of speech corpus 

 Speech data analysis 

 Speech intelligibility measurement 

 Development of speech intelligibility detection  

 The baseline classification methods 

 The proposed FPN classifier 

 Evaluation  

 

3.1 Findings of LR 

This section discusses the findings from the literature review presented in Chapter 2.  

3.1.1 Speech Corpus of Speech Impaired Children 

Saz (2011), mentioned that it is strongly necessary to evaluate the real need of 

building a new corpus for speech research because the process of speech acquisition are 

time consuming and involves many people, regardless the experimenter or the speakers. 

The acquisition process becomes more challenging for this research as it involves 

children with speech impairments due to the severity level, physical and emotional that 

causes speech variability. Severity of speech impairments not only differs from 

Univ
ers

ity
 of

 M
ala

ya



62 

 

individuals; it can also vary for a single speaker depending on the time of day, fatigue, 

stress or other personal and environmental factors. 

One of the problems identified from the literature review is the lack of a good 

impaired speech corpus for Malay language. Compared to major languages such as 

English, research in this area for Malay language is still in its infancy and not so 

favourable due to unavailability of the corpus. The motivation of this work is to fill the 

gap and provide novel resources to the entire community. 

Experimental design in the context of phonetics involves making choices about the 

speakers, materials, number of repetitions and other issues in such a way that the 

validity of a hypothesis can be quantified and tested statistically (Harrington, 2010). In 

speech acquisition process, it is important to consider those issues in order to have a 

good corpus in terms of quality, which can then lead to better recognition by the ASR 

system. Several requirements and their rationale have been identified in this process as 

follows; 

Requirements  Purpose/Rationale  

Assure low noise and 

environmental distortions 

To make sure the quality of  speech samples as noises and 

environmental distortions can affect the ASR system 

performance 

The speaker need to speak 

naturally 

Speaking styles affects the speech characteristics. Speaking 

naturally like daily conversation without different speech rate 

and emotional content to elicit the mispronunciations in a 

realistic speech  

Balance in terms of gender To be gender independent 

Balance in terms of age To be age independent 
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Several diagnosis To cover different types of speech disorders that produce 

variation in speech and error patterns 

Balance in terms of severity 

level 

To elicit the error patterns and mispronunciations that basically 

occur at different degree of impairments 

 

Further discussion and justification on the development of the speech corpus for 

Malay speaking children with speech impairments is presented in Section 3.2. 

3.1.2 Significant Speech Features 

A major concern in feature selection is describing the relevance of the features to the 

problem of interest. The feature selection method attributes the relevance of a subset to 

the processing task. Despite the belief that a higher number of features provides more 

discriminating power to the classification, in practice, as a limited amount of training 

data is accessible, more features slow down the process and classifiers are prone to 

overfitting. Using irrelevant features degrades the learning performance. One of the key 

aspects of the feature selection research area is evaluating the advantage of each feature.  

In this research, the selection of the speech features is based on the purpose of 

capturing the abnormal variation in the aspect of prosodic, voice quality and 

pronunciation of pathological speech as proposed in Kim et al. (2015). Six speech 

features are chosen for identifying aspects of speech after applying threshold based 

speech segmentation. These speech features are identified from the literature review. In 

the aspect of prosodic, three of prosodic features which are F0, energy and zero crossing 

rate (ZCR) have been chosen. These features are basically used to analyze the variation 

in harmonic frequencies, which is basically irregular vibration of vocal folds due to 

unperiodic flow of air through lungs (Butt, 2012). 
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For voice quality, jitter absolute and shimmer absolute are chosen. Jitter is the 

frequency perturbation, while shimmer is an amplitude perturbation. Both features are 

important in voice quality measurement and serves as index of vocal stability (Russell, 

2015). Excessive jitter and shimmer cause hoarseness, harsh or rough voice quality. 

Normal voices are usually less than 1% frequency variability, while, a mean cycle-to-

cycle amplitude difference of 0.7 dB or less variation or less than 7% of mean amplitude 

is normal (Russell, 2015). 

Impaired speeches contain higher pronunciation variations that contribute to 

intelligibility loss. Therefore, pronunciation features for intelligibility classification is 

considered. For classifying the pronunciation, the most common spectral features, 

MFCC is chosen. Methods used in the selection of significant speech features are 

presented in Section 3.3. 

3.1.3 Speech Intelligibility Measurement 

In this research, we use two types of intelligibility measurements which are the 

subjective rating using human experts and automatic measurement using the automatic 

speech recognition (ASR). Subjective rating of intelligibility was then compared to the 

automatic rating from ASR system. A statistical analysis was conducted to determine 

the significant correlation of intelligibility scores of subjective rating and the automatic 

rating of ASR system using Pearson correlation test. Further discussion on the selected 

measurement methods and its justification are discussed in Section 3.4. 

3.1.4 Speech Classification Method 

Based on the investigation and reviews of the related literature in Chapter 2, this 

research proposes to develop the automatic speech intelligibility detection for speech 

impaired speakers using Fuzzy Petri Nets (FPN) formalism as classifier. An important 
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advantage is that FPN is its ability to reason using uncertain information and to describe 

the fuzzy behaviour system with transparent modelling and allows for greater 

knowledge representation ability.  

A good knowledge representation is important in knowledge based system like 

speech detection to design formalism of complex system which make it easier to design 

and implement. Knowledge in the context of speech intelligibility is the speech features. 

For speech intelligibility detection, a knowledge representation scheme based on Fuzzy 

Petri Net with fuzzy inference algorithms is used. A simple graphical Petri net notation 

and a well-defined semantics displaying the process of reasoning through inference 

trees are used for visualization of the knowledge base and explanations of derived 

conclusion. The knowledge representation formalism has the ability to show a 

probability of concepts and relations (Ivasic-Kos et al., 2014). It is unambiguously 

develop a relationship or mapping from speech features to the intelligibility classes.  

This convenience makes the classification procedures transparent and easily understand 

as opposed to a black box like most statistical and machine learning.  

One of the major problems of degradation in the detection ability is that most 

patterns belong to the anti-class. It becomes more challenging with limited data or small 

dictionary for impaired speeches as statistical methods or machine learning need large 

amount of data for training. FPN uses the rule inference or reasoning which closely 

resembles to a human mind in making decision, unlike many other method such as 

statistical and machine learning that depend on data size, where arbitrarily produce the 

result most likely based on training and input data. It has the capability in extracting 

inferences and analyzing different rules. Therefore, it is used to adjust the membership 

functions for each feature vector in a dynamic environment to infer the rules, like in a 

human mind’s decision. This research therefore investigates the potential solutions 
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available for the development of the automatic speech intelligibility detection for speech 

impaired speakers using FPN with the ability to classify speeches with high degree of 

accuracy. Discussion on the selection of the appropriate method and its justification are 

further discussed in Section 3.6. 

3.2 Development of Children’s Impaired Speech Corpus 

This research developed the continuous speech database with dictation speaking style 

from children with speech impairments. 

 Target population (Speaker)  

The speaker selection process started by listing potential speakers based on the 

selection criteria given. Potential children were screened against the selection criteria, 

which are: (1) aged between 8 years and 12 years; (2) native Malay speaker; (3) gender 

balance; and (4) able to understand instructions. The intention was to count on a set of 

children balanced in terms of severity level, diagnosis, gender and age. According to the 

Convention on the Rights of the Child (CRC) and Malaysia’s Child Act 2001, a child 

essentially means a human being below the age of 18 years unless under the law 

applicable to the child, majority is attained earlier. The age selection is limited to 12 

years old, as most of the boys would reach their puberty after the age of 12 and would 

include hoarseness in their voice. This condition will affect the acoustic properties and 

give significant differences across gender. The potential children were assessed with the 

collaboration of the speech language pathologists (SLPs) and teachers to make sure that 

they are able to follow through the recording process. 

 Speech stimuli 
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The speech stimuli were provided in Malay language. Malay language belongs to the 

western subfamily of Malayo Polynesian languages, also known as Austronesian 

languages (Green & Pawley, 1966). It is used by 500 million people as spoken 

language, mostly in Malaysia, Indonesia, Brunei, Singapore and southern Thailand 

(Tan, 2012). Malay language is divided into many dialects. However, this research is 

focuses on the Standard Malay, which refers to the national norm or prestige dialect, 

which is also designated as the official language in Malaysia (El-Iman & Don, 2005). 

Malay is also an official language in Brunei, Indonesia and Singapore. Malay is 

popularly known as a phonetic language, which means that Malay is actually 

pronounced very much as it is written in the spelling (Mustafa, 2012).  

Table 3.1: Malay consonants 

Manner of 

articulation 

Place of articulation 

 

Labial  Alveolar  Velar  

B
il

ab
ia

l 
 

L
ab

io
-

d
en

ta
l 

D
en

ta
l 

A
lv

eo
la

r A
lv

eo
-

p
al

at
al

 

P
al

at
al

  

V
el

ar
  

G
lo

tt
al

  
Plosive p      b   t        d   k       g ? 

Fricative   f      v θ       

ð 

s        

z 

ʃ  x       ɣ h 

Affricative     tʃ ʤ    

Approximant    r     

Lateral     l     

Nasal  m   n ɲ ŋ   

Glide w    j    
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Table 3.1 shows the 27 consonant phonemes in Malay according to its manner and 

place of articulation. Table 3.2 shows the 6 Malay vowel phonemes which are classified 

according to its height and backness of the tongue.  

Table 3.2: Malay vowels 

Height  Backness  

Front  Central  Back  

Close  i  u 

Mid  e e’ o 

Open   a  

 

 Speech corpus transcription and labelling 

The recorded speech samples were analyzed and labelled for the mispronunciation 

manually by three expert transcribers who have more than three years’ experience in 

speech sciences. The recorded speeches are evaluated by listening to the audio files for 

validating the quality of the recorded speech signal. This is also required to evaluate the 

speech samples and to study the variation of pronunciation in impaired speeches. Table 

3.3 shows the transcribers’ profile.  

Table 3.3: The speech transcribers’ profile 

Transcriber Age  Experience (years) 

T1 24 4 

T2 24 4 

T3 24 4 
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The transcribers also identify the phonological processes to examine the detailed 

mispronunciations in impaired speech in terms of deletion, substitution, assimilation 

and others. Phonological processes involve patterns of sound errors that a child would 

use to simplify speech as they start learning to talk. However, phonological processes in 

children with speech impairment causes the following; 

 The excessive use of phonological processes  

 Multiple phonological processes are exhibited together  

 Increases the child’s unintelligibility making them difficult to understand 

Table 3.4 shows the common phonological processes which describe the systematic 

changes that affect entire phoneme classes or phoneme sequences. 

Table 3.4: Phonological processes to describe phoneme changes (Hodson (1980); 

Ingram (1981); Shribert & Kwiakowski (1981)) Kahn (1982) 

DELETIONS 

1. Initial consonant deletion 

2. Final consonant deletion 

3. Consonant cluster reduction 

at/hat 

no/noze 

tap/stop 

SUBSTITUTIONS 

1. Stopping 

2. Voicing/devoicing 

3. Gliding 

4. Fronting/backing 

5. Affrication/deaffrication 

ton/sun 

die/tie 

ju/shoe 

dum/gum 

chew/shoe 

ASSIMILATION 

1. Progressive 

2. Regressive 

3. Velar assimilation 

4. Labial assimilation 

5. Alveolar assimilation 

6. Nasal assimilation 

beb/bed 

lellow/yellow 

gog/dog 

beb/bed 

lellow/yellow 

neon/pencil 

OTHER (infrequent) 

1. Vocalization 

2. Weak syllable deletion 

3. Transposition 

bado/bottle 

asks/ask 

mud/mother 
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4. Vowel naturalization 

5. CC deletion 

op/stop 

wawa/water 

 

The procedures of developing speech corpus are further presented in Chapter 4. 

 

3.3 Selection of Significant Impaired Speech Features 

The measurement of relevant speech features of production in speech impairments 

has been reported in the literature (Wertzner et al., 2005; Davis, 1978). Wertzner et al., 

2005 reported that the most important vocal speech features for clinical use are the 

measurement of vocal extension profile; frequencies and intensity, noise, acoustic 

spectrograph; fundamental and formant frequencies and perturbation index; jitter and 

shimmer. Therefore, this analysis investigates the acoustic features in relation to 

intelligibility deficits; that include formant frequencies, intensity, fundamental 

frequency (F0) and perturbation features (jitter, shimmer) in children with speech 

impairments.  

Three methods were used in the data analysis as follows; 

 Acoustic analysis 

 ASR performance 

 Statistical analysis 

In acoustic analysis, the analysis involves speech features such as; F1, F2 (Hz), F0 

(Hz), intensity (dB), jitter (%) and shimmer (%). The analysis was performed with six 

Malay vowels /a/, /e/, /i/, /o/, /u/ and /ə/ extracted from selected short sentences.  The 

selected words are disyllabic, which means that the final syllable is pronounced with 
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prolonged vowel duration. Each vowel sound was segmented into 150 milliseconds. The 

acoustic analysis was performed using the Windows-based version of Praat software 

(Boersma & Weenik, University of Amsterdam, The Netherlands). The statistical 

analysis was performed using the Windows-based SPSS 12.0. Statistical analysis was 

conducted to determine the significant group mean differences of F1, F2, F0, intensity, 

jitter and shimmer between the children with and without speech impairments using the 

ANOVA test.  

The analysis are further discussed in Chapter 4. 

3.4 Subjective and Automatic Measurement of Speech Intelligibility 

Subjective measurement is a common measure of speech intelligibility in clinical 

domain. For the subjective measurement, we apply the same format from the guidelines 

for assessing speech by The Tennessee Department of Education (Appendix B: Speech 

Intelligibility Assessment Form). It was performed by a panel of Speech Language 

Pathology (SLP), which is a human expert in speech and hearing language. They are 

chosen to assess the speech intelligibility due to their expertise in judging the impaired 

speech. However, due to some limitations in assessing speech by SLP such as high cost 

and time consuming, there was effort to use automatic assessment using ASR system as 

proposed in (Shuster et al., 2005). Apart from the subjective measurement, this research 

performed the automatic way of assessing speech intelligibility using ASR system.  

For automatic speech measurement, state of the art ASR system is developed. For 

clinical use, the speech recognition system will be adapted to disturbed voices and can 

also be applied to other languages. The motivations for the use of ASR system in 

measuring the speech intelligibility are as follows; 
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 The observation that word recognition performed by ASR system can be thought 

of as machine intelligibility (Liu et al., 2006) 

 The positive findings that suggest good correlation between human intelligibility 

and machine recognition (Chernick et al., 1999; Jiang et al., 2002; and Liu et al., 

2006) 

The state of the art ASR system for impaired speech that was built is a speaker 

independent ASR system based on HTK toolkit (CUED, 2009). The HTK toolkit is the 

most widely used toolkit for developing HMM based ASR system that was originally 

developed by Steve Young in 1989 at the Speech Vision and Robotics Group of the 

Cambridge University Engineering Department (CUED). HTK toolkit supports different 

speech data formats such as speech recognition technology and feature extraction 

techniques. The reason why HMM is a preferred method in ASR system are as follows 

(Aarnio, 1999); 

1. HMM has strong practical algorithm and mathematical basis for training 

and recognition. 

2. HMM has the ability to handle those conditions and does not need many 

assumptions for uncertainties condition. 

3. HMM is capable to reduce the degradation in performance when moving 

from speaker-dependent to speaker-independent (Neto et al., 1995). 

4. HMM has the ability to match speech production variability (Ynoguti et 

al., 1998). 

5. HMM has the ability to present the speech signal’s time sequential order 

for different speakers (Mao et al., 2007). 
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The ASR framework is illustrated in Figure 3.1. The speech independent acoustic 

model is developed by training the unimpaired speeches, the Control Speech (CG) 

database. The speech recognizer is tested using the impaired speeches, the Speech 

Impaired (SIG) database. In ASR system speech training, the HMM is the most 

preferred method for the development of speech acoustic model for ASR systems 

(Juang & Rabiner, 2005). The recognition result presents here is measured using the 

Word Error Rate (WER) and Word Recognition Accuracy (WRA).  

The method of measuring speech intelligibility using subjective and automatic 

approach are further discussed in Chapter 4. 

 

Figure 3.1: The state of the art ASR system framework 

 

3.5 Automatic Speech Intelligibility Detector   

In this research, a standard automatic speech intelligibility detector is developed. As 

discussed in Section 2.1.2, it is important to extract knowledge base front-end of 

Detection Based Automatic Speech Recognition (DBASR) in improving the 

classification performance (Li et al., 2005). The relevant knowledge based for impaired 
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speech is the significant speech features that carries meaningful information of 

abnormal speech pattern. This section presents the framework of the Automatic Speech 

Intelligibility Detection. Figure 3.2 shows the overall framework of the system. 

Basically, the feature extractor extracts speech signals and produce speech features. The 

speech features are then used by the speech feature classifier. It uses speech signal 

features as input and gives phonological attribute probability presence as output. The 

speech features are analyzed by a bank of classifiers, each producing a knowledge 

scores pertaining to the speech features. 

 

Figure 3.2: Detection system framework 

3.5.1 Speech feature extraction 

Speech features are extracted using openSMILE toolkit, a feature extraction tool to 

extract large audio feature spaces in real-time. It is written in C++ and available as both 

standalone command line executable and dynamic library (Eyben et al., 2015). A major 

advantage of openSMILE toolkits is that it comes with several reference and baseline 

feature sets which were used for the INTERSPEECH Challenges (2009-2014) on 

Emotion, Paralinguistics and Speaker States and Traits, as well as the Audio-Visual 
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Emotion Challenges (AVEC) from 2011-2013 (Eyben et al., 2015). OpenSMILE has the 

capability of on-line incremental processing and its modularity. Feature extractor 

components can be freely interconnected to create new and custom features, all via a 

simple configuration file. New components can be added to openSMILE via an easy 

binary plugin interface and a comprehensive API (Eyben et al., 2015). 

3.5.2 Selection of Detection Strategies 

According to Canterla (2012), there are two ways to justify this detection structure 

which are as follows;  

 It is a special case of segment-based detectors strategy  

 The chosen method for the design of sub-word detectors is an adaptation of the 

standard ASR framework for a two-class problem.  

In this research, the proposed detector structure is the segmentation.  We have 

focused on detectors for phonemes and speech intelligibility classes, which are 

intelligible or not intelligible. Intelligibility detectors are trained with a database 

transcribed at the phone level. The anti-class models were built with a combination of 

all the other phone, for example those that belong to the anti-class. These class and anti-

class models are used by a classifier to generate output segmentations.  

The further details and development of the automatic speech intelligibility detection 

are presented in Chapter 5. 

3.5.3 The Baseline Classification Methods 

In this research, four baseline classifiers are chosen which are SVM, RF, LDA and 

KNN, tested using Matlab. These classifiers are chosen as baseline classifier because 

they have been tested in existing literature for detecting the impaired speech 
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intelligibility as discussed in Section 2.6. Therefore, it is intriguing to examine the 

performance of these classifiers using our speech corpus. Further details of the 

experiments and performance of the selected baseline classifiers are discussed in 

Chapter 5. 

3.6 The proposed FPN as a Classification Method in Automatic Speech 

Intelligibility Detection 

The proposed FPN is defined as follows (Chen et al., 2002):  

FPN = (P, T, D, I, O, f, α, β) 

where P = {p1, p2, . . . , pn} was a finite set of places.  

T = {t1, t2, . . . , tm} was a finite set of transitions.  

D = {d1, d2, . . . , dn} was a finite set of propositions.  

P«T«D = Φ, |P| = |D| 

I and O were the function of set of input and output places of transitions, 

where 

I: P → T was the input function, a mapping from transitions to bags of 

places. 

O: T → P was the output function, a mapping from transitions to bags of 

places. 

f: T → [0,1] was an association function, a mapping from transitions to 

real values between zero and one. 

α: P → [0,1] was an association function, a mapping from places to real 

values between zero and one. 

β: P → D was an association function, a bijective mapping from places 

to propositions. 

A new classification approach to speech intelligibility detection is proposed using 

fuzzy-Petri-net reasoning generated solution. Reasoning is performed by a fuzzy-Petri-
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net detector employing a fuzzy-rule production system design and a fuzzy Petri-net 

reasoning algorithm, which is developed and implemented in Matlab 2013b. Several 

stages involves as following; 

1. Creating Fuzzy Inference System (FIS), and  

2. The proposed FPN classification 

This stages are discussed further in the next sections. 

3.6.1 Creating Fuzzy Inference System (FIS) using Subtractive Clustering 

The purpose of the inference system is to seek information and relationships from the 

knowledge base and to provide answers, predictions, and suggestions in the way a 

human expert would provide. The inference engine must find the right facts, 

interpretations, and rules and then assemble them correctly. This research adopted the 

Subtractive Clustering method to cluster the dataset. Fuzzy rules are derive from data 

clustering which is a process of dividing data elements into classes or clusters so that 

items in the same class are as similar as possible, and items in different classes are as 

dissimilar as possible (Elena, 2013). Depending on the nature of the data and the 

purpose for which clustering is being used, different measures of similarity may be used 

to place items into classes, where the similarity measure controls how the clusters are 

formed (Elena, 2013).  The main advantage of subtractive clustering is the speed and 

one pass algorithm to estimate the number of clusters and cluster centres in a set of data 

(Chiu, 1994).  

Types of fuzzy inference system 

There are two types of fuzzy inference systems, which are Mamdani and Sugeno. 

 Mamdani 
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Mamdani's fuzzy inference method was proposed in 1975 by Ebrahim Mamdani as 

an attempt to control a steam engine and boiler combination by synthesizing a set of 

linguistic control rules obtained from experienced human operators (mathwork). In 

Mamdani, the fuzzy implication is modelled by Mamdani’s minimum operator, the 

conjunction operator is min, the t-norm from compositional rule is min and for the 

aggregation of the rules the max operator is used. To explain the working with this 

model of FLC, let’s consider the example from Rakic (2010) where a simple two-input 

one-output problem that includes three rules is examined:  

Rule1: If x is A3 or y is B1 then z is C1  

Rule2: If x is A2 and y is B2 then z is C2  

Rule3: If x is A1 then z is C3 

 Sugeno Type 

The Sugeno fuzzy inference system is proposed by Takagi, Sugeno and Kang in an 

effort to develop a systematic approach to generate fuzzy rules from a given input 

output data set. A typical fuzzy rule in the Sugeno fuzzy system has the form: 

If x is A and y is B then z = f(x,y) 

Where A and B are fuzzy sets in the premise, and z = f(x,y) is a consequent. Usually, 

f(x,y) is a polynomial in the input variables x and y, but it can be any function as long as 

it can appropriately describe the output of the system within the fuzzy region specified 

by the premises of the rule. When f(x,y) is a first order polynomial, the resulting fuzzy 

inference system is called a first order Sugeno fuzzy model . 

Table 3.5 summarizes the strengths of both Mamdani and Sugeno (Reyes, 2012). 

Basically, Sugeno FIS is similar to the Mamdani method in many areas. The first two 
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parts of the fuzzy inference process, fuzzifying the inputs and applying the fuzzy 

operator, are exactly the same. The main difference between Mamdani and Sugeno is 

that the latter’s Sugeno output membership functions are either linear or constant. 

Table 3.5: Differences between Mamdani and Sugeno type FIS (Reyes, 2012) 

Method Advantages  

Mamdani It is intuitive  

It has widespread acceptance 

It is well suited to human input 

Sugeno It is computationally efficient 

It can be used to model any inference system in which the output 

membership functions are either linear or constant 

It works well with linear techniques  

It works well with optimization and adaptive techniques 

It has guaranteed continuity of the output surface  

It is well suited to mathematical analysis 

 

Membership function 

Fuzzy membership function determine the membership functions of objects to fuzzy 

set of all variables. A membership function, µF (x) provides a measure of the degree of 

similarity of an element to a fuzzy set. It is a curve that defines how each point in the 

input space is mapped to a membership value (or degree of membership) between 0 and 

1. There are different shapes of membership function such as triangular, trapezoidal and 

Gaussian. 

 Triangular membership function 

Let p, q and r represent the three vertices of the X coordinates and μA(x) represents 

the Y coordinate in fuzzy set A, where A is the membership value. In Equation 3.1, p: 

lower boundary and r: upper boundary where membership degree is zero, q: the centre 

where membership degree is 1. 
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 Trapezoidal Membership function 

The trapezoidal curve is a function of μA of vector x, and depends on four scalar 

parameters p, q, r and s where p and s allocate the "feet" of the trapezoid and parameters 

q and r allocate the "shoulders." As shown in Equation 3.2. 

 

 Gaussian Membership function 

The Gaussian curve is a function of μA of vector x, and depends on three scalar 

parameters p, q and s, where p: center and q: width and s:fuzzification factor(in 

expression s=2).The gaussian membership function μA of vector x have been 

represented by Equation 3.3.  

 

Membership functions were chosen by user’s arbitrarily in the past, normally based 

on the user’s experience. Now, membership functions are commonly designed using 

optimization procedures. The number of membership functions improves the resolution 

at the cost of greater computational complexity. They normally overlap in expressing 
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the degree of membership of a value to different attributes. In speech research, the 

Gaussian type membership function have been widely used (Nereveettil et al., 2014; 

Zeng et al., 2008; Culebras et al., 2006; Edirisinghe & Sonnadara, 2005). 

In this research, the proposed fuzzy inference system is the Sugeno using anfis, 

which is the training routine for Sugeno type FIS with the default membership function 

is Gaussian. Anfis uses a hybrid learning algorithm to tune the parameters of a 

Sugeno-type FIS. The algorithm uses a combination of the least-squares and back-

propagation gradient descent methods to model a training data set. Anfis also validate 

models using a checking data set to test for overfitting of the training data (Mathworks). 

3.6.2 The Proposed FPN Classification 

In the proposed FPN classification, there are several tasks involved. First, the 

modelling of Petri Nets in relations to speech features, fuzzy rules and intelligibility 

classes. Second, the classification of speech intelligibility uses FPN as classification 

method. In realizing the process of FPN in classifying the speech intelligibility, the 

selected tools and its usage are described as follows; 

1. PN Editor - To model the Petri Nets for intelligibility detection. The Petri Nets 

model is exported to the Petri Net Markup Language (PNML) file. 

2. PNML-2-GPenSIM converter - To convert Petri Nets model in .pnml to 

GPenSIM files which are the MSF, PDF and TDF.  

3. GPenSIM - To communicate with the FIS engine and run the simulation of FPN. 

This approach helps to organize a work in a modular way, to use standard libraries 

and to build own tools. In other words, one is no longer using a 'universal' tool but 
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he/she is programming his/her own tool with support in a modelling and visualization 

stage. This is more convenient because no tool is universal enough. 

There are a wide range of tools for modelling and implementing FPN that are 

available with accessible source code. However, there some of tools that are relatively 

large, difficult to modify and platform dependent. The main advantage of the three 

selected tools are the compatibility to the Matlab development environment. Matlab is 

chosen due to the following advantages: 

 Matlab runs on many platforms such as Windows, Unix and Linux 

 It is quite easy to implement and run algorithm even for beginners.  

Further discussion on the process with the selected tools are discussed in the next 

sections. 

Petri Nets modelling using PN Editor 

In this research, PN Editor tool is used to model the Petri Nets. PN Editor is 

developed as graphical interface for Matlab toolbox for Petri nets, which allows to draw 

discrete PNs, continuous Petri nets, hybrid Petri nets and extended hybrid Petri nets 

(Svadova et al., 2004). PN Editor is JAVA based application which is designed to be 

platform independent. 

PN Editor supports Petri Net Markup Language (PNML). PNML is XML-based 

interchange format for Petri nets (it determines Petri nets saving format) and it is 

described in (Svadova & Hanzalek, 2004). As it is possible to import/export files in 

PNML format, PN Editor allows maximum preservation of compatibility with other 

tools that supports PNML. 
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The editor was originally designed as an environment for graphical interpretation of 

Petri nets, which is transformed to matrix form suitable for processing in Matlab. Since 

the use of some functions in Matlab are limited (e.g. displaying possibilities of Matlab), 

PN Editor can be extended by plugins up to specific user requirements. 

PNML-2-GPenSIM converter 

The PNML-2-GPenSIM converter is built on MATLAB platform. MATLAB offers a 

set of functions for reading and interpreting XML files, starting with the function 

‘xmlread’ that reads an XML document and returns a Document Object Model (DOM) 

node. From the DOM node, the elements of the node (such as ‘place’, ‘transition’ and 

‘arc’) can be visited recursively, extracting the names of the elements, the initial 

marking (in case of place element), the source and the target (in case of an arc element). 

The following steps are involved in the PNML-2-GPenSIM conversion: 

1. Convert XML file to MATLAB structure and get the root of the DOM tree 

2. From the root tree, recursively visit the child nodes to get the PNML structure 

3. From the PNML structure, get the 'net' child and start extracting Petri Net 

structure (places, transitions, and arcs) 

4. Write the Petri Net structure into the GPenSIM files MSF and PDF. 

GPenSIM 

The most important reason for developing FPN using GPenSIM and the most 

advantage of it is its integration with the MATLAB environment, so that harness diverse 

toolboxes can be harnessed in the MATLAB environment. Other advantages of 

GPenSIM are as follows (Davidrajuh, 2012); 
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 Ease of use: anyone with limited mathematical and programming skills should 

be able to use the tool 

 Flexible: possibility of modelling and simulation of discrete event systems in 

any domain (whether in engineering, business, or economics) 

 Extensible: modeller extend or replace any functionality available in the tool, 

and also add newer functionality 

 Compact simulation code. 

In this research, experiment with FPN was performed by writing a user M-file that 

combines GPenSIM with Fuzzy Logic toolbox. In GPenSIM, 3 M-files created are 

Main Simulation File (MSF), Petri Net Definition Files (PDFs) and Transition 

Definition Files (TDFs). Figure 3.4 shows the integration of GPenSIM and Fuzzy Logic 

toolbox in the MATLAB environment. 

 

Figure 3.3: Integrating GPenSIM with the Fuzzy Logic Toolbox 

The methodology for creating a Petri net model consists of the following three steps: 

1. Defining the Petri net graph in a Petri net Definition File (PDF): this is the static 

part, and consist of three sub-steps: 

a. Identifying the basic elements of a Petri net graph: the places, 

b. Identifying the basic elements of a Petri net graph: the transitions,  
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c. Connecting the elements with arcs 

2. In addition to creating the PDF, TDF_PREs for the transitions must be also 

created. This is because, there are user-defined conditions attached to the 

transitions. 

3. Assigning the dynamics of a Petri net in the Main Simulation File (MSF): 

a. The initial markings on the places, and possibly 

b. Assigning the initial dynamics (initial markings and firing times) 

and running the simulations. 

3.7 Evaluation of Classification Method 

A classification method involves assigning a set of categories or labels should be 

assigned to some data, according to some properties of the data. A confusion matrix is 

commonly used to represent the prediction results of a classifier. 

Table 3.6: A confusion matrix of classification results 

 

Actual 

class 

Predicted class 

C(i|j) Class=Yes Class=No 

Class=Yes true positives (TP) false negatives (FN) 

Class=No false positives (FP) true negatives (TN) 

 

Table 3.6 shows the example of classification results for a binary classification 

problem, ‘Yes’ and ‘No’ which has 2 rows and 2 columns. Across the top is the 

predicted class labels and down the side are the actual class labels. Each cell contains 

the number of predictions made by the classifier that fall into that cell. Correct and 

incorrect predictions are clearly broken down into the two other cells, respectively. The 

True Positives happens when the classifier correctly predict ‘Yes’ as ‘Yes’. The True 
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Negatives which ‘Yes’ are classified as ‘No’. False Negatives which are class ‘Yes’ that 

the classifier marked as ‘No’. We do not have any of those. False Positives are class 

‘No’ that the classifier has marked ‘Yes’. This is a useful table that presents both the 

class distribution in the data and the classifiers predicted class distribution with a 

breakdown of error types (Brownlee, 2014). In this research, the measurement used to 

evaluate the classifiers are the classification error rate, accuracy, precision and recall.  

Classification error rate 

Two types of classification error used are Type I and Type II being generated during 

classification process. These types of error typically used in binary classification 

because it generate the clear notion of positive and negative. This research applies a 

binary classification where it considers whether the speech is intelligible or not 

intelligible. Type I error is used to measure the False Positive Rate (FPR) for a given 

class. For a given class, i, FPR measures at what rate the token incorrectly classified as 

this class (Rosenberg, 2009). The calculation of FPR is in Equation 3.4:  

FPR of class i = p(FPi) = 
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠
 

Type II error is used to measure the False Negative Rate (FNR) for a given class. . 

For a given class, i, FNR measures at what rate the token incorrectly classified as 

another class. The calculation of FNR is in Equation 3.5: 

FNR of class i = p(FPi) = 
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠
 

Accuracy 

The evaluation of classifier presented here is using the most commonly used 

measurement which is Accuracy. The calculation is in Equation 3.6:  

3.4 

3.5 
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Accuracy =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

However, accuracy can be misleading. According to Brownlee (2014), sometimes it 

may be desirable to select a model with a lower accuracy because it has a greater 

predictive power on a problem. For example, in a problem where there is a large class 

imbalance, a model can predict the value of the majority class for all predictions and 

achieve a high classification accuracy, the problem is that this model is not useful in the 

problem domain. Therefore, two additional common measurements are used; Precision 

and Recall. 

Precision 

Precision is the number of True Positives divided by the number of True Positives 

and False Positives, in Equation 3.7 as follows: 

Precision =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

It is the number of positive predictions divided by the total number of positive class 

values predicted. It is also called the Positive Predictive Value (PPV). Precision can be 

thought as a measure of classifiers exactness. A low precision also indicates a large 

number of False Positives. 

Recall 

Recall is the number of True Positives divided by the number of True Positives and 

the number of False Negatives, in Equation 3.8 as follows:  

Recall =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

3.6 

3.7 

3.8 
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It is the number of positive predictions divided by the number of positive class 

values in the test data. It is also called Sensitivity or the True Positive Rate. Recall can 

be thought as a measure of classifiers completeness. A low recall indicates many False 

Negatives. 

3.7.1 Accuracy, Precision and Recall 

Accuracy may be the most commonly used performance measure in classification. It 

can be attractive at first because it is intuitive and easy to understand. However, we 

should not rely on it too much because most data sets are far from symmetric. Using 

accuracy is only good for symmetric data sets where the class distribution is 50/50 and 

the cost of false positives and false negatives are roughly the same.  

Both precision and recall work well if there is an uneven class distribution that is 

often the case. They both focus on the performance of positives rather than negatives, 

which is why it is important to correctly assign the “positive” predicate to the value of 

most interests. The precision measure shows what percentage of positive predictions 

were correct, whereas recall measures what percentage of positive events were correctly 

predicted. To put it in a different way: precision is a measure of how good predictions 

are with regards to false positives, whereas recall is a measure of how good the 

predictions are with regards to false negatives. Whichever type of errors are more 

important, this is the one that should receive the most attention. 

In this research, there are two types of evaluation performed as follows; 

1. First, the speech data are evaluated in terms of misclassification rare, 

classification accuracy, precision and recall for the overall data. This is to 

observe the overall performance for each classifiers. 
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2. Second, the classification accuracy is derived for individual speech feature. This 

is to understand which speech features are salient in contributing toward 

classification task. 

Further information in terms of implementation of the proof of concept, evaluation 

and discussion of findings of the proposed FPN classification methods in speech 

intelligibility detection are presented in Chapter 6. 

3.8 Summary 

This chapter highlights the proposed approach for the development of the automatic 

speech intelligibility detection using FPN. Table 3.7 summarized all the task, methods 

and approaches discussed in this chapter as well as mapping to the particular chapters 

for further details of implementation. 

Table 3.7: Summary of tasks, methods, approaches and more information on 

the implementation 

Task  Method  Approach  More 

information 

Development of 

speech corpus 

Speech recording  Continuous speech 

 Short sentences 

Chapter 4 

Speech 

intelligibility 

measurement 

 Subjective 

measurement 

 Automatic 

measurement 

 

Speech data 

analysis 

 

Acoustic analysis  Formant 

frequencies,  

 Intensity,  

 Fundamental 

frequency (F0)  

 Perturbation features 

(jitter, shimmer) 

Chapter 4 

 

ASR performance  MFCC 

Statistical analysis Significant group mean 

differences using 
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ANOVA 

Pearson correlation 

Development of 

automatic speech 

intelligibility 

detection 

 

Feature extraction  Prosodic aspect – 

F0, energy, zcr 

 Voice quality – jitter 

absolute and 

shimmer absolute 

 Pronunciation – 

MFCC 0th to 12th  

Chapter 5 

 

Detection strategies Segmentation detection 

The baseline 

classification 

methods 

 

 Support Vector 

Machine 

 Random forest 

 Linear 

discriminant 

analysis 

 K nearest 

neighbour 

 Baseline 

performance 

 Evaluation  

o Classification error 

rate 

o Accuracy 

o Precision 

o Recall 

Chapter 5 

The proposed FPN 

as classification 

method 

 

Data clustering Fuzzy C Means Chapter 6 

Types of fuzzy 

inference 

Sugeno 

Membership 

function 

Gaussian 

FPN modelling PN Editor 

PNMLtoGPenSIM 

converter 

FPN classification GPenSIM 

Evaluation 1. Classify for all 

speech features 

2. Classify for 

individual speech 

features  

Classification error rate 

Accuracy 

Precision 

Recall 

Chapter 6 
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CHAPTER 4 A CORPUS OF MALAY SPEAKING CHILDREN 

WITH SPEECH IMPAIRMENTS: DEVELOPMENT 

AND ANALYSIS 

This chapter focuses on the development of the speech corpus for Malay speaking 

children with speech impairments. The tasks carried out to develop the speech corpus 

are as follows: 

 Speaker characterization 

 Preparing speech materials and stimuli 

 Setting the recording environment and apparatus 

 Recording procedure and design 

 Developing reference speech corpus 

 Human transcription and labelling of the impaired speech corpus 

 Speech intelligibility measurements 

 

4.1 Speaker Characterization 

30 speech impaired children were selected to take part in the recording session from 

special schools and spastic centre in Petaling Jaya, Kuala Lumpur, Malaysia. There 

were 16 male and 14 female whose age ranges between 8 and 12 years old; with the 

mean age of 10 years old. These children were diagnosed with different types of speech 

impairment. A professional SLPs assessed the children and classified the severity of 

speech impairment. The severity level was measured using the Percentage of Consonant 

Correct (PCC) from narrow phonetic transcription (Shriberg & Kwiatkowski, 1982a; 

1982b). The PCC index is determined by the number of correct consonants in the 
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speech utterances. PCC was measured with division of the number of correct 

consonants by the total number of consonants in the sample and multiplying the result 

by 100, in Equation 4.1 as follows;  

correct consonants

(correct consonants + incorrect consonants)
× 100 

The severity of speech impaired individual is determined using the PCC index as 

follows: 

 more than 90%: normal 

 90%- 85% : mild 

 85% - 65% : mild to moderate 

 65% - 50% : moderate to severe 

 less than 50% : severe  

 

4.2 Speech Materials and Stimuli 

The speech stimuli were set to 51 short, simple and meaningful sentences that 

contain two to five words in each sentence. The sentences were selected after 

discussions and consultations with the SLPs and teachers. These sentences were 

designed to suit the speakers’ reading abilities and word familiarity. The use of short 

sentences is also due to the fact that most of the speech impaired children also suffered 

from physical and cognitive impairments. Thus, these children become easily fatigued, 

hesitant and tense when they had to utter long or complex sentences. The short, simple, 

and meaningful sentences were used in this study to provide sufficient features for 

analysing the speech features and pronunciation errors. 

4.1 
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Table 4.1: Sentences in the corpus with its IPA and SAMPA transcriptions 

Sentences  IPA SAMPA 

Itu gajah itu gaʤah ih t uw g aa j aa hh 

Telinga nya besar təliŋəɲəː bəsaɾ t er l ih ng er ny er ber s aa r 

Kucing makan ikan kuʧeŋ makan ikan k uw ch ey ng m aa k aa n ih k aa n 

Misai kucing panjang misai kuʧeŋ. panʤaŋ m ih s ay k uw ch ey ng p aa n jh aa ng 

Burung boleh terbang buɾɔŋ bɔlɛh təɾbaŋ b uw r ow ng b ow l ey hh t er r b aa ng 

Leher zirafah panjang lehe. ziɾafah panʤaŋ l ey hh ey r z ih r aa f aa hh p aa n jh aa ng 

Wau terbang tinggi wau. təɾbaŋ tiŋgi w aw t er r b aa ng t ih ng g ih 

Kuda lari laju kudə laɾi laʤu k uw d er l aa r ih l aa jh uw 

Kuda ada empat kaki kudə adə əmpat kaki k uw d er aa d er er m p aa t k aa k ih 

Singa adalah raja hutan siŋə. adəlah. ɾaʤə. hutan s ih ng er aa d er l aa hh r aa jh er hh uw t aa n 

Gigi nya tajam gigiɲə taʤam g ih g ih ny er t aa jh aa m 

Pisang berwarna kuning pisaŋ bəɾwanə kuneŋ p ih s aa ng  b er r w aa r n er k uw n ey ng 

Pisang banyak khasiat  pisaŋ baɲaɁ. asiat p ih s aa ng b aa ny aa ? kh aa s i aa t 

Buah tembikai bulat buah təmikai. bulat b uw w aa hh t er m b ih k ay b uw l aa t 

Kulit tembikai hijau kulet təmikai. hiʤau k uw l ey t t er m b ih k ay hh ih jh aw 

Isi nya merah.  isiɲa meɹah ih s ih ny er m ey r aa hh 

Ada epal merah dan hijau  aɖə ɛpel meɽah ɖan iʤau aa d er ey p er l m ey r aa hh d aa n hh ih j aw 

Nenas rasa masam  nənas ɾasə masam n er n aa s r aa s er m aa s aa m 

Fifi budak perempuan  fifi. budaɁ pəɹəmpuan f ih f ih b uw d aa ? p er r er m p uw w aa n 

Saya khabar baik  sajə kabaɾ baeɁ s aa y er kh aa b aa r b aa ey k 

Cita- cita Fauzi menjadi 

pensyarah  

ʧitə ʧitə pauzi mənʤadi 

pənʃaɹa 

ch ih t er ch ih t er f aw z ih m er n jh aa d ih p 

er n sy aa r aa hh 

Ini syakir  ini ʃakeɾ ih n ih sy aa k ey r 

Syakir budak lelaki.  ʃake budaɁ ləlaki sy aa k ey r b uw d aa ? l er l aa k ih 

Dia main bola di padang diə maen bəla di. padaŋ d ih y er m ay n b ow la d ih p aa d aa ng 
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Azizah dodoi anak  azizah dɔdɔi anaɁ aa z ih z aa hh d ow d oy aa n aa ? 

Fatin menyanyi dalam 

hutan  

faten məɲaɲi. dalam. 

hutan 

f aa t ey n m er ny aa ny ih d aa l aa m hh uw t 

aa n 

Ambil tauhu itu  ambel tauhuɁ itu aa m b ey l t aw hh uw ih t uw 

Ibu siram pokok bunga ibu siram. pɔkoɁ buŋə ih b uw s ih r aa m p ow k o k b uw ng er 

Buah zaitun di buat minyak buah zaitɔn dibuat. 

miɲaɁ 

b uw w aa hh z ay t ow n  d ih b uw w aa t m 

ih ny aa ? 

Saya boboi  sːajə bɔbɔi s aa y er b ow b oy 

Umur saya tujuh tahun umɔɹ sajə tuʤɔh tahɔn uw m ow r s aa y er t uw j ow hh t aa hh ow n 

Boboi sedang gosok gigi bɔbɔi sədaŋ gɔsɔɁ gigi b ow b oy s er d aa ng g ow s ow k g ih g ih 

Yaya orang melayu jaja. ɔɾaŋ məlaju y aa y aa ow r aa ng m er l aa y uw 

Umur yaya lapan tahun umɔɹ jaja lapan tahɔn uw m ow r y aa y aa l aa p aa n t aa hh ow n 

Vini orang cina vini. ɔɾaŋ. ʧina v ih v ih ow r aa ng chi h n er 

Kuih pau perisa vanila kueh pau pəɾisə vanila k uw w ey hh p aw p er r ih s er v aa n ih l aa 

Pau sangat sedap pau saŋat sədap p aw s aa ng aa t s er d aa p 

Gopal orang india gɔpal ɔɾaŋ india g ow p aa l ow r aa ng ih n d ih y aa 

Gopal pakai jam tangan gɔpal pakai ʤam taŋan g ow p aa l p aa k ay jh aa m t aa ng aa n 

Zip seluar rosak zip səluaɾ ɾɔsaɁ z ih p s er l uh w aa r r ow s aa ? 

Hari ini hari khamis  haɹi ini haɹi kamesː hh aa r ih ih n ih hh aa r ih kh aa m ey s 

Duit syiling emas duet ʃileŋ əmas d uw w ey t sy ih l ih ng er m aa s 

Khairul pandai naik basikal keirɔl pandai naeɁ 

basikal 

kh ay r uw l p aa n d ay n ay k b aa s ih k aa l 

Basikal ada dua roda basikal. adə duə rodə b aa s ih k aa l a d er d uw w er r ow d er 

Ikan koi dalam kolam  ikan kɔi dalam. kɔlam ih k aa n k oy d aa l aa m k ow l aa m 

Ikan kaloi enak di makan  ikan kalɔi enaɁ dimakan ih k aa n k aa l oy ey n aa ? d ih m aa k aa n 

Van di luar rumah  ven diluaɾ. ɣumah v ey n d ih l uw w aa r r uw m aa hh 

Rumah di tepi tasik ɹumah. ditəpi. taseɁ r uw m aa hh d ih t er p ih t aa s ey k 
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Pantai sangat cantik  pantai saŋat ʃanteɁ p aa n t ay s aa ng aa t cha a n t ey k 

Mereka berkelah di tepi 

pantai  

məɾekə bəkelah ditəpi 

pantai 

m er r ey k er b er k ey l aa hh d ih t er p ih p 

aa n t ay 

Api merah menyala  api meɹah məɲalə aa p ih m ey r aa hh m er ny aa l er 

 

The sentences and their transcription based on the International Phonetic Alphabet 

(IPA) and the Speech Assessment Methods Phonetic Alphabet (SAMPA) are shown in 

the Table 4.1. These 51 sentences consist of 120 words, 360 syllables and 696 

phonemes. 

 

Figure 4.1: Phoneme Distribution in the Speech Samples 

To have a good coverage of the speech sounds, the stimuli contain most of the 

phonemes with the most usual allophones in the context of the target speakers. Figure 

4.1 shows the distribution of phoneme in the speech stimuli with reduction of consonant 

q and x that are considered unfamiliar among children. The stimuli also covers 

monosyllabic words to polysyllabic words that consists of vowel (V), vowel-consonant 

(VC), consonant-vowel (CV) and consonant-vowel-consonant (CVC), clusters of 
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consonants and diphthongs. Phoneme ‘a’ is observed as the highest repetitions in the 

stimuli while phoneme ‘v’ and ‘sy’ are the lowest number of repetition. Figure 4.2 

shows the example of the speech stimuli that consists of picture and text that were 

shown to the speakers during recording sessions. 

 

Figure 4.2: Recording interface 

4.3 Recording Environment and Apparatus 

The recording session took place in a quiet room with a portable sound booth that has 

a stand microphone for children to speak. The stimuli were presented on a 17-inch 

Laptop screen. All speech materials were digitized from the audio playback using a 22 

kHz sampling rate at 16-bit sample resolution. The lingWAVES Voice Clinic Suite was 

used to record the speech. The stand microphone is preferred as the speakers might be 

uncomfortable with a headset microphone. External hard disk is used as a backup 

storage.   

4.4 Recording Procedure and Design 

The recording sessions were carried out by placing speakers in the recording room. 

All speakers were recorded individually, seated at a desk in front of the sound booth. 

The lingWAVES stand microphone was positioned approximately 4 to 6 inches from 
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the speaker’s mouth. The speech stimuli were displayed to the speakers using a laptop 

screen. The experimenter was seated beside the speakers to assist in the reading. The 

session was designed to be fulfilled by the speakers in the corpus with simple 

meaningful sentences. Each speaker was asked to utter 51 sentences in three repetitions. 

Each repetition is considered as a session. Therefore, 3 sessions were designed for each 

speakers and each session was recorded in a different day or big gap of time to reflect 

intra-speaker variability and avoid the speakers from fatigue and fluctuate emotional 

state due to long recording sessions. 

The sentences were pronounced by the experimenter followed by the speaker. They 

were encouraged to speak naturally and clearly. As a result, the total amount of 

impaired speech samples acquired during the whole process was 4,590 utterances in 3.8 

hours of recordings including silence. Table 4.2 summarize the impaired speech corpus 

that has been developed. 

Table 4.2: Descriptions of the impaired speech corpus 

Speakers’ age (years old) 8 6 speakers 

9 6 speakers 

10 6 speakers 

11 6 speakers 

12 6 speakers 

Speakers’ gender Male 16 speakers 

Female 14 speakers 

Speakers’ diagnosis  Cerebral Palsy (CP) 12 speakers 

Hearing impaired 18 speakers 

Speakers’ severity level Mild  8 

Mild-moderate 9 

Univ
ers

ity
 of

 M
ala

ya



98 

 

Moderate-severe 6 

Severe  7 

 

4.5 Reference Speech Corpus 

From the literature, there is no existing corpus for regular children which can be 

deemed as an appropriate reference corpus in this research. Ting et al. (2012) studied 

the acoustic characteristics of regular Malay children ranging from 7 to 12 years old 

involving 360 speakers. However the data only consists of sustained vowel. This is not 

appropriate since this research focused at sentences level. The age differences also need 

to be taken into consideration. The age mismatch could cover effects of the speech 

impairments because children’s voices were always expected to obtain worse 

performance than adult voices in ASR (Saz, 2012). Therefore, it is necessary to develop 

our own reference corpus.  

Our reference speech corpus consists of speech from 50 unimpaired children (25 

males, 25 females) with age ranging from 8 to 12 years old. The recording environment, 

procedures and speech stimuli were the same with the impaired corpus. The intention 

was to have a group of speakers that are balanced in terms of age and gender. The 

selected children were assessed by their teachers to ensure that they are good in literacy. 

The speakers involved are shown in the Table 4.3 below. 

Table 4.3: Number of male and female unimpaired speakers by age 

Age  Male Female Age Male Female Age Male Female 

8  5 5 10  5 5 12  5 5 

9  5 5 11  5 5  
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Each speaker uttered the same 51 sentences in one session of recording supervised by 

the experimenter. The total amount of speech samples acquired during the whole 

process was 7,650 utterances in 2.5 hours of recordings including silence. 

4.6 Human Transcription and Labelling of the Impaired Speech Corpus 

Figure 4.3 shows the frequency of errors according to its category. Backing has the 

highest frequency of errors in the speech samples with 149 occurrences, followed by 

liquid gliding (n=123), insertion (n=115) and so on.  

Figure 4.3: Frequency of errors 

4.7 Speech Intelligibility Measurement 

As discussed in Chapter 3, we have chosen two types of intelligibility measurement 

measuring the speech intelligibility which are; 

 Subjective evaluation by SLPs

 Automatic measurement using ASR system

The following subsections discuss further details in measuring the speech 

intelligibility using these two types of measurements. 
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4.7.1 Subjective Evaluation by SLPs 

The three SLPs subjectively estimate the intelligibility of the impaired speech of 

each speaker while listening to a play-back of the speech recordings. The intelligibility 

assessment form were given to the SLPs to rate the intelligibility of all individual 

speech samples. There are 30 impaired speakers with 51 short sentences for each 

speaker. A total of 1,530 speech samples are provided for the subjective evaluation.  

The average of the scores are obtained based on the consensus among the SLPs. Table 

4.4 shows the intelligibility scores given by the SLPs. 

Table 4.4: Intelligibility scores by SLPs 

Speaker Intelligibility 

scores 

Speaker Intelligibility 

scores 

Speaker Intelligibility 

scores 

SIG01 88 SIG11 86 SIG21 78 

SIG02 63 SIG12 79 SIG22 50 

SIG03 87 SIG13 68 SIG23 59 

SIG04 77 SIG14 42 SIG24 58 

SIG05 67 SIG15 56 SIG25 43 

SIG06 44 SIG16 87 SIG26 52 

SIG07 78 SIG17 33 SIG27 83 

SIG08 86 SIG18 86 SIG28 51 

SIG09 86 SIG19 20 SIG29 37 

SIG10 45 SIG20 87 SIG30 34 

 

4.7.2 Automatic Intelligibility Measurement using ASR 

This section discusses the steps in developing speaker independent ASR system in 

detail, recognizer evaluation as well as the system performance. 

4.7.2.1 Data Preparation 

The first step in developing speaker independent ASR system is to prepare the data 

that will be used in the speech training and testing. This section presents the data 

Univ
ers

ity
 of

 M
ala

ya



101 

 

preparation which includes tasks such as recording speech data, building task grammar, 

pronunciation dictionary and transcription files (Young et al., 2006). 

 

Figure 4.4: The task grammar 

Data recording 

All the speech data were pre-recorded as discussed in Section 4.1 until Section 4.5. 

Task grammar 

Task grammar consists of a set of variable definitions followed by a regular 

expression describing the words to recognize (Young et al., 2006). The words to 

recognize are the same sentences used in our speech database. 51 sentences were used 
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for building task grammar for the impaired speakers as well as control speakers as 

shown in Figure 4.4. 

Pronunciation dictionary 

Pronunciation dictionary is created by sorting all the words contained in the speech 

database and also unrelated words for the recognition task to have a phonetically 

balanced dictionary. The pronunciation dictionary consists of 751 sorted words with 

their machine readable transcription. Figure 4.5 shows the sample of the pronunciation 

dictionary. 

 

Figure 4.5: The sample of pronunciation dictionary 

Transcription file 

The first step is to generate Master Label File (MLF) from prompts file in task 

grammar. The MLF contain complete transcription of each word. Figure 4.6 shows a 

sample transcription at word level for the sentence "itu gajah" (that is elephant). Once 

the word level MLF has been created, phone level MLFs is generated. 
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Figure 4.6: A transcription at word level for the sentence “itu gajah” 

To train a set of HMMs, every file of training data must have the associated phone 

level transcription. Since there is no hand labelled data to bootstrap a set of models, a 

flat-start scheme was used instead. In order to do this, two sets of phone transcriptions 

will be required. The set that was initially used will not have short-pause (sp) models 

between words. Once reasonable phone models have been generated, a sp model will be 

inserted between the words to take care of any pauses introduced by the speaker. Figure 

4.7 (a) shows a sample transcription at phoneme level without a sp model while figure 

4.7 (b) shows a transcription at phoneme level with a sp model. 

 

(a) 

 

(b) 

Figure 4.7: A transcription at phoneme level for the sentence “itu gajah” (a) 

without a sp model (b) with a sp model 
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4.7.2.2 Feature Extraction 

Feature extraction converts the speech waveform to some type of parametric 

representation that is also known as feature vectors. The parameters used in the MFCC 

feature extraction are as follows; 

SOURCEFORMAT = WAV  

TARGETKIND = MFCC_0  

TARGETRATE = 100000.0  

SAVECOMPRESSED = T  

SAVEWITHCRC = T  

WINDOWSIZE = 250000.0  

USEHAMMING = T  

PREEMCOEF = 0.97  

NUMCHANS = 26  

CEPLIFTER = 22  

NUMCEPS = 12 

The speech WAV file was then separated into frames by multiplication of 

overlapping Hamming windows. The interval was set to 10 milliseconds (HTK use units 

of 100ns) and the window length was 25 milliseconds. The first order for pre-emphasis 

coefficients used in the signal is 0.97 where it should be in the range of 0 ≤ k < 1 

(Young et al, 2006). There are 26 channels available in filter bank. The cosine transform 

was used to reduce the dimensions of the feature vectors from 26 to 12. The speech is 

parameterized with 12 MFCC and normalized log energy (MFCC=13), plus the delta 

coefficients (+13) and the acceleration coefficients (+13) yielding a total of 39 

components. In this research, the features used are 39-dimensional MFCC. These 

feature vectors are then used to further process the speech training and recognizing. 

4.7.2.3 Speech Training 

Figure 4.8 depicts the overall speech training framework. The speech wav files are 

extracted using feature extraction technique to produce feature vectors. Then, speech 

training uses the feature vectors, together with HMM prototype, transcription label and 

pronunciation dictionary to produce HMM model. Transcription label and pronunciation 
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dictionary have been prepared earlier in data preparation. The derivation of HMM 

prototype will be presented in this subsection. 

In this research, the acoustic model was trained from 186 unimpaired speakers with 

monophone and triphone HMM models. In monophone acoustic model, we used 

phoneme HMMs on the unimpaired speech containing 34 monophones with single 

Gaussian per HMM state. For triphone acoustic model, we use crossword triphone 

HMMs on the unimpaired speech containing 464 tied states with 12 Gaussian mixtures 

per state.  

 

Figure 4.8: Speech training framework 

In this section, the detailed steps in speech training are presented. Several steps were 

conducted such as creating flat start monophones, fixing the silent models, realigning 

the training data and making triphones from monophones.  

 Creating flat start monophones 

In speech training process, first, we create the prototype of HMM model to define the 

HMM topology. The topology used is a 3 state left-right where each ellipsed vector is 

the length of 39 MFCC. All of the mean and variance Gaussian are set to be equal to the 

global mean and variance of the speech training data. A list of the training files is shown 

in figure 4.9.  
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Figure 4.9: List of the training files 

This process is normally used at the initial stage for flat-start training, performed 

using the HCompVcommand in HTK toolkit. The flat monophones created were re-

estimated by refining the parameters of the existing HMMs using Baum-Welch Re-

estimation algorithm. Here, we have created 3 state left-to-right HMM for each phone 

as well as a HMM for the silence model, sil. 

Fixing the silence models 

To fix the silence models is to add extra transitions from states 2 to 4 and 4 to 2 in 

the silence model as shown in figure 4.10. Therefore, sp model is added between words 

in the speech file. The reason is to have a more robust model by allowing individual 

states to absorb the various impulsive noises in the training data (Young et al., 2006). 

The backward skip allows this to happen without committing the model to transit to the 

following word (Young et al., 2006). Univ
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Figure 4.100: Silence model 

Realign the training data 

The phone models that have been created are used to realign the training data and 

create new transcriptions with a single invocation of the HTK recognition tool HVite as 

follows;  

 

This command uses the HMM models to transform the input word level transcription 

to the new phone level transcription using the pronunciations stored in the pronunciation 

dictionary created earlier. The major difference between this operation and the original 

word-to-phone mapping is creation of transcription process, where the recognizer 

considers all pronunciations for each word and outputs the pronunciation that best 

matches the acoustic data (Young et al., 2006). 

Making triphones from monophones 

Context-dependent triphones can be made by simply cloning monophones and then 

re-estimate it using triphone transcriptions. The clone command is used to tie all of the 

transition matrices in each triphone set as follows; 
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TI T_ah {(*-ah+*,ah+*,*-ah).transP} 

TI T_ax {(*-ax+*,ax+*,*-ax).transP} 

TI T_ey {(*-ey+*,ey+*,*-ey).transP} 

TI T_b {(*-b+*,b+*,*-b).transP}  

TI T_ay {(*-ay+*,ay+*,*-ay).transP} 

The triphone is described as a-b+c where each model of the form a-b+c in the list, it 

looks for the monophone b and makes a copy of it. This style of triphone transcription is 

referred to as word internal. Figure 4.11 shows the conversion from the (a) monophone 

model becomes (b) triphone models for sentence “itu gajah”. 

 

(a) 

 

(b) 

Figure 4.11: Example of conversion from (a) monophone model to (b) triphone 

model 
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4.7.2.4 ASR Evaluation 

Figure 4.12 shows the framework of speech recognizer evaluation. The speech WAV 

files are extracted using feature extraction that produces feature vectors. Then, the 

speech recognizer uses feature vectors, together with the HMM model derived from the 

training process, the grammar and pronunciation dictionary prepared earlier in data 

preparation. Later, the recognizer outputs the word from the transcription label that best 

matches the acoustic data. 

 

Figure 4.12: Speech recognition framework 

In this research, recorded speeches from 30 impaired speakers were used for the 

recognizer evaluation. The total test data used was 450 utterances. The MLF 

transcription files for testing was prepared earlier in data preparation, where the 

procedure is similar to preparing the MLF transcription files for training purpose. The 

test data were converted into MFCC format as shown in figure 4.13.  

 

Figure 4.13: Sample of MLF transcription files 
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4.7.2.5 Result of ASR System    

The recognition result presents here is measured using the Word Recognition 

Accuracy (WRA) and Word Error Rate (WER). Table 4.5 presents the results of speaker 

independent ASR baseline system. 

Table 4.5: Results of ASR baseline system 

Speaker WRA Substitution  Deletion  Insertion  WER 

SIG01 30.61   69.39    0.00  81.63  69.39 

SIG02 17.02   78.72   4.26   61.70 82.98 

SIG03 67.31   32.69    0.00   76.92 32.69 

SIG04 40.38   59.62   0.00   59.62 59.62 

SIG05 20.37   79.63    0.00  120.37 79.63 

SIG06 11.11   85.19    3.70   96.30  88.89 

SIG07 35.19   64.81    0.00   57.41 64.81 

SIG08 29.63   68.52    1.85   29.63 70.37 

SIG09 29.63   70.37    0.00   46.30 70.37 

SIG10 7.41   92.59   0.00  105.56 92.59 

SIG11 15.00   85.00    0.00  107.50  85 

SIG12 22.22   77.78    0.00   64.81 77.78 

SIG13 42.59   57.41    0.00   81.48 57.41 

SIG14 18.52   81.48    0.00   96.30 81.48 

SIG15 42.31   57.69    0.00   42.31 57.69 

SIG16 100.00    0.00    0.00    11.54 0 

SIG17 26.92   73.08    0.00   44.23 73.08 

SIG18 100.00    0.00    0.00    0.00    0 

SIG19 5.77   94.23    0.00   84.62 94.23 

SIG20 94.23    5.77    0.00  0.00  5.77 

SIG21 31.91   68.09    0.00   97.87 68.09 

SIG22 31.48   68.52    0.00  103.70 68.52 
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SIG23 25.93   74.07    0.00   88.89 74.07 

SIG24 24.07   75.93    0.00  101.85 75.93 

SIG25 27.78   66.67    5.56  105.56 72.22 

SIG26 18.52   81.48    0.00   46.30  81.48 

SIG27 20.37   79.63    0.00   46.30 79.63 

SIG28 27.78   72.22   0.00   85.19 72.22 

SIG29 12.96   83.33    3.70   51.85 87.04 

SIG30 12.96   87.04    0.00   98.15 87.04 

Average  32.84 66.52 0.64 69.77 67.16 

 

The word recognition accuracy derived from the ASR system is 32.84%. Speakers 

SIG16 and SIG18 both produce the highest accuracy with 100%, while speaker SIG19 

produce the lowest accuracy with 5.77%. The average score for substitution, deletion 

and insertion are 66.52%, 0.64% and 69.77% respectively. 

4.7.3 Discussion: Relationship between Intelligibility Scores and WRA 

In Chapter 4, we have determined the intelligibility scores for each of the impaired 

speaker. In the previous section, we have come up with the speech recognition 

accuracy produced by ASR. In this section we investigate the correlation between 

WRA and the intelligibility scores. Based on the analysis shown in Figure 4.14, there is 

a strong correlation, which the WRA increase with the increment of intelligibility 

scores. The correlation between intelligibility scores with WRA is significant at p<0.0f, 

r (0.57) = 0.01. This indicated a strong correlation between the subjective and 

automatic evaluation results. 
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Figure 4.14: The correlations of the WRA with the intelligibility scores 

Table 4.6 presents the intelligibility scores differences between subjective and 

automatic evaluation results. From the table, subjective evaluation performed by SLPs 

shows higher scores as compared to automatic evaluation by ASR system except for 

three speakers which are SIG16 (100%), SIG18 (100%) and SIG20 (94.23%). There are 

increment of 13% for SIG16, 14% for SIG18 and 7.23 for SIG20. Even though there is 

a strong positive correlation between subjective and automatic measurement, the 

automatic intelligibility scores given by the ASR system seems to be less reliable for 

SIG16, SIG18 and SIG20. This is because, the intelligibility score similar or greater 

than 90% is considered as not impaired. Therefore, the intelligibility scores given by 

SLPs are considered to be used in the speech corpus.  

Table 4.6: Difference of subjective and automatic intelligibility scores 

Speakers  Subjective Automatic Difference 

SIG01 88 30.61 
57.39 

SIG02 63 17.02 45.98 

SIG03 87 67.31 19.69 

SIG04 77 40.38 36.62 

SIG05 67 20.37 46.63 
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SIG06 44 11.11 32.89 

SIG07 78 35.19 42.81 

SIG08 86 29.63 56.37 

SIG09 86 29.63 56.37 

SIG10 45 7.41 37.59 

SIG11 86 15.00 71.00 

SIG12 79 22.22 56.78 

SIG13 68 42.59 25.41 

SIG14 42 18.52 23.48 

SIG15 56 42.31 13.69 

SIG16 87 100.00 -13.00 

SIG17 33 26.92 6.08 

SIG18 86 100.00 -14.00 

SIG19 20 5.77 14.23 

SIG20 87 94.23 -7.23 

SIG21 78 31.91 46.09 

SIG22 50 31.48 18.52 

SIG23 59 25.93 33.07 

SIG24 58 24.07 33.93 

SIG25 43 27.78 15.22 

SIG26 52 18.52 33.48 

SIG27 83 20.37 62.63 

SIG28 51 27.78 23.22 

SIG29 37 12.96 24.04 

SIG30 34 12.96 21.04 
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4.8 Speech Corpus 

Table 4.7 shows the details of each speaker with the diagnosis, severity level and 

intelligibility scores provided. 

Table 4.7: Description of the speakers 

Speaker Gender Age Diagnosis Severity level Intelligibility Scores 

(Subjective) 

SIG01 Female  12 Dysarthria  

 

Mild  88 

SIG02 Female  11 Dysarthria Moderate to severe 63 

SIG03 Female  10 Hearing impaired Mild  87 

SIG04 Female  10 Dysarthria Mild to moderate 77 

SIG05 Female  7 Hearing impaired Mild to moderate 67 

SIG06 Female  7 Hearing impaired Severe  44 

SIG07 Female  8 Hearing impaired Mild to moderate 78 

SIG08 Female  10 Hearing impaired Mild  86 

SIG09 Female  11 Hearing impaired Mild  86 

SIG10 Female  11 Hearing impaired Severe  45 

SIG11 Female  13 Dysarthria  Mild  86 

SIG12 Female  13 Hearing impaired Mild to moderate 79 

SIG13 Female  12 Hearing impaired Mild to moderate 68 

SIG14 Female  12 Hearing impaired Severe  42 

SIG15 Male  11 Dysarthria  Moderate to severe 56 

SIG16 Male 10 Dysarthria  Mild  87 

SIG17 Male 12 Hearing impaired Severe 33 

SIG18 Male 8 Hearing impaired Mild  86 

SIG19 Male 11 Dysarthria  Severe  20 

SIG20 Male 10 Dysarthria  Mild  87 

SIG21 Male 9 Dysarthria  Mild to moderate 78 
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SIG22 Male 6 Hearing impaired Severe  50 

SIG23 Male 7 Hearing impaired Moderate to severe 59 

SIG24 Male 11 Hearing impaired Moderate to severe 58 

SIG25 Male 11 Hearing impaired Severe  43 

SIG26 Male 12 Hearing impaired Moderate to severe 52 

SIG27 Male 12 Hearing impaired Mild to moderate 83 

SIG28 Male 13 Hearing impaired Moderate to severe 51 

SIG29 Male 13 Hearing impaired Severe 37 

SIG30 Male 10 Hearing impaired Severe 34 

 

4.9 Analysis of Impaired and Control Speech in Relations to Intelligibility 

Deficits 

There are three types of analysis conducted to observe the differences of speech 

among SIG and CG group which are; 

 Acoustic analysis for formant frequencies, intensity, fundamental frequency (F0) 

and perturbation features such as jitter, shimmer. 

 Word recognition accuracy using MFCC 

 Statistical analysis for identifying the significant differences among SIG and 

CG. 

4.9.1 Acoustic Analysis 

This section investigates the speech features of impaired speech; that include formant 

frequencies, intensity, fundamental frequency (F0) and perturbation features such as 

jitter and shimmer. The selection of these features has been discussed in Section 3.4. 
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The analysis of F1, F2 (Hz), F0 (Hz), intensity (dB), jitter (%), shimmer (%) and 

HNR (dB) were performed with six Malay vowels /a/, /e/, /i/, /o/, /u/ and /ə/ extracted 

from the selected short sentences, as shown in Table 4.8.  

Table 4.8: Selected sentences and words for vowels extraction 

Vowel  Phone Sentences Words 

selected 

IPA Phoneme  

/a/ aa Dia main bola di padang 

He plays with a ball in the 

field 

Bola (ball) Bola b-ow-l-aa 

/e/ ey Leher zirafah panjang 

The giraffe’s neck is long 

Leher (neck) Leher l-ey-h-ey-r 

/i/ ih Boboi sedang gosok gigi 

Boboi is brushing his teeth 

Gigi (teeth) Gigi g-ih-g-ih 

/o/ ow Ibu siram pokok bunga 

Mother is watering the 

flowers 

Pokok (tree) Pokok p-ow-k-ow-k 

/u/ uw Itu gajah 

That is an elephant 

Itu (that) Itu ih-t-uw 

/ɘ/ er Kuda lari laju  

The horse ran fast 

Kuda (horse) Kudɘ k-uw-d-er 

 

Vowels were extracted from the final syllable of the respective words, which are bola 

(ball), leher (neck), gigi(teeth), pokok (tree), itu (that), and kuda (horse). The selected 

words are disyllabic, which means that the final syllable is pronounced with prolonged 

vowel duration. Each vowel was segmented into 150 milliseconds. The acoustic 

analysis was performed using the Windows-based version of Praat software (Boersma 

and Weenik, University of Amsterdam, The Netherlands). 

4.9.2 Word Error Rate from ASR 

In deriving at the Word Error Rate (WER) for ASR system, we used the same 

procedures for speech training and evaluation as presented in Section 4.7.2. MFCC is 

used in the ASR system and the procedures in speech feature extraction are also 

presented in the same section. The WER is derived from 30 SIG and 30 CG speakers.  
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4.9.3 Statistical Analysis 

The statistical analysis was performed using the Windows-based IBM SPSS 

Statistics 21. The analysis was conducted to determine the significant group mean 

differences of F1, F2, F0, intensity, jitter and shimmer between the CG and SIG using 

the ANOVA. In carrying out this analysis, the subject group independent variables were 

classified for comparison between the CG and SIG. The dependent variables are the 

speech features. We want to study the effect of one or more group means of speech 

features on the number of groups; CG and SIG. Specifically; it tests the null hypothesis 

(H0): 

H0: μ1= μ2= μ3=⋯= μk 

where µ = group mean and k = number of groups. We begin with the assumption that 

the H0 is TRUE, where there were significant differences in speech features between 

CG and SIG. Otherwise, we accept the alternative hypothesis (Ha) where at least two 

group means are significantly different from each other. 

The statistical analysis is also conducted for the ASR performance using WER. To 

understand the effect of MFCC speech features of SIG speech and CG speech in relation 

with the ASR performance, we used the Pearson correlation to determine the correlation 

between WER in SIG and CG speech. 

4.9.4 Results of Acoustic Analysis 

This section presents the results derived from the acoustic analysis for impaired 

speeches and unimpaired speeches. 

Formant Frequencies (Hz) 
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The mean values of F1 and F2 for all members of the CG and SIG are shown in 

Table 4.9. The overall means and standard deviations (s.d.) of F1 for CG, and SIG are 

599.15 ± 80.59, and 696.69 ± 128.28, respectively; and the values for F2 are 1730.55 ± 

274.70, and 1644.19 ± 269.44, respectively. Differences between F1 and F2 were found 

to be insignificant at p < 0.05, (F = 2.088, p = 0.179; F = 0.131, p = 0.725). 

Table 4.9: The mean and s.d. of F1 and F2 for CG and SIG 

Group Features Vowels Overall 

mean /a/ /e/ /i/ /o/ /u/ /ɘ/ 

CG F1 (Hz) 825.80 ± 

92.51 

595.50 ± 

75.20 

462.60 ± 

99.52 

647.22 ± 

72.29 

487.22 ± 

64.33 

576.56 ± 

79.72 

599.15 ± 

80.59 

F2 (Hz) 1667.43 

± 235.73 

2324.59 

± 365.61 

2229.95 

± 498.76 

1161.32 

± 184.96 

1187.86 

± 170.96 

1812.15 

± 192.16 

1730.55 

± 274.70 

SIG F1 (Hz) 888.94 ± 

135.87 

658.36 ± 

115.74 

622.03 ± 

138.03 

671.93 ± 

127.08 

618.39 ± 

112.20 

720.47 ± 

140.76 

696.69 ± 

128.28 

F2 (Hz) 1594.53 

± 231.67 

1921.50 

± 372.73 

2085.20 

± 378.06 

1286.20 

± 223.80 

1381.29 

± 205.10 

1596.41 

± 205.27 

1644.19 

± 269.44 

 

Fundamental frequency (pitch) and Intensity (dB) 

Table 4.10 shows the mean and the s.d. of F0 and intensity for each group. The 

overall mean and s.d. of F0 and intensity for the CG and SIG are 256.04± 41.59, 

223.10± 66.03 and intensity for the CG and SIG are 60.58± 6.34, 57.44± 8.04, 

respectively.  

Table 4.10: The mean and s.d. of F0 and intensity 

Group Features Vowels Overall 

mean /a/ /e/ /i/ /o/ /u/ /ɘ/ 
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CG F0 257.56± 

37.84 

257.09± 

46.56 

237.85± 

51.01 

247.20± 

44.95 

275.60± 

28.52 

260.96± 

40.63 

256.04± 

41.59 

Intensity  66.26± 

5.49 

61.54± 

6.28 

50.78± 

5.31 

6257± 

5.88 

60.02± 

9.17 

62.29± 

5.93 

60.58± 

6.34 

SIG F0 208.51± 

66.32 

245.82± 

56.76 

215.94± 

72.81 

211.92± 

59.09 

229.79± 

64.99 

226.60± 

76.19 

223.10± 

66.03 

Intensity 59.60± 

7.37 

60.21± 

7.70 

51.79± 

8.54 

58.42± 

7.13 

56.37± 

7.20 

58.23± 

10.32 

57.44± 

8.04 

 

There were significant differences between CG and SDG in F0 at p<0.05 (F = 

18.279, p = 0.002), while intensity were found insignificant differences between CG 

and SIG at p< 0.05 (F = 1.613, p = 0.233). 

Jitter and shimmer 

Table 4.11 summarises the means of jitter and shimmer for all groups. For the CG, 

the mean and s.d. values of jitter and shimmer are 0.63±0.34, 3.78±1.64and 14.47±5.22, 

respectively. For the SIG, the mean and s.d. values of jitter and shimmer are 1.78±1.43, 

8.78±4.53and 11.90±4.98, respectively. 

Table 4.11: The mean and s.d. values of jitter and shimmer for the CG and SIG 

Group Features Vowel Overall 

mean /a/ /e/ /i/ /o/ /u/ /ɘ/ 

CG Jitt (%) 0.48±0.32 0.51±0.40 0.54±0.27 0.65±0.31 0.87±0.40 0.72±0.4 0.63±0.34 

Shim (%) 3.04±1.34 3.67±1.76 4.25±1.90 4.02±1.87 3.88±1.50 3.79±1.5 3.78±1.64 

SIG Jitt (%) 1.55±1.41 1.37±0.91 2.18±1.51 2.00±1.71 1.72±1.41 1.8±1.6 1.78±1.43 

Shim (%) 8.48±4.56 7.25±3.58 9.34±4.33 9.73±4.30 8.11±4.71 9.8±5.7 8.78±4.53 
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Jitter and shimmer values for the CG is much lower compared with the SIG. It shows 

that fewer perturbation values are found in the speech of normal children compared with 

the speech of impaired-speech children. There are significant differences between at p < 

0.05 for the ratings of the CG and SIG in jitter (F = 71.894 p = 0.000) and shimmer, (F= 

125.830, p = 0.000). 

Differences between CG and SIG 

Table 4.12 concludes the differences between CG and SIG for each speech features.  

Table 4.12: Differences between CG and SIG for each features 

Features  CG SIG Mean difference P-value 

F1 599.15 696.69 97.54 0.179 

F2 1730.55 1644.19 86.36 0.725 

F0 256.04 223.10 32.94 0.002* 

Intensity  60.58 57.44 3.14 0.233 

Jitter 0.63 1.78 1.15 0.000* 

Shimmer 3.78 8.78 5.00 0.000* 

*p<0.05 

Figure 4.15 shows the values changes in SIG speech when compared with CG. There 

are increment in F1, Jitter and Shimmer. There is a high increment of Jitter and 

Shimmer in SG, which are 1.15% (182%) and 5.00% (132%), respectively. F1 for SIG 

increases 97.54Hz (16%).  Meanwhile, F2, F0 and Intensity reduce in SIG speech, 

86.36Hz (5% reduction), 32.94Hz (13% reduction) and 3.14 (5% reduction) 

respectively. Overall, we can conclude that there are differences in speech feature 

values between the SIG and CG. 
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Figure 4.15: Mean differences 

4.9.5 Results of ASR performance 

Figure 4.16 shows the difference of WER where SIG was 39.23% higher than CG. 

There is a strong negative correlation, which the WER increase with the decrease of 

PCC value or the degree of severity impairment. The correlation between severity of 

impairments with WER is significant at p<0.05, (r =-0.95, p= 0.00). It is shown that 

WER for SIG speakers increase with the decrease of intelligibility in speech.  

 

Figure 4.16: Comparison of WER between SIG and CG 

4.9.6 Summary of findings 

The previous section presented the results obtained and each of the findings is 

discussed as below.  

Acoustic analysis 
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We have identified the speech features that contribute to the intelligibility deficits in 

impaired speech among children. F0, jitter and shimmer were found to show significant 

differences for impaired speech.   

o F0 

In this study, the statistical analysis shows that there is significant difference in F0 

between the CG and SIG. The results of the F0 reduction in SIG are in agreement 

with (Jeng et al., 2006), who claimed that F0 tend to be lower for impaired speech. 

However, some studies have reported that there is no significant difference in F0 

decrement in impaired speech (Saz et al., 2009a). This is because speakers of 

impaired speech can still control some prosodic features in their speech, even 

though they lose intelligibility in vowel production (Saz et al., 2009a; Patel, 2002). 

o Jitter and shimmer 

SIG speakers have higher jitter and shimmer compared with the CG. The statistical 

analysis shows that there is a significant difference in jitter and shimmer between 

the CG and SIG, which is in agreement with (Hartl et al., 2003). However, our 

findings contradict those of other studies (Wertzner et al., 2005) which claimed that 

there are no differences in jitter and shimmer between impaired and normal 

children.  

Overall, the acoustic analysis revealed that F0, jitter and shimmer are significant 

features in contributing to low intelligibility of Malay children with impaired speech.   

Table 4.13: Comparison of findings in acoustic analysis of impaired speech 

Author  Features studied 

Language  Formant  F0  Intensity  Jitter  Shimmer Duration  

Author, 

2016 

Malay NS S NS   S S - 
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White, 

2012 

English - NS - NS NS - 

Saz et 

al., 

2009a 

Spanish S NS NS - - NS 

Jeng et 

al., 2006 

Mandarin - S  - - - - 

Wertzner 

et al, 

2005 

Portuguese - S for 

vowel /e/ 

- NS NS - 

Hartl et 

al., 2003 

French - - - S S - 

S=Significant, NS=Not Significant 

Table 4.13 shows comparison of these research findings with the literature. The 

results of acoustic analysis for Malay impaired speech data were found to be similar 

with Mandarin language for F0 and Spanish for intensity, respectively. On the other 

hand, jitter and shimmer are similar to French.  These similarities happen due to the 

characteristics of pronunciations for the particular language which affect the particular 

speech features.  

4.10 Summary 

This chapter presents the process of developing the speech corpus, measuring the 

speech intelligibility and analyzing the recorded speeches. The important outcomes are 

as follows; 

 A corpus of Malay speaking children with speech impairments is developed. 

 The speech intelligibility scores are measured by using subjective measurement by 

SLPs and automatic measurement using ASR system. Even though ASR system was 

suggested as one way of measuring intelligibility, it was found that the intelligibility 

scores are not as reliable as compared to the scores of SLPs. This indicates that the 

importance of incorporating the speech knowledge such as speech features to detect 
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the abnormal variation in impaired speeches in order to give reliable scores and 

classify intelligibility. Detection based ASR is used in this research for classifying 

the speech intelligibility rather than using ASR only. 

 For the acoustic and statistical analysis conducted, it was found that there are 

significant differences between non-impaired and impaired speech. 
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CHAPTER 5 AUTOMATIC SPEECH INTELLIGIBILITY 

DETECTION FOR MALAY SPEECH IMPAIRED 

CHILDREN: A BASELINE RESULT 

This chapter presents the development of the automatic speech intelligibility 

detection for Malay impaired speakers. This section explains each steps and methods 

that are carried out in developing the automatic speech intelligibility detection using the 

selected baseline classification methods which are Support Vector Machine (SVM), 

Random Forest (RF), Linear Discriminant Analysis (LDA) and k-Nearest Neighbour 

(KNN). 

5.1 Automatic Speech Intelligibility Detection for Malay Impaired Speakers 

This section presents the automatic intelligibility detection for impaired speech 

system using baseline classifiers as identified in Chapter 3. There is a consensus in 

literature in Chapter 2 and experimental analysis in Chapter 4 to understand the 

speech features that are salient in reducing the speech intelligibility in impaired speech. 

F0, Energy, ZCR, MFCC, jitter and shimmer are identified as significant speech 

features that correlates with the intelligibility deficits. In this section, the speech features 

are evaluated for the automatic detection of speech intelligibility. The speech 

intelligibility detection is treated as a binary classification problem, classifying words as 

either intelligible or not intelligible. Figure 5.1 shows the general framework of the 

automatic speech intelligibility detection. Basically, the speech intelligibility detection 

consists of the speech data, speech feature extraction, classification methods, training 

and evaluation phase. Speech signals s(t) are inputted to the speech feature extraction to 

extracts the meaningful and significant speech features On(t) in the classification task. 

Then, the training and evaluation phase are performed that make use of the knowledge 
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scores P(An|On(t)) produces by the classification methods in order to detect the speech 

intelligibility of impaired speakers. Further discussions on the implementation details 

are discussed in the next sections. 

 

Figure 5.1: General framework of the speech intelligibility detection 

5.1.1 Data Preparation 

The initial steps in automatic speech intelligibility detection is to prepare the speech 

data which will later be used for training and evaluation. The experiments presented are 

trained and evaluated on the speech corpus of Malay impaired speakers and the control 

group. This development of the speech corpus is described thoroughly in Chapter 4.  

5.1.2 Speech Feature Extraction 

Feature extraction for the detection uses the Opensmile toolkit. The WAVE signal of 

speech utterances are segmented into 25 milliseconds with an interval of 10 

milliseconds. Feature extraction is performed to analyze the non-stationary behaviour of 

the audio samples of speech signal to detect the speech intelligibility. The speech is 

parameterized with 13 MFCC (0th to 12th coefficients), normalized log energy, ZCR, F0, 

jitter local and shimmer local yielding a total of 18 dimensional feature vector. The 

feature vectors are then used for further process for the classifier. Figure 5.2 shows the 
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example of F0 contour, intensity and spectral of (a) intelligible and (b) not intelligible 

for the same sentence; “itu gajah”. 

 

(a) intelligible speech 

 

(a) not intelligible speech 

Figure 5.2: Example of pitch contour of (a) intelligible speech and (b) not 

intelligible speech for sentence “itu gajah” 

In Opensmile, the classification according to speech intelligibility is assigned using 

the variable class.type in which includes both intelligible and notinteligible classes. In 

this step, the files belong to intelligibility class has been assigned to intelligible and 

notintelligible as follows:  

class[0].type = { intelligible, notintelligible }; default class 

target[0].all = intelligible 
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class[0].type = { intelligible, notintelligible }; default class 

target[0].all = notintelligible 

The speech feature extraction files are generated separately in .arff files for both 

training and evaluation.  

5.1.3 Baseline Classification Methods 

This section describes the set-up for baseline classification methods to detect the 

speech intelligibility of impaired speech. LibSVM Matlab toolbox is used for SVM 

model training and evaluation. The randomForest package is used for training and 

evaluating the RF which is a MATLAB standalone application.  For LDA and KNN, the 

default parameter provided by MATLAB used without any modification.  

5.2 Evaluation of Baseline Classification Methods 

The evaluation is carried out on the four selected classifiers, SVM, RF, LDA and 

KNN, which implemented in MATLAB 2013b. The 10 fold cross validation is used 

where the speech files were randomly partitioned into 10 equal size subsamples, where 

nine partitions are set for the training  to train the model and the remaining one partition 

is the test set for evaluating the model. In each run, one of the partition is used as a test 

data and the remaining partitions are used as train data. This procedure is repeated 10 

times until all 10 subsamples are used as test data. The performance of classifiers are the 

average of training and testing data.  

The evaluation of the baseline system involves speeches from 30 CG and 30 SIG 

speakers. A total of 2,950 utterances from 1,528 unimpaired utterances and 1,422 

impaired utterances were used for the evaluation purposes. These utterances were 

extracted using Opensmile to get the significant speech features; energy, f0, zcr, mfcc 
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0th coefficient to 12th coefficient, jitter and shimmer. The extracted speech features used 

are shown in (Appendix C: Speech Data for Classification) 

The result presents for baseline classifiers are measured using the Classification 

Accuracy, Precision and Recall. The confusion matrix of classification error rate for 

Type I and Type II are presented as well. There are two types of evaluation performed. 

First, the speech data are evaluated in terms of classification rate, classification 

accuracy, precision and recall for the overall data. Second, the classification accuracy is 

derived for individual speech feature.   

5.3 Result 

Table 5.1 presents the confusion matrix of misclassification for SVM, RF, LDA and 

KNN. RF produces the highest Type 1 (FP) with 10 times, follows by SVM (6), KNN 

(3) and LDA (2). Meanwhile, for Type II error (FN), SVM and LDA produces the 

highest which are 18 frequencies, follows by KNN (15), and RF (7). 

Table 5.1: Confusion matrix of the baseline classification methods 

SVM Prediction   

Total  Notint  Int 

Actual  Notint  TP(147) FP(6) 153 

Int FN(18) TN(124) 142 

Total  165 130 295 

 

RF Prediction   

Total  Notint  Int 

Actual  Notint  TP(143) FP(10) 153 

Int FN(7) TN(135) 142 

Total  150 145 295 

 

LDA Prediction   

Total  Notint  Int 

Actual  Notint  TP(151) FP(2) 153 

Int FN(18) TN(124) 142 

Total  169 126 295 

 

KNN Prediction   

Total  Notint  Int 

Actual  Notint  TP(150) FP(3) 153 

Int FN(15) TN(127) 142 

Total  165 130 295 
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Table 5.2 shows the classification accuracy results of the baseline classifiers for all 

the 10 folds. The accuracy values are rounded to two decimal places. Later, the average 

of training and testing accuracy are calculated as the performance of the classifier. 

Table 5.2: Classification accuracy of the baseline classification methods for each 

fold 

Fold  SVM RF LDA KNN 
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Fold 1 96.99 96.28 99.95 96.31 96.91 95.93 100 98.98 

Fold 2 96.88 94.93 98.06 94.97 96.65 93.83 100 98.64 

Fold 3 97.1 94.59 99.89 94.64 97.25 93.92 100 98.98 

Fold 4 96.91 97.29 99.85 95.37 96.76 96.95 100 97.62 

Fold 5 96.59 98.64 99.76 95.56 96.73 95.96 100 97.63 

Fold 6 97.19 96.63 99.64 96.39 97.18 93.77 100 97.29 

Fold 7 96.79 96.32 99.1 95.37 96.84 95.95 100 97.29 

Fold 8 95.69 96.98 99.42 94.17 96.8 96.81 100 99.66 

Fold 9 96.62 95.75 99.97 96.17 96.64 96.95 100 97.97 

Fold 10 96.32 96.95 98.71 94.69 96.95 97.43 100 93.90 

Average  96.71 96.44 99.44 95.36 96.87 95.75 100 97.80 

 

Table 5.3 presents the classification accuracy, precision and recall of the selected 

baseline classifiers in terms of the training and evaluation. The classification accuracy 

training set for SVM is 96.71%, RF is 99.40% and LDA is 96.87%. KNN produces 

100% classification accuracy. In evaluation, KNN produce the highest accuracy with 

97.80%, follows by SVM with 96.44%. LDA produces 95.75% and RF with slightly 

which is 93.22%. Meanwhile, LDA produces the highest precision with 98.62%, 
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follows by KNN with slightly lower, 98.53%, SVM (96.34%) and RF (93.23%). For 

recall, RF produces highest percentage with 95.67%, follows by KNN, SVM and LDA 

with 90.90%, 89.65% and 89.32%, respectively. 

Table 5.3: The overall classification accuracy, precision and recall of baseline 

classifiers 

Classification 

method 

Accuracy Precision Recall 

Training  Evaluation   Training  Evaluation Training  Evaluation 

SVM 96.71 96.44 98.08 96.34 96.72 89.65 

RF 99.40 95.36 99.08 93.23 99.51 95.67 

LDA 96.87 95.75 99.15 98.62 96.01 89.32 

KNN 100.00 97.80 100.00 98.53 100.00 90.90 

 

Table 5.4 shows the accuracy for all the baseline classification methods for each 

individual features. Mean values are calculated for each aspect of speech features such 

as prosody, pronunciation and the voice quality aspect.  

Table 5.4: The classification accuracy based on the individual speech features 

Speech features SVM RF LDA KNN 
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Prosody  

F0 56.67 56.73 76.92 70.08 61.59 61.16 73.22 67.23 

Energy  51.77 51.71 75.17 74.69 51.59 51.81 56.30 56.35 

ZCR 80.58 80.58 86.03 78.89 80.67 80.58 86.00 78.55 

Mean  63.01 63.01 79.37 74.55 64.62 64.52 71.84 67.38 

Pronunciation  
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MFCC 0 80.90 80.89 85.17 77.33 80.94 80.92 82.49 73.77 

MFCC 1 61.62 61.60 71.75 57.30 61.62 61.74 60.50 50.53 

MFCC 2 83.25 83.19 88.58 79.67 83.20 83.19 88.50 78.42 

MFCC 3 86.05 86.04 87.14 84.34 86.20 86.17 76.93 74.72 

MFCC 4 72.95 73.16 85.08 71.16 72.89 72.86 85.85 71.06 

MFCC 5 79.99 79.97 85.58 77.40 80.08 80.07 85.05 75.84 

MFCC 6 59.49 59.57 78.78 56.39 59.07 59.03 78.82 55.30 

MFCC 7 75.02 74.96 84.83 68.62 75.02 74.96 85.61 66.96 

MFCC 8 69.60 69.57 81.74 63.94 69.31 69.37 81.16 61.71 

MFCC 9 81.20 81.23 87.68 77.60 81.18 81.23 88.18 75.23 

MFCC 10 72.16 72.14 83.12 66.15 71.87 71.87 84.12 64.59 

MFCC 11 73.35 73.43 84.30 69.61 73.34 73.37 84.22 66.66 

MFCC 12 73.15 73.20 74.18 71.60 73.22 73.13 59.04 58.39 

Mean  74.52 74.53 82.92 70.85 74.46 74.45 80.04 67.17 

Voice quality 

Jitter 73.26 73.50 86.45 75.09 76.33 76.38 86.44 74.21 

Shimmer  78.90 78.99 87.75 79.02 82.13 82.04 87.07 77.57 

Mean  76.08 76.25 87.10 77.06 79.23 79.21 86.76 75.89 

 

For prosody, the mean value of classification accuracy for RF is the highest at 

74.55%, KNN at 67.38%, followed by LDA and SVM, at 64.52% and 63.01%, 

respectively. In term of pronunciation, SVM gained the classification accuracy highest 

mean values at 74.53%, followed by LDA at 74.45%. On the other hand RF and KNN at 

70.85% and 67.17%, respectively. For voice quality, LDA has the highest mean values 

of classification accuracy at 79.21%, followed by RF, SVM and KNN at 77.06%, 

76.25% and 75.89%, respectively. 
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5.4 Discussion on Findings 

Based on the classification results of baseline classifiers, the discussion of findings 

are as follows; 

5.4.1 Accuracy, Precision and Recall of Baseline Classification Methods 

Based on the classification results as presented in Table 5.2, different classifiers 

perform differently in term of classification accuracy, precision and recall. For 

classification accuracy, KNN has the highest score among the four classifiers (97.80%).  

LDA has the highest score for precision (98.62%), while for recall, RF has the 

highest score (95.67%). It was also found that the classifiers performance during 

evaluation degrades as presented in Table 5.5. For Classification accuracy and 

Precision, RF shows the highest degradation of 4.04% point and 5.85% point, 

respectively. SVM has the highest degradation for recall of 7.07% point.   

Table 5.5: The degradation values of training and evaluation for each baseline 

methods 

Classification 

method 

Accuracy 
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SVM 96.71 96.44 0.27 98.08 96.34 1.74 96.72 89.65 7.07 

RF 99.40 95.36 4.04 99.08 93.23 5.85 99.51 95.67 3.84 

LDA 96.87 95.75 1.12 99.15 98.62 0.53 96.01 89.32 6.69 

KNN 100.00 97.80 2.2 100.00 98.53 1.47 100.00 90.90 9.1 

 

Figure 5.4 compares the accuracy, precision and recall of the baseline classification 

methods. For accuracy, all classifiers produce almost similar percentage where the 

lowest is RF with 95.75% and the highest is KNN with 97.80%. It seems that precision 
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produces the promising measures for classifying impaired speech as it has higher values 

for all classification methods except RF. However, for the recall, all classification 

methods produce lower values except RF. 

 

Figure 5.3: Comparison of the accuracy, precision and recall for baseline 

classification methods 

Table 5.6 shows the mean values for accuracy, precision and recall for all baseline 

classification methods. Precision has the highest mean value of 96.68%, follows with 

accuracy at 96.34% and recall at 91.39%. Accuracy is the most common performance 

measure in classification where it is simply the ratio of correctly predicted observations.  

Table 5.6: Mean values for the accuracy, precision and recall 

Classification method Accuracy Precision Recall  

SVM 96.44 96.34 89.65 

RF 95.36 93.23 95.67 

LDA 95.75 98.62 89.32 

KNN 97.80 98.53 90.90 

Mean value 96.34 96.68 91.39 
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Table 5.7 shows the mean values of accuracy, precision and recall for each baseline 

classification methods. In terms of the average accuracy, precision and recall evaluation, 

KNN has the highest mean value at 95.74%. On the other hand, RF, LDA and SVM 

produce almost similar mean values at 94.75%, 94.56% and 94.14%. 

Table 5.7: The mean values of accuracy, precision and recall for each baseline 

methods 

Classification method Accuracy Precision Recall  Mean 

value 

SVM 96.44 96.34 89.65 94.14 

RF 95.36 93.23 95.67 94.75 

LDA 95.75 98.62 89.32 94.56 

KNN 97.80 98.53 90.90 95.74 

 

Among the classification methods, RF is observed to produce different or not 

synchronize measures especially for precision and recall. This happens due to its 

characteristics of RF model which was treated as a black box. Therefore, gaining a full 

understanding of decision process by examining each individual tree is not feasible. In 

fact, for most of the statistical or machine learning approach such as SVM, use the black 

box approach in classification. These methods have been proven to be effective in terms 

of predictive accuracy, but they provide little meaningful explanation of prediction and 

give little new insight about the data or the application domain (Freitas et al., 2010). 

5.4.2 The relation of speech features with speech intelligibility classification  

Based on Table 5.2 and 5.3, it is obvious that the combination of selected speech 

features have more discriminating power that produces higher classification accuracy 

compared to the individual speech features and the mean values for each aspect of 

speech.  
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Figure 5.4: The graph comparing the accuracy based on the prosody, 

pronunciation and voice quality 

In Figure 5.3, voice quality indicates the highest accuracy for all classification 

methods. This result correlates to the findings of speech analysis in Section 4.9 which 

indicates that jitter and shimmer are significant speech features that contributes to the 

speech intelligibility deficits among impaired speakers.  

 

5.5 Summary 

This chapter presents baseline classification methods to obtain the benchmark results 

of the classification accuracy, precision and recall. We have also presented the 

classification accuracy for each individual speech features with the mean values of the 

three aspect of speech includes the prosody, pronunciation and voice quality. Further 

discussion of the performance of benchmark classification methods are presented in the 

findings section.  
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CHAPTER 6 THE PROPOSED FUZZY PETRI NETS (FPN) 

CLASSIFICATION METHOD FOR SPEECH 

INTELLIGIBILITY DETECTION 

This chapter presents the proposed FPN as classification method for speech 

intelligibility detection. It consists of the proposed FPN framework, the development 

procedures and the evaluation that leads to the performance comparison with the 

benchmark classification methods as discussed in Chapter 5. Summary of the proposed 

classification method then is discussed. 

6.1 Proposed Approach 

This section presents the proposed FPN as classification method for speech 

intelligibility detection.   

There is a consensus in Chapter 3 to identify a suitable classification method for 

addressing the issues of intelligibility detection performance in terms of accuracy, 

precision and recall.  The significant speech features that correlates with the speech 

intelligibility of impaired speech identified in Chapter 3 and 4. Later, individual 

speech feature is evaluated on the proposed FPN to understand the relationship between 

the speech features and the performance of the intelligibility detection. Selected speech 

features are evaluated for automatic detection of speech intelligibility, which will be 

later evaluated using the Malay speech database of impaired speakers and the control 

group. Figure 6.1 shows the framework of the proposed FPN for the automatic speech 

intelligibility detection. 

 Speech feature extraction to extract the discriminative features  
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 FPN classification that consists of the Fuzzy Inference System (FIS) and FPN 

Modelling 

The proposed approach used similar procedures of data preparation and speech 

feature extraction as described in Section 5.1. The development of FIS and FPN 

modeling in the FPN classification for detecting the speech intelligibility are 

discussed further in the next sections. 

 

Figure 6.1: The framework of the proposed FPN 
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6.2 Fuzzy Inference System (FIS) 

As discussed in Chapter 3, Subtractive Clustering is used to generate the FIS.  A FIS 

structure is needed to perform the training for the FIS. In this research, genfis2 is 

used for training the FIS model; 

fismat = genfis2(input,output); 

It generates a FIS by extracting a set of rules that models the data behavior. This 

function requires separate sets of input and output data as input arguments. For input 

data, we have speech features comprising MFCC value of 0th to 12th coefficients, 

energy, zcr, f0, jitter and shimmer which in total has 18 attributes for input. On the other 

hand, output has 1 attribute as either intelligible (1) or not intelligible (2).  When there is 

only one output, genfis2 can be utilized to generate an initial FIS for ANFIS training. 

The rule extraction method first uses the clustering function to determine the number of 

rules and membership functions for the antecedents and consequents. It produces the 

iteration count for training the FIS (Appendix D: Iteration Count of FIS). 

The Sugeno-type FIS structure (fismat) input data, input and output data, 

output is shown in figure 6.2.  

 

Figure 6.2: fismat structure 
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A total of 15 clusters were derived where the number of clusters determines the 

number of rules and membership functions from the generated FIS as shown in Figure 

6.3. 

 

Figure 6.3: Fuzzy Inference System 

 

The input membership function type is 'gaussmf'. Figure 6.4 shows the 15 

membership functions plot in Gaussian. 

 

Figure 6.4: Gaussian membership function plots 

6.2.1 Fuzzy rule based reasoning and FPN classification 

15 rules were generated from FIS using the subtractive clustering. The following is 

the example of the first rule generated from the 15 rules. All 15 rules generated are 

shown in (Appendix E: Fuzzy Rules and Fuzzy Rules Viewer). 
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Rule 1 

If (in1 is in1cluster1) and (in2 is in2cluster1) and (in3 is in3cluster1) and (in4 is 

in4cluster1) and (in5 is in5cluster1) and (in6 is in6cluster1) and (in7 is in7cluster1) and 

(in8 is in8cluster1) and (in9 is in9cluster1) and (in10 is in10cluster1) and (in11 is 

in11cluster1) and (in12 is in12cluster1) and (in13 is in13cluster1) and (in14 is 

in14cluster1) and (in15 is in15cluster1) and (in16 is in16cluster1) and (in17 is 

in17cluster1) and (in18 is in18cluster1) then (out1 is out1cluster1) (1)  

where in1 represent energy, in2 to in14 are MFCC0 to MFCC12, in15 is ZCR, in16 

is F0, in17 is jitter and in18 is shimmer. Meanwhile, cluster1 is represents speech 

features in the cluster of intelligibility. 

The FPN reasoning is described in Figure 6.5. The 15 rules are represented with 15 

transitions (tin1, tin2, tin3 ….. tin15), with 15 input arcs and 1 output arc. There are 18 

speech features as input variables. As such, FPN contains two fuzzification transitions 

(fuz-in1, fuz-in2, fuz-in3, ….. fuz-in15) which read the input and maps them to 

corresponding places (in1, in2, in3, ….., in15) in the knowledge base and decision 

making logic. For the 2 output variable (intelligible and notintelligible), a 

defuzzification transition (Def-intelligible, Def-notintelligible) is used to create the 

output signal to the system being controlled. The labels on the arcs are labels of 

linguistic values and crisp values. In our case, the defuzzification module maps the 

speech features to intelligibility classes for the corresponding variables.  
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Figure 6.5: The FPN reasoning 

6.3 The FPN Implementation 

In previous section, the FIS for the intelligibility detection has been developed. Next, 

the implementation of FPN classification method is discussed in this section. Figure 6.6 

shows the process flow of the PN Editor, PNML-2-GPenSIM converter and GPenSIM. 

These selected tools are discussed in section 3.8.2. First, PN Editor tool is used for Petri 

Nets modelling of intelligibility detection. This Petri Nets model is exported to Petri Net 

Markup Language (PNML) file, which later is converted to readable or compatible 

format to GPenSIM files using PNML-2-GPenSIM converter. These files are the Main 

Simulation File (MSF), Petri Definition file (PDF) Transition Definition File (TDF). 

Univ
ers

ity
 of

 M
ala

ya



143 

 

Finally, GPensim is used to communicate with the FIS engine for performing the 

classification tasks for intelligibility detection. 

 

 

 

 

 

 

 

 

 

6.3.1 The Petri Nets Modeling 

The Petri Nets modeling is performed using PN Editor tool. Figure 6.7 shows the 

Petri Nets model that was designed of 18 tokens, representing the 18 speech features, 15 

transition which represents the 15 fuzzy rules and 2 output classes of speech 

intelligibility which are intelligible or not intelligible. 

PN 

PNML-2-GPenSIM converter 

GPenSIM 

Petri nets model in .pnml file 

GPenSIM files (MSF, PDF, TDF) 

FIS 

Simulation 

Figure 6.6: The process flow of implementation 
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Figure 6.7: The PN Modelling using PN Editor 

6.3.2 PNML to GPenSIM files 

The conversion of Petri Nets model pnml file to gpensim files uses the PNML-2-

GPenSIM converter. The pnml document is shown in Appendix F: The pnml document. 

The converter is a Matlab function that reads a PNML files of Petri Nets model, extracts 

the Petri Nets structure and creates PDF, MSF and TDF files representing the model. 

During this process, the graphical details coded in the PNML file are discarded. The 

function used is as follows; 

pnml2gpensim(PNMLFilename); 

The PNML-2-GPenSIM converter is built on MATLAB platform. MATLAB offers a 

set of functions for reading and interpreting XML files, starting with the function 

‘xmlread’ that reads an XML document and returns Document Object Model (DOM) 

node. From the DOM node, the elements of the node (such as ‘place’, ‘transition’ and 

‘arc’) can be visited recursively, extracting the names of the elements, the initial 

marking (in case of place element), the source and the target (in case of an arc element). 
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The converter generated 1 MSF, 1 PDF and 18 TDF files as shown in Appendix G: The 

MSF, PDF and TDF files.  

6.3.3 GPenSIM Implementation 

In GPenSIM, three files are used, the MSF, PDF and TDF. In this research, MSF, 

PDF and TDF are generated from the PNML-2-GPenSIM converter. Figure 6.8 shows 

the integration of the three types of files. The MSF file are the main .m file that is 

responsible to run the simulations, while PDF contains the implementation detail of a 

Petri Nets and TDF contains the implementation details of transitions. 

 

Figure 6.8: Integration of the MSF, PDF and TDF files (Davidrajuh, 2012) 

The MSF consists of the following information; 

 The initial markings on the places  

 The initial dynamics includes the initial markings and firing times  

The PDF consists of the following information; 

 The places 

 The transitions 

 The arcs for connecting the places and transition 
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The TDF consists of the following information; 

 TDF_PREs and TDF_POSs for the transitions, which are the user-defined 

conditions attached to the transitions. 

6.4 Evaluation of the Proposed FPN 

The speech features used for evaluating the proposed FPN are similar to the 

evaluation of the baseline classification methods in Section 5.2. 

6.5 Results 

To figure out the misclassifications produced by FPN classifier, the confusion matrix 

of FPN is compared to the confusion matrix of the baseline classifiers, SVM, RF, LDA 

and KNN.  

Table 6.1: Confusion matrix of the proposed FPN and the baseline classification 

methods 

FPN Prediction   

Total  Notint  Int 

Actual  Notint  TP(153) FP(0) 153 

Int FN(9) TN(133) 142 

Total  162 133 295 

 

SVM Prediction   

Total  Notint  Int 

Actual  Notint  TP(147) FP(6) 153 

Int FN(18) TN(124) 142 

Total  165 130 295 

 

RF Prediction   

Total  Notint  Int 

Actual  Notint  TP(143) FP(10) 153 

Int FN(7) TN(135) 142 

Total  150 145 295 

 

LDA Prediction   

Total  Notint  Int 

Actual  Notint  TP(151) FP(2) 153 

Int FN(18) TN(124) 142 

Total  169 126 295 

 

KNN Prediction   

Total  Notint  Int 

Actual  Notint  TP(150) FP(3) 153 

Int FN(15) TN(127) 142 

Total  165 130 295 
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Based on Table 6.1, it was found that the automatic speech intelligibility detection 

commits more errors using SVM where not-intelligible is more frequently misclassified 

as intelligible 6 times (Type I error) and intelligible is misclassified as not-intelligible 

18 times (Type II error). 

Table 6.2 shows the classification accuracy of the proposed FPN for all 10 folds. The 

average of training and testing accuracy are also calculated as the performance of the 

classifier. 

Table 6.2: Classification accuracy of the proposed FPN for all folds 

Fold  FPN 

training testing 

Fold 1 98.76 99.32 

Fold 2 99.17 99.66 

Fold 3 98.87 97.63 

Fold 4 99.10 97.96 

Fold 5 99.02 98.31 

Fold 6 99.06 98.98 

Fold 7 98.95 97.63 

Fold 8 98.98 99.32 

Fold 9 98.76 97.30 

Fold 10 98.98 96.95 

Average  98.96 98.31 
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Table 6.3 presents the classification accuracy, precision and recall of the proposed 

FPN in terms of the training and testing. The classification accuracy is 98.31%, 

precision is 100.00% and recall is 94.40%. 

Table 6.3: Classification accuracy, precision and recall of the proposed FPN 

Accuracy 98.31% 

Precision 100.00% 

Recall  94.40% 

 

Table 6.4 shows the classification accuracy of FPN for individual speech features 

and the mean values of the aspect of speech which are prosody, pronunciation and 

recall. Overall, 3rd MFCC coefficient produces the highest accuracy with 86.14%. 

Meanwhile, the lowest accuracy is the 6th MFCC coefficient with 60.89%. The mean 

values for prosody is 72.11%, pronunciation is 75.56% and voice quality is 81.48%. 

Table 6.4: The classification accuracy based on the individual speech features 

Aspect of speech Speech features Evaluation 

Prosody  F0 72.62 

Energy  62.42 

ZCR 81.29 

Mean  72.11 

Pronunciation  MFCC 0 81.29 

MFCC 1 61.74 

MFCC 2 83.57 

MFCC 3 86.14 

MFCC 4 75.30 

MFCC 5 79.91 
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MFCC 6 60.89 

MFCC 7 74.99 

MFCC 8 69.81 

MFCC 9 81.36 

MFCC 10 72.08 

MFCC 11 81.36 

MFCC 12 73.81 

Mean  75.56 

Voice quality Jitter 79.87 

Shimmer  83.09 

Mean  81.48 

 

6.6 Discussion of Findings 

Based on the classification results, discussion of the findings are as follows; 

6.6.1 Accuracy, Precision and Recall: FPN vs Baseline Methods 

Figure 6.9 presents the comparisons of the classification accuracy, precision and 

recall of the proposed FPN with the benchmark classifiers. FPN has achieved a 

promising results with the highest classification accuracy (98.31%), and precision 

(100%) among all the classifiers. For recall, FPN produces 94.42% which is the second 

highest after RF (95.67%). Univ
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Figure 6.9: Comparisons of the classification accuracy, precision and recall of 

FPN with the benchmark classifiers 

 

Table 6.5 compares the mean values of accuracy, precision and recall for FPN with 

baseline classification methods. In terms of the mean value for accuracy, precision and 

recall, FPN produces the highest mean value with 97.57%. This indicates that FPN has 

greater discrimination ability than the baseline classification methods in detecting the 

intelligibility of impaired speech.  

Table 6.5: The mean values of accuracy, precision and recall for FPN and 

baseline methods 

Classification method Accuracy Precision Recall Mean 

value 

FPN 98.31 100.00 94.40 97.57 

SVM 96.44 96.34 89.65 94.14 

RF 95.36 93.23 95.67 94.75 

LDA 95.75 98.62 89.32 94.56 

KNN 97.80 98.53 90.90 95.74 
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6.6.2 Misclassification and Error Rate 

For analysis of the type of errors, false positive is known as Type I error and false 

negative is known as Type II error. Table 6.6 compares the Type I and Type II errors for 

FPN and the baseline methods in terms of the frequencies with the false positive rate 

intelligibility (p(FPi)) and false negative rate of intelligibility (p(FNi)). 

Table 6.6: Comparison of classification errors 

Classification method Type I Type II 

Frequency  p(FPi) Frequency p(FNi) 

FPN 0 0.00 9 0.06 

SVM 6 0.05 18 0.11 

RF 10 0.07 7 0.05 

LDA 2 0.02 18 0.11 

KNN 3 0.02 15 0.09 

 

For type I error, RF is the highest with 10 times of incorrect rejection of not 

intelligible.  For Type II error, SVM and LDA generates 18 times of failure to reject the 

false intelligible. On the other hand, FPN has no Type I error and Type II 9 times. For 

Type I rate, FPN has the lowest with 0.00 rate and RF with the highest at 0.07. For Type 

II rate, the lowest is RF at 0.05. SVM and LDA, both have the highest rate at 0.11. 

6.6.3 The Classification Accuracy of Speech Features: FPN vs Baseline 

Methods 

Table 6.7 show the classification accuracy for each individual speech features for 

FPN and baseline methods. The mean values for each aspect of speech is also presented. 

Univ
ers

ity
 of

 M
ala

ya



152 

 

For prosody, RF produces the highest accuracy at 74.55% and SVM the lowest at 

63.01%. For pronunciation, FPN produces the highest accuracy at 75.56%% and KNN 

the lowest (67.17%). For voice quality, FPN has the highest accuracy at 81.48% and 

KNN the lowest (75.89%). 

Table 6.7: The classification accuracy of FPN and baseline classifiers for 

individual speech features 

Aspect of speech  Speech features FPN SVM RF LDA KNN 

Prosody  F0 72.62 56.73 70.08 61.16 67.23 

Energy  62.42 51.71 74.69 51.81 56.35 

ZCR 81.29 80.58 78.89 80.58 78.55 

Mean  72.11 63.01 74.55 64.52 67.38 

Pronunciation  MFCC 0 81.29 80.89 77.33 80.92 73.77 

MFCC 1 61.74 61.60 57.30 61.74 50.53 

MFCC 2 83.57 83.19 79.67 83.19 78.42 

MFCC 3 86.14 86.04 84.34 86.17 74.72 

MFCC 4 75.30 73.16 71.16 72.86 71.06 

MFCC 5 79.91 79.97 77.40 80.07 75.84 

MFCC 6 60.89 59.57 56.39 59.03 55.30 

MFCC 7 74.99 74.96 68.62 74.96 66.96 

MFCC 8 69.81 69.57 63.94 69.37 61.71 

MFCC 9 81.36 81.23 77.60 81.23 75.23 

MFCC 10 72.08 72.14 66.15 71.87 64.59 

MFCC 11 81.36 73.43 69.61 73.37 66.66 

MFCC 12 73.81 73.20 71.60 73.13 58.39 

Mean  75.56 74.53 70.85 74.45 67.17 

Voice quality Jitter 79.87 73.50 75.09 76.38 74.21 

Shimmer  83.09 78.99 79.02 82.04 77.57 

Univ
ers

ity
 of

 M
ala

ya



153 

 

Mean  81.48 76.25 77.06 79.21 75.89 

 

6.6.4 Best Speech Features in Detecting Speech Intelligibility 

Table 6.8 shows the mean values for prosody, pronunciation and voice quality aspect 

of all classification methods. Voice quality produces the highest mean at 77.98%, 

followed by pronunciation (72.51%) and prosody (68.31%). 

Table 6.8: The mean values for prosody, pronunciation and voice quality 

 FPN SVM RF LDA KNN Mean  

Prosody  72.11 63.01 74.55 64.52 67.38 68.31 

Pronunciation  75.56 74.53 70.85 74.45 67.17 72.51 

Voice quality  81.48 76.25 77.06 79.21 75.89 77.98 

 

 

Figure 6.10: The mean values of prosody, pronunciation and voice quality for 

FPN and baseline methods 
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Based on the comparison graph in Figure 6.10, voice quality indicates the highest 

accuracy for all classification methods. This indicates that jitter and shimmer are 

significant speech features for detecting speech intelligibility of impaired speakers.  

In addition, a linear regression analysis is performed to determine the effect of 

prosody, pronunciation and voice quality to intelligibility detection. The purpose is to 

understand which of the speech aspect is statistically significant predictor for 

intelligibility detection in impaired speech. Figure 6.11 shows the effect of prosody, 

pronunciation and voice quality on classification accuracy.  

 

(a) Prosody 

 

(b) Pronunciation 

 

(c) Voice quality 

 

Figure 6.11: Effect of (a) prosody, (b) pronunciation and (c) voice quality on 

classification accuracy 

y = 0.2608x + 43.091
R² = 0.0046

62

64

66

68

70

72

74

76

95 96 97 98 99

ac
cu

ra
cy

prosody

y = -0.1688x + 88.838
R² = 0.0039

66

68

70

72

74

76

95 96 97 98 99

ac
cu

ra
cy

pronunciation

y = 0.5867x + 21.224
R² = 0.1028

75

76

77

78

79

80

81

82

95 96 97 98 99

ac
cu

ra
cy

voice quaityUniv
ers

ity
 of

 M
ala

ya



155 

 

Pronunciation and voice quality are found to be a significant predictors of 

classification accuracy, (p=0.008, >0.005) and (p=0.038, >0.005), respectively. 

However, prosody is found to be insignificant. The variance in classification accuracy 

can be explained by prosody (0.5%), pronunciation (0.4%) and voice quality (10.3%). 

Among the three, voice quality is found to explain more on the variation in 

classification accuracy. Table 6.9 summarizes the correlation and coefficient of 

determination of prosody, pronunciation and voice quality. 

Table 6.9: Correlation and coefficient of determination of prosody, 

pronunciation and voice quality 

 R R2 F P 

Prosody  0.068 0.005 0.014 0.003 

Pronunciation  0.062 0.004 0.012 0.008 

Voice quality  0.321 0.103 0.344 0.038 

 

As discussed in Section 4.9, voice quality such as jitter and shimmer are the 

significant aspect of speech for impaired speech that causes the intelligibility deficits. 

These two features correlates with the hoarseness in speech, which reduce the quality of 

speech for impaired speakers (Vipperla, 2010). This is because, speech impaired 

children have speech abnormality that affects the vocal folds, either muscle or neural 

activity involved with phonation, either lesions that may cause increase in aperiodicity 

of vocal fold vibration which was reflected in the increased value of jitter (Wertzner et 

al., 2005). The speech characteristics is also indicated by the reduction of glottic 

resistance, vocal fold mass lesions and greater noise at production, which are some of 

the factors that influence shimmer values (Wertzner et al., 2005). Therefore, in this 

research, we have identified that voice quality that consists of jitter and shimmer have 
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more discriminative power in detecting speech intelligibility of impaired speech 

compared to prosody and pronunciation aspect.  

 

6.7 Comparison with Existing Work 

Table 6.10 presents the existing research in FPN that has been used in various 

application of detection system. The comparison of FPN approach in detection system 

such as knowledge representation and inference engine as well as tools used for 

implementation is provided. 
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Table 6.10: Summary of related work on fuzzy petri nets for detection system 

Research Application  Detection Implementation  

Input Output Inference engine 

Knowledge 

representation 

Inference 

mechanism 

Author 

(2016) 

Speech 

intelligibility 

detection 

Salient discriminative speech 

features in intelligibility such as; 

F0, energy, ZCR, MFCC 0th – 

12th coefficient, jitter, shimmer 

Speech intelligibility FPN  FIS MATLAB 

PN Editor 

GPenSIM 

Ivasic-Kos 

et. al  

(2014) 

Image 

classification 

Image 

detection 

16 image features based on 

colour, position, size and shape 

of the region 

Multi-level image classes 

from four semantic levels 

as follows 

- An elementary class 

-A generalization class 

- A derived class  

- A scene class 

KRFPN -Fuzzy 

inheritance,  

-Fuzzy 

recognition  

-Fuzzy 

intersection 

Corel image 

dataset 

Normalized 

Cut algorithm 

Szwed 

(2014) 

Video event 

detection 

Video sequences and object Video event Fuzzy 

Semantic 

Petri Nets 

-Fuzzy 

ontology 

-Fuzzy 

description 

JAVA 
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logic 

Shen et al 

(2013) 

Human fall 

detection 

Human body inclination and the 

occurrence frequencies at the 

peak of the area of use 

Human body condition: 

-Walking 

-Exercising 

-Falling down 

High-Level 

FPN 

Fuzzy rules Not available 

Kouzehgar 

et. al (2011) 

Human 

Behavior 

Verification 

and 

Validation 

Questionnaire  Probable structural and 

semantic errors of human 

behaviour 

FPN Fuzzy rules Not available 

Cheng and 

Yang (2009) 

 

Railway 

traffic 

control 

 

-Possible dispatching decision 

factors 

-Possible dispatching options 

Abnormal event FPN Fuzzy rules Not available 

Lee et.al 

(1999) 

Damage 

assessment 

of bridges 

All information is shown 

hierarchically from overall 

damage level to inspection 

details such as follows 

 Damage level (A Fuzzy 

degree + truth values 

(TV)) 

Visual inspection Fuzzy rules + 

Truth Value 

(TV) 

F -> G, TV1 

F1         TV2 

      G1, TV3 

JAVA 
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 Damage cause (A cause 

+ TV) 

 Recommendations 
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6.8 Summary 

This chapter presents the development of the proposed FPN for speech intelligibility 

detector. From the experiments, several important findings have been identified as 

follows: 

 The proposed FPN outperforms the baseline classification methods in 

classification accuracy at 98.31%, and recall at 100.00%.  

 In detection of individual speech features, FPN outperforms the baseline 

classification methods with mean value of 81.48%. 

 For misclassification rate, FPN produces the lowest Type I error of 0.00%. In 

Type II error, FPN produces the second lowest rate (0.06) after RF (0.05). 

 Among the three aspects of speech, voice quality has been identified as a 

significant speech features for detecting speech intelligibility for children 

with speech impairment. 
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CHAPTER 7 CONCLUSION 

This chapter discusses the overall work carried out in this research. First, the research 

objectives identified in chapter 1 are revisited. Second, research contributions is 

presented. Third, some limitations of this research is explained. Finally, 

recommendations to the future work are provided. 

7.1 Research objectives revisited 

This section revisits the achievements of the research objectives identified in this 

research. 

7.1.1 Research objective 1 

The first objective is to identify the significant impaired speech features that are 

significant for the performance of automatic speech intelligibility detection. To achieve 

this objective, we begin with the analysis of literature in Chapter 2, accumulating and 

analyzing the speech corpus in Chapter 4 and the experimental work performed in 

Chapter 5.  For objective 1, there are two research questions that need to be considered 

as follows: 

RQ1: What are relevant speech features that could potentially affect the intelligibility 

of impaired speech? 

RQ2: What speech features should be measured in Malay pronunciation of speech 

impaired speakers in automatic speech intelligibility detection? 

In answering RQ1, the relevant speech features that could potentially affect the 

intelligibility of impaired speech is discussed in Chapter 2.  According to Kim et al 

(2015), these features can be categorized in prosody, pronunciation and voice quality.  
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The selection of speech features is reflected to the types of speech impairments 

presented in Chapter 1 which are articulation disorders, voice disorders and fluency 

disorders. Figure 7.1 show the mapping of the types of speech impairments to the 

category or aspect of speech features. 

 

 

 

 

 

 

The three types of disorders are influenced by the speech features of impaired 

speech. For fluency disorders, the speaking flow is interrupted, which affect the atypical 

rate, rhythm and repetition in sounds. The speech features related to prosody such 

fundamental frequency (F0) or pitch, intensity, energy and normalized duration of 

syllables are related to tone, loudness and rhythm structures. These features are suitable 

representation of the characteristics of impaired speech with fluency disorders. 

Articulation disorders are correlated with the ability of the articulator to pronounce 

words. Therefore, speech features that carry meaningful information related to 

pronunciation such as MFCC is important to represent the characteristics of articulation 

disorders. For voice disorders, this is related to the abnormal production in voice quality 

which includes aspect of phonation and resonance. Therefore, speech features related to 

voice quality are important to represent the characteristics of voice disorders.  

Types of speech 

impairments  

Fluency disorders 

Articulation disorders 

Voice disorders  

Aspect of speech 

features  

Prosody  

Pronunciation  

Voice quality 

Figure 7.1 Mapping of the types of speech impairments and the 

aspect of speech features 
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For RQ2, the speech features that should be measured for Malay pronunciation of 

impaired speakers in automatic speech intelligibility detection have been identified in 

chapter 3 and 4. Relevant speech features in Malay impaired speech are F0, energy, 

ZCR, MFCC, jitter and shimmer. In chapter 5 and 6, we have identified that the most 

significant speech features of Malay impaired children are related to jitter and shimmer.  

7.1.2 Research objective 2 

The second objective is to identify suitable classification method to enhance the 

performance of automatic speech intelligibility detection for speech impaired speakers. 

The identification is carried out with information gained from the analysis of literature 

and justification in Chapter 2 and 3.  Research questions related to objective 2 are as 

follows; 

RQ3: What is needed to optimize the discrimination ability in the automatic speech 

intelligibility detection of impaired speech?  

RQ4: What are the basis, framework and contents of the identified classification 

method?  

The identification of suitable classification method is based on the lacking of the 

discrimination ability on the existing methods. Discrimination ability in detection 

system makes use of the speech features and the classification methods itself. The main 

issue is the characteristics of impaired speech, which is difficult to be classified due to 

high variability and confusability that lead to low intelligibility of speech. In answering 

RQ3, it is important to have a classifier that has the ability to reason the speech 

knowledge to decide the particular class of intelligibility. For that, FPN is identified as a 

suitable method that has the greater knowledge representation ability to reason 

ambiguous information.  
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In RQ4, the basis, framework and contents of the identified classification methods 

explained in Chapter 3.  

7.1.3 Research objective 3 

The third objective is to develop an automatic speech intelligibility detector based on 

the identified classification methods in objective 2. In this stage, we formulate a 

framework that can support the development of Fuzzy Petri Nets for speech 

intelligibility detector. This is explained in Chapter 3 and 5. One research question for 

objective 3 is as follows: 

RQ5: How the proposed method developed? 

The proposed method development is explained in Chapter 6. 

7.1.4 Research objective 4 

The fourth objective is to evaluate and compare the performance of the proposed 

classification method with the existing benchmark methods. The system prototype is 

developed which is presented in Chapter 6. The benchmark methods are presented in 

Chapter 5. Research questions related to objective 4 are as follows: 

RQ6: What are the measurement used to evaluate the proposed methods? 

RQ7: How the results of the proposed method being compared to the baseline 

method? 

For RQ6, there are several measurements used to evaluate the proposed methods as 

explained in Section 3.7. Table 7.1 recaps the types of evaluation used to evaluate the 

proposed FPN and their purposes. 
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Table 7.1: Types of evaluation and their purposes 

Types of evaluation Purposes  

The misclassification rate  

  

Type I – To measure the false positive 

rate for a given class 

Type II – To measure the false 

negative rate a given class 

Classification accuracy 

 

To calculated the percentage of the 

correct prediction 

Precision 

 

To calculate the percentage of the 

correct positive prediction 

Recall  To calculate the percentage of the 

positive cases 

 

In answering RQ7, the comparison of the results for proposed FPN and the baseline 

methods are discussed in Section 6.6. The comparisons are made to identify the 

performance of the proposed FPN and the baseline methods using the identified 

evaluation measurements. In addition, comparison is also made to understand 

significant speech features with high discrimination ability in detecting the speech 

intelligibility of impaired speech among Malay speaking children.  

7.2 Research Contribution 

This research contribution includes the following; 

A corpus of Malay children speakers with speech impairments 

It is identified that the difficulty of the access to suitable corpus Malay children 

speakers with speech impairments. Therefore, in this research, a corpus of Malay 
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children speakers with speech impairments is developed. The corpus consist of 30 

impaired speakers with 60 control speakers. The development and analysis of the Malay 

speech corpus is in achieving objective 1.  

Speech analysis of significant speech features of Malay children speakers with 

speech impairments in intelligibility detection 

The speech analysis performed in achieving objective 1 is to identify the significant 

speech features for Malay speaking children with speech impairments for the automatic 

speech intelligibility detection. It is important to identify the significant speech features 

that has high discriminative ability between impaired and control group. The selection 

of relevant speech features contribute to the performance of the detector. Based on the 

speech analysis, we have identified relevant speech features for Malay speaking 

children with speech impairments such as F0, energy, ZCR, MFCC, jitter and shimmer. 

The significant features among all for detecting speech intelligibility are jitter and 

shimmer. The discussion of findings is explained in Section 6.6.4 

Improvised automatic speech intelligibility detector for children with speech 

impairments  

The proposed FPN has shown the success of improving the discrimination ability of 

the automatic speech intelligibility detector for children with speech impairments. The 

justification and implementation of the proposed approach is presented in Chapter 3 and 

6. 

Comparative results of the proposed classifier with existing baseline methods 
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The evaluation of the proposed FPN and the existing baseline methods covers 

misclassification rate, accuracy, precision and recall. The proposed classifier has 

outperformed all the baseline classifiers for all the above performance measures. 

7.3 Research Limitation 

Speech resource limitation. This research suffers from resource limitation that could 

potentially influence the outcome of the research. As the focus is on children, very 

limited data was collected due to difficulties in obtaining and handling recording 

sessions with speech impaired children. However, the focus of this research is more on 

classification, thus this limitation may not be that significant.  

Human expert. The machine learning techniques perform classification based on a 

set of input by human expert, which may contain errors. Although this research has 

taken the necessary due care, it is not guaranteed that all human errors has been 

eliminated.  

Knowledge on the FPN approach and simulation. Though we have identified the 

suitability and performance of FPN in detecting speech intelligibility of impaired 

speech, this research has limitation. The proposed method presented in this thesis 

requires medium to advanced knowledge in the in FPN technology and simulation tool 

to perform the simulation. It is not the same as the other methods such as SVM, KNN, 

RF and LDA which their toolboxes are already provided in MATLAB.  

7.4 Future work 

Though FPN has been proven to increase the ability of detector and increase the 

system performance, there are still rooms for improvements. This section provides 

several suggestions which may be consider to extend the research in terms of short-term 

and long-term goals. 
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Short-term goals 

Considering more features. This research has been focusing on the prosody, voice 

quality and pronunciation aspect of speech to improve the classification performance. 

Further research can be conducted in using other combinations of speech features such 

as Linear Predictive Coding (LPC), Perceptual Linear Prediction (PLP) and harmonic to 

noise ratio (HNR) in order to maximize the classification performance.  

Optimizing the learning ability in FPN. FPN is proven as a classification method that 

has the capability in classifying the speech intelligibility of impaired speech. It is a 

powerful modeling tool for fuzzy production rules-based knowledge systems. The 

classification performance can also be improved by optimizing the learning ability of 

FPN. It is interesting to see how this implicates the study. 

Long-term goals 

Enhance the development of the back end of DBASR. This research only focuses on 

the front end of the DBASR which involves the classification task. For further research, 

this system can be enhance to the back end of DBASR to develop a complete DBASR. 

Further works can be focus on the linguistic merger and the recognition process of the 

DBASR. 

Development of the applications based Automatic Speech Intelligibility Detection. 

For further research work, many useful applications based on the automatic speech 

intelligibility detection can be developed. Example of the applications such as the 

intelligibility assessment tool for diagnostic and therapy evaluation, capturing the 

abnormal speech variation tools as well as opportune treatment in order to assist speech 

therapist and SLPs. On the other hand, another applications which are useful for the 
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speech impaired speakers, caretakers and teachers can be developed. Example of the 

applications are the assistive and educational technology such as the personal speech 

tracker and assessment.  
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