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CHAPTER I
INTRODUCTION

The developuent of computers have made possible a
new kind of Industrial revolution. The first revolution
relieved men of much of his manual labour and gave him
powerful tools that will help him accomplish great and
otherwvise impossible physical feats. The new revolution
gives him powerful tools that will relieve him of much of
his mental durdgery and make it possible for him to use his
mind more profitably.

In the scientific field, for example, the computer
has make it possible things that could not have been done
otherwise. Problems that would require many man-years of
human computation are solved by computers in a matter of
minutes. The spilt second ecalculations required to direet
the Appolo 13, when it had a mishap in space, safely back
to earth would not have been possible if it had mot been by
computers. Humans may lose thelr efficiency under the grig
of emotion, but computers being machines, will do their jo
without be "flustered”.

Computers were originally developed for use in
scientific researchs But the tremendous advantages offered
by them in other fields, mainly in business, have made
computers popular. The computer is a great aid to man in
gerforming routine and re tive tasks more efficiently.

he principles of uniformity, standardization, and
numeralization have become tl'm keys of successful perfore
mances in many flelds. Imagination, creativeness and clever
innovations may be used in buil the machines, but once
they are built, the "human" qualities must be replaced by
the "inhuman" lities surrounding standardization of
performance. 8 is necessary if the machine, especially
the 9 is to be used in accomplishing the work for
which it was designed.

The electronic computer has taken the drudgery of
work out of many fields; some of the more popular of which
are the following:=-

In police work: the speed and accuracy of results
given by a computer is a great asset in police work. 1In
America, computers are used to store and process arrest
reports, recovery reports, traffic tickets, gun records and



many other active fields records. Thus up-to-date informa-
tion is made available in a matter of seconds.

The Police Department in Malaysia i& to soon have
a computer system of keeping records. ‘

Bat Computers are also used in Post Office and mail
transportation in America. DBook-composition for printing
is glso done by computers. They are also used in the real-
estate business; for manufacturing bread (to see that
correct proportion of ingredients are added properly mixed
ete)s in the clearing of checks in banksj; in flight and
hotel reservations; in air-traffic control whiech is a pro-
blem in the major air-ports; in weather forecasting and
recently, even in compiling horoscopes.

To obtain an idea of the capability of the computer,

the following example would be illustrative., In 1832
Richardson of England developed the necessary mathematics
for predicting the weathers; it would have taken 60,000
mathematicians working together in a stadium to hendle the
caleulation necessary %o predict the weather for one small
part of England alone. The advent of computers has made it
possible for the United States Navy to use this method to
E:Pt weather prediction for the entire Northern Hemisphere

40 minutes. Thus it can be seen the potentiality of
computers is enormous.

Keeping Records |

"Kee Records™ is here used as a al term
to denote the following processes done to raw data. They
are :

1) elassifying and codingj
3 nie

4) -un‘-ﬂm;

5) calculating and communicating.

These are the processes involved in the keeping of any
records, but specially so in the case of students records -
vhere marks have to be added, averaged, put in order of
merit, ete. The appropriate term for &his is data
proecessing. If the processing is done by an electric conm-
puter, it is known as electroniec data processing.

ooptnd M ST 15 e el
nemous
'Stng {tntta Processing”.

' Data can simply be defined as any bit of
intelligence or piece of informationj data may be any



punber, any letter or symbol or conbination of numbers,
letters and symbols, data would be th. comh&nationfof
the following esn nunbers _ ,

Qp Ly By dy be 898y -Ta 9919 1
tvonty six letters . ‘
ABCDEFGHIJKLHNOPQRSTUVHXIZ
and about 14 symbels,

o O b sl f the ol el of* the
This or so characters constitute the rav material that

This bdasic data g

sesonting B0 oo -%;; sssctes o dute
f‘" ' “ﬂ,"" 3

thno ctat tnwdntouh ent
bac mdi-n.i, mbnqn processing

nuaber !h:infmm:l“‘ w It is
mﬂnn&.m ;mem.

ma‘m“?mu;m o
éumﬁ“ "cm-uozuuu, rdy ote.
humum.tuuuawu in the data

gysten, "Medium" is a technical term for ih:t-

mhﬁ-m(m
h‘m«uhmna vunx.
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Sorting

When the data is arranged or put into sequence,
it is said to be sorted e.g. sorting students by sex. Two
or more flles rearranged into one file is known as "merging".
Another variation of sorting occurs when a record selected
from one file is added to one selected from another file.
This is known as matching, B

Sumuarizing

This is basically a coding operation. Its
objective, as reflected in the common use of the term
summarizing, l.e. compression of data. The most common
gmplo of summarizing is the total or sum of a column of

gures.

Saleulating
This operation involves the application of arithe-

metic to data i.e. adding, subtraeting, multipliecation and
diversions adl 4

Usually most of the data processing work involves
ealeulating e.ge payment of fees, payroll figures cte.

Whenever data is from one point to

another, it can be said to have b communicateds This
muun% of datea may occur by human means, electrically as

signals over wires, or mechanieally as movement of cards
through a machine.

Data processing with or without machines, is the
manipulation of numbers, letters and symbols through one or
more of the basic operations mentioned above, to convert
input data into useful outputs.

'!‘hh 4s wvhat we are concerned in keeping student
records.

Kinds of Data wrocessing svstoms
nnu!ruum’m be carried out by several
menas to 1ish the basic operation. ual Data
m:usins’ d mean that the data - processed by human
gSe :

When mechanical devices are used to assist man in
econverting input data into useful o data, the data
processing is called Mechanieal tha essing. IHand

- d -



operated cash register or adding machines are examples of
mechanical data processorss £

Electro-mechanical Data processing is the term
applied to data processing systems that use electro-
me:hanical equipments Desketop calculations are of this
categorys

Finally, the type of processing we are interested
in, electronie Da&a processing is 'cheuiu with the use
of computer. These are machines ch electronic eircuitery,
tubes, or transistors in their design.

~ At the eampus, we have also a Punched-Card System
for data processing. However, a computer system is any time
better than the punchecard system because of the following
reasons: ‘

55 Speeds A computer, being an electronic deviee,
- can process with speed of light and the
+ - design eomplication of using decimal systems of
numbers is overcome by using the briary system
of numbers

(2) Intercommunications In a punchecard s »
each proecess would take e in a differen
machine and the machine (punch~cards) have to
be moved hand, However, in a computer
mtah data can be moved across wires,
since data is in pulse-~train form in the
equipments

(3) Arithmetic Abilitys 4is provided, ise. addition,
subtraction, division and multipiication can
bo carried out,.

(4) logieability turns out to be a by uct of
nﬁcrmun. Decision making can based on
co ison of one with another. OSome relatively

alternatives can be chosen based on
successive tests as to whether one number is
bigger than, less than or equal to anothers

(58)  Storage, or memory, results from the aclapta-

tion of common de like tape recorder or
ponograph record. PO &
()  Self econtrols In all ; card systems, an

operator is necessary ecarry out each process,
however a computer, once correctly programmed
can carry out all &ho gﬁ«asm by itself
without supervision. 8 have advantage in
speed and less chance of human error ecreeping in.

- 5w



Due to these factors, a computer system is at
present the best means of keeping records (data processing).

Object and Scope of Study

This graduation excercise is an attempt to explain
the computer system and how it can be made use of to keep
records. "Students' Records" is taken to mean a general
term meaning data. It is not specifically defined, and as
such, I have not attempted to design a specific system of
keep records., This is merely a discussion on how to go
about disigning a system.

Research Methodology

To go about doing the graduation excercise, some
knowledge of the computer had to be gained. Hence I attend-
ed lectures on computer and their usage given by various
lecturers both in :ho com centre and also a course on
systems analysis given by Dr. Jacobus of the Public
Administration Division. b G

; Specific details on the eomputers were obtained
through manuals and various books. Here I spend a number of
days the Statisties D:g:rbut to obtain some information
on how they make use of computers.

But the main research was done in the computer
centre and the Library. One major problem I had to face was
that no student's data were processed in the computer centre,
othen than that of licants to enter the University and on
payment of fees., Their programmes on pasyment of fees were
not available for study and hence I had to make do with a
general study of keeping records. )

Opganization ¢ slibseguent Lhapyer

This essay is divided into two major - one
dealing with the computer, and the other with the system of
keeping records., The second chapter is a description of the

with its various components., The rd chapter
deals w:l{'.h programming, and the fourth chapter 1s a sample
programme to proces® marks of students.

The fifth chapter is an explenation on how to make
use of the computer system for processing. The wvarious steps
involved are gone through. The sixth chapter is a discussion
of file organization techniques which is the esence of
:;:gd—kuplng and finally, we end up with the concluding

ers .




CHAPTER II gy
THE COMPUTER -

An tum:t&is computer u 2 mm that Mpulatu
mhh in sceordance with given rules in a predetermined and
self-directed manner. In other wordsy it is a high speed,
sutomatie, electronie, digital date~processing machines

: The term digital in the defination refers %o tvo
futm-u of the symbols in the automatic eomputere

- (1) - all the symbol oenbinauont used follow a ,
modified counting rule, i.e., {rom one
 symbol combination it ®1s possibie to derive
the other possible symbol combination
by some counting process

(2) some of the rules of logle and arithmetie
! are appuubh to the symbol mmhs

bt o T L S L At
S o z the
the snalog. 4Analo oonmara operate with physieal analogy,
rather thnn digit ssed information. Most computers
have a work area on whi an electrical analogy (not symbols)
of the problem is physically eontructed from & of
electrical components. This analogy is then energised and
an parts perform simultaneously to produce a response under
shm eond tions (oondit&ons ch are also analogies).

e result (response) takc: th. form of variation in
electrical quantities and ften recorded on graphs. In
shorty an analog computer operatos a form of measuring,
vherou a digital eonmrter operates ;pplying rules in
uquenn to symbol combinations,.

In our case, we are interested only in the digital
computer., The IBM 11&) in the campus is a digital computer.
For all administrative, business ses, digital computers
are used, Only in scicntinc field is tho analog computer
of importance,

It is fairly obvious that duxm means to deal
with numbers - digits. Our decimal system of numbers has
ten different symbols, and this cannot be handled by a
computer., We shall examine this more.

-7 =



Here we have to bring in the term "state". A
state ean be loosely defined as one or two or more conditions
or positions than a thing may be in, For example, & 1ight
has two possible state, on or off. The pumber of wheels in
a desk ealculator may have ten stable statesy; one for each
of the digits O thro o as well as the stabe of being in
rotation (1.e. instable). i

r conmputers, including the Campus Im 1130, are
made to operate in two s"atca, {.9¢ & Dbinary manner. Tfaoy
alternate back and forth between two states, For example,

2 trensistor or a vacuum tube may be either econduecting
electricity or not conducting, or it may be condueting at a
high voltage or a low voltages On, for example, & magnetic
component may be magnetised in one direction or the opposite

convention, the state of off ("no se") can
be repres by the g:hol 0, and the state of on (pulse)
can be represefited by the Syabol 1. The symbols 0 and I
dis s stotes of a two state device, called bits (Binary
digl s)s A bit serves as & basie unit or measure of infor-
mation = e.g. about the state of a two state deviece.

- _As the computer deals with data processing, it has
various nents to out the different parts of the
process. se tasks are input, arithmetiec, logic, storage,
om‘! end control: The oommn vhiech earry on these
h."‘:nnmmmh llustrated by a eomputer block
. L ] ; .

CONTROL

i

b~ - i

T
i
i
'
|

v

OUTPUT

ARTTIMETIC & LOGIC

+

Pig.d | Computer Hloek Diagran



There are different input units or devices for
reading punch cards, punched tape, magnetic tape, magnetic
ink characters, printed characters and even hand written
characters. ‘ e

‘ There are also output devices which ecan punch
cards, punch tape or give out information « the input units
%;z; most of the input units can also be used as output

SSe

Arithmetic and logic units make up the 'compute-
tion' part of the computer, i.e. they add, subtract, mule
tiply and divide and also perform logic operations,

Btorage devices (memory devices) as their name
implies store data or programmes (list of instructions).
The most widely used devices are the drum disc, tape and
cone storage devicess

: The control unit is the most glamorous part of the
computer. It has lights, coloured buttons and data flashing
on the screen, all rolating to the operation of the computer,
We ‘shall now examine the components more detail,

Anout and Output Unlts

_—The imput devieces read the data that is to be
processeds The output devices takes the data from the
storage unit of the computer and provides the result on cards, -
tapes or printed on paper. The output and input units act
"middleman" between human and the computer.

This is to 'say that the input and output units
carry on the translation funetion, Machine language is
different from erdin.;z ng . and hence the input units
first translate the data pre into machine language be-
fore being processed and -output units translate the
processed data intd language intelligible for humans.

i 4 sommuieste l:;.t: thdt_ puter, Jdisferent
anguages have been deve nota e TRAN language
vhich is used in out IBM 1130 (FORTRAN is a word formed from
the words FORMULA TRANSLATION),. / Fie 2-2l)

' 5 . /

There are instances where automatic computers
receive their input data from other machines, or supply data
directly to other machines, In these instances, only
"machine languages" are involved. Even then, tﬁo ut
oquig::nt translates the other "machine language" into its
own chine language" and the output unit does the re-
translation.
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g % g

Representative
Common Speed

Cost Factor

per
As In Char. Million Example
Equipment | Use Usual Range of Spceds Quoted Per Sec. | Characters of Use Comments
Input 6 thousand characters per 60 ke 60,000 $ 0.03 UNIVAC-II :

Magnetic second (kc) to 200 kc S;7cc{is are nominal -tlnd in practice may be reducgd by
Tape = o interblock gaps, parity bits, start-stop times, back-
dap Output | 6 thousand characters per 60 ke 60,000 $ 0.03 PHILCO-2000 spacings, and block addresses if any

second (kc) to 200 ke
Input ds inut 600 c; 21.00 A-
Punched o :: ;ggo Z:;r TR W . 00 e e Speeds are nominal; typically only part of cach card
7 n - s is used which reduces in practice the eifective char-
Card Output | 13 cards per minute (cpm) 250 cpm 333 $23.00 1I5M-1401 acters ver second speed
to 350 cpm
Input 10 characters per second 1000 cps 1,000 $17.50 H-800 The high speed readers operate photoelectrically
Paper (cps) to 200 cps i
Tape Output | 10 seconds per second (cps) | 100 cps 100 $20.50 G-20 Electrostatic printing can be used to produce dark
to 300 cps i spots instead of punched holes
Optical Input 235 decuments per minute 600 dpm $00 $10.00 IBM-1410 %
Character (dpm) to 1500 dpm A {
Reader Speeds are nominal; in practice the character per
- sccond speeds are reduced as the paper {orms become
Maguetic Input | 750 documents per minute | 1600 dpm 1,450 $ 3.50 B-270 bols d
i Db R {dpm) to 2000 dpm ’ 4 larger, and as more marker symbols are use
ter Reader
Line Qutput | 150 lines per minute (Ipm) 900 Ipm 1,800 $ 6.50 RCA-301 The highest specd printers operate electrostatically
_Printer to 5000 lpm -
Character Qutput | 10 characters per second 10 cps 10 $20.00 PB-250 Usually takes the form of a console typewriter
Printer {cps) to 60 cps ;
Chart Input 1 point per second (pps) to 10 pps 100 $12.50 G-15 DDA Rarely used, partly because requires analog to digital
Reader . 500 pps converter ?
Graph Output g point per second (pps) to 2 pps 20 $25.00 CDC-160 These are typically mechanical equipments
Plotter pps .
Display Cutput lopoi(:;t per second (pps) to 100 pps 1,000 $ 5.00 IBM-7080 These are typically electronic equipments
10060 pps
Transaction | Input 1 transaction per moath to 1 tpm 2 $30.00 NCR-315
Recorder 6000 transactions per min-
ute (tpm) Usually used in a satellite manner with a cential buffer
Tag Tnput 1 transaction per day to 10 1 tpm 2 $20.00 Noris on Tans to improve the effective characters per sccond speeds
Reader transactions per minute (tpm)
Keyboard Input 1 key siroke per hour (sph) | 8000 sph 2 $55.00 | NCR-390 Oiten fotind as part of a control console, commonly in
| to 14000 sph | the form of a typewriter 5
Direct Input T 1 measurement per month to| 10 mpm 1 Sce TRW-300 Usually requires an analog to digital converter; cost
Input { 6000 mcasurements per Comments {actor is not meaningiul
minute (mpm)
Agmalor Qutput | 1 setting per month to 6000 6 spm 1 Sce IBM-1710 Usually requires a digital to analog converter; cost
setti Comments factor is not meaningful

s per minute (spm)

g - y : . . . . /
I"it.. 2.3 Summary of major types of input-output equipment
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Ve nt

Represgentative Representative j Cost per
Storage | Representative | Random Access Capacity in Usual Cyclic { Character Example \ Comments
Device Access Time* Time* Words* Mode Permanence | Erasability | Availability | Factor of use
Magnetic 7 ms 2 min 500,000 per Serial Permanent | Erasable | Can be $0.06 for I"Honeywell- | 100 bits per chan-
Tape reel drive 400 nel per inch 50
$0.00002 inches or more
for tape itself per second :
Magnetic 2 ms 20 ms 2,000 to 16,000 | Serial Permapent Erasable Cyclic §0.10 IBM-650 Has been widely
Drum 3 J each used
Magnetic 4us ‘" 4us 4,000 common, | Parallel | Permanent Erasable Not $2.30 UNIVAC- Requires complex
Cores but no neces- or Serial Cyclic piie circuitry; very
sary limit ] popular
Magnetic 20 ms 300 ms 20,000 per Serial Permanent Erasable Cyclic $0.008 RCA-301 Used [or moderate
Discs disc speed, moderate
. cost random ac-
'cess storage
Magnetic 0.2 us 0.2 us 4,000 common, | Parallel Permanent Erasable Not $2.25 UNIVAC- Requires complex
Thin Films but no neces- or Serial Cyclic 1107 circuitry; new
sary limit L and very fast
Punched 100 ms 2 min About 6 per Serial or | Permanent Not Not $0.50 for IBM-CPC Faster access
Cards card but no Parallel Erasable Cyclic reader times
limit on num- $0.00002 possible
ber of cards for card {tself
Paper 250 ms 20 min 10 to 500 com~ | Serial Permanent Not Can be $0.30 for LGP-30 Faster access
Tape mon, but no Erasable rcader times possible
limit on length $0.00002
of tape for tape itself
Acoustic 10 us 40 us Less than Serial - Volatile Erasable Cyclic $1.00 PB-250 Declining in
Delay 1,000 popularity
Electrostatic 10 us 40 us 1,024 bits per Parallel | Volatile Erasable Can be $4.00 IBM-701 Now rarely used
Tube tube usual
Transistors 1us 20 us 1 bit per de- Parallel | Volatile Erasable Not $7.50 JAIN- | Sometimes used
and Vacuum vice usual Cyclic COMP in buffers
Tubes
Relay 50 us 500 ms 1 bit per re- Parallel | Can be Erasable Not $3.00 Univac- ; Not used in high-
lay Permanent Cyclic 120 i speed computers
Film 10 ms 50 ms? No limit Serial Permanent | Usually Not| Can be $0.0001? - Still largely -
; Erasable developmental
Cryogenic 0.2 us? 0.2 us? No necessary Parallel | Permanent Erasable Not $10.007? - Still largely
Devices limit or Serial | if kept cold Cyclic experimental

*For words ten decimal digits in length,

Summary of major types of storage devices
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There are six major attributes of input output

equipment. JThey are the followingi-

(1)

(2)

(3)

(4)

(5)

(6)

How the units operate. All data which is

communicated to the computer take the form

of patterns or media. e most common

patterns or media areie

a) ink on g:gn (such _as number, letters
or spec symbols)

b) holes punched into cards or paper tapes

¢) spots of magnetization on magnetizable
materials (magnetic tape) an

d) sudden sharp changes in lectrical voltages

Punched cards and tic tapes are
known as dual se me because they are
used as both input and output media,
card is the most commonly used input media and as
such, it deserves detailed study.

Its use: Some equipment for input only, some

~output only, and some for both functions.

Its speed of operation: Most and output
equipment operate on a regular time-sequence.

The speed of the equipment can be measured
in terms of "characters" or in s per unit
of time. Since the normal human time of seconds
and minutes are too large for computer speeds.
milliseconds are used as measures of time. ﬂ‘
speed taken using various input/output media

are shown in Fiy .33

Its built in checking facility. Some form of
errors can be detected by the input-output
equipment itself.

Its buffering: The translation function of
the input-output equipment is carried on by
the buffers part of the equipment

Its costt Since there is no comparable basis

for measurement of using various units, any
such measurements are not really valid.

- 16 -



Punched Cards

Punched cards, as said earlier, is the most
eomgon input media., Its most popular because of its low
COSTe -

- Punched cards are pleces of cardboard with speci-
fic dimensions and thickness, 3 1/2 inches wide, 7 3/8
inches 1ong and 0,007 inches thick, There are fwo major
types of punched cards, Remington Rand and IBM, The IBM
system, which is used in the campus, uses cards with
rectangular holesj the other system uses cards with round
holes. This is the only difference in the two types of
cards, The carde-code concepts, reading of cards:, equip- -
ment and effectiveness of systems are similar in both cases.

R {ho Ig mmmmmth:olw mlvo position
each column for p rec ese

Rend Cards have 90 eolumns arranged in 2 backs of 6 rows
each, 45 column to the Back. Al ugh these are the stan-
dard forms, variation in columns per card, size, colour,
corner cut can be obtained, Of course, the physicel dimen-
sion of the card cannot vary. %

_ The IBM cards has numbers printed on it. The 80
columns are numbered with small numbers, while tenm of the
twelve rows are numbered from O to 9. Tne 11th and 12th
:gwn are not numbered. These two rows exist, Just above

e O row, : R 4

The eleventh, twelfth and zero positions are call-
ed zone punches, and tﬁo other nine positions are called
digit punches. The eleventh and twe fth positions are not
numbered because usually other information can be printed
there for normal use, and the presence of numbers would
make reading difricult (see fig. 2.4). :

m

: The numbers, alphabets and other symbols are coded
into a hole or conbination of holes punched on the card.

The pattern of which always represent the same characters.
The position of the holes in the is the basis of the whole
data processing systems, and hence the card dimensions are
held striet precision,

Nunbers
Any of the ten digits (0 « ©) is represented in

ﬁnigard by a hole in the any of the column to represent the
e N Y
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Examples A hole in number © position will represent the
nunber © to any IBM Card nuhimg

This means that only one digit can be represented
gx any one column on the eard. Any number 6f more than one
git will be represented by the same number of columns as
there are digits in that number i.e., a four digit number say

4732, will be represented by 4 holes in 4 columns.

Letiers

Alphabets are represented by two holes in any one

lunn, One hole would be in of the digit positions
1 - 9) and one in the zone positions (0, 11 and 12) in the
same column, . :

Examplet "A" is represented by a hole in position 12 and
another in position one. The letter "B" is
represented by a 12 and a 2 punch. The letter
ngh ig 12 - 3 and so through until 12 - 9, which
is the letter I, | |

Then we move to the 11th zone and lst column to
represent J, and move consequetively until the 11 - ©
positions representing R. w we have ® more of the 206
alphabets to take care ofs O = 2 represents 5 and we move
down to 0 - © which represents Z, :

'!hccg::itim 0 « 1 is not used because the holes
would be too e together and errors may occur as the holes
could easily become one. ’

Svabols
_Symbols may represented one, two or even
3 holes in a column. ?;‘u fige b’ o :

ok AN ‘Summarizing, each IBM card has 80 columns and
twelve rows. There are 12 dimm _positions. ?Bnch.lnt
position 1 - © are called digit or numerical punch position
'“13’1“ 0, 11, 12th positions are called zone punch
pos ONSe

. The 1lth and 12th positions are not labelled on the
card. The other positions are numbered O to 9.

o A1l digits are represented by holes in the
correspo positions O - 9, All alphabetic letters are
represented by 2 holes in each column, one in the zone area
and the other in the digital area.

- 18 =



: Punch cards are "read" by the physical movement of
2 card part, 2 sensing mechanism, which may be electrical
eontacts or a photoeleetric device. The deck of cards are
placed on the feed hopper of a punched card reader, (See
fig. ~ )s The cards arve taken from the feed hopper one by
one past the reading station. ‘

The reading devices is a row of thin flexible
springs or brushes, one for sach ecolumn, which can pass
ugh the holes In the card to form an electriecal circuit
for sach hole.

' " The eard may be taken for a sscond reading for
checking purposes. After this, the card is taken to the
stacker, where all the read cards are stacked,

In the output equipment, there is a card punch
which punches cards, It operates like the "reader", but
is reverse. Unpmﬁod cards are taken from the bot‘ko- of a
feed hopper omne at a time and s:u in front of the dics (the
znnch mechanism). Sharp rods, one for each column, are
t ugh the cerds one or more times in the required
pattern., The pattern of holes of course depends on what data
is punched. i :
| The output mechanism in the IBM 1130 is "the line
inter", The pointer points an entire line at a time. It
e large device, about a yard high and has provision for

::cpi.ng a large smount of paper inside to be printed. The
per is

‘ in strips with spooked holes along the edge to
assist feeding the paper though the printer.

The storage unit is like a procinlz ordered ware-
house where information can be stored until it is needed
either by the arithmetiec and logic unit or by the output
unit. storage wnit is frequently ,caglo,d the memory unit
because it works somewhat like the human memory system. It
is used during the proeess of a problem and to act upen
the data presented, just as human memory is used to
"think" out a logi solution to a given problem.

The information in the memory umif 1s obtained
from the input unit, except for some information which is
"built in" the computer, The information in the memory
unit is not permanent. That is to say, as each new problem
is fed into the computer, it will replace the previous data
which is stored in computer, unless the information stored
in 2 d:g:cul address which is not used for pulling in the
new .

- 19 »



Information in the memory unit can be numerie
alphabetic or alpha-numeric. A single piece of 1nfbrnu£10n
in 2 digitsl, alphabetic or symbolic form is called a ,
characters l fyord® in computer language, ls gro
machine language symbols (eor a group eof chartutor uh&ch is
treated by the computer as a unit of invariant length.

The "address™ is the location of augiv'n$ character, word or
field 4in the storage unit, A computer having say, 5000
character positions as primary storage, is capablo of storing
500 "pits™ of informations The address of the first charac-
ter is 0000 and the address of the last character is 5000,
f:nc:dg::h character or word or field can be identified by

4 S8

» ' +Information can be "read in" into the storage unit,
or read out from the storage unit, When a word is read out
from storage (or written out), the work remains unchanged in
the address it vas read fru.iothé information is merely read
out. However, when informat is read in, the ingoing
information oﬂlitorates the previous contents of the address
written inte, Erasure occurs automatically at read in, and
does not oceur at ull when r.ad out.

For the computer to work rapidly, any information
tt needs for its operation should be 1lnsd£atoly available
for use -« from the storage unit. Hence to be effective,
there should be high speed and high capacity storage L.e.

2 large number of words should be speedily available when-
:vbr they are roqusrod. This brings in the oencopt of acecess

.

his shoyld. not

The ncooss ti-n ot a :t-rtln untt is thn Ln’ao of
tt-n between the instant that data are required by the
uter by the arithmetic and logic unit from the Itorago
unit and the instant are available. Or access time is
the time required for data to ptst trnl arithmetle and logic
unit to storage. -

"Random access time" is the 81-. taken for the
computer to read ont any two randomly chosen words from the
storage unit.

Samasdix

-

Capaclty ot a ltortgo unst is the nuaber of words
it can atntu. The IBM 1130 has a capacity of 512,000 words.



Hode

The mode may either be parallel, sarial or serial-
arallel or parzllel-serial., If there is a difference
tween the mode of the Arithmetic Unit and the storage

unit, some kind of buffer is needed between the two units,

Permenence

If the memory in a computer fades off when the
electricity is switched off, then it is termed volatile.
If 1t 1s still available after switeching it off and then on
again, it is termed permanent.

Eragabllity

In erasasble storage devices, words in an address
can be erased when new words are put in, in some this is
not possible. ;

Syelic avallabillty

In some storage devices, 2 given word is avail-
able repeatedly at minimum acecess time at regular intervals,
whereas in others it is not., If this availability is

repeated, the computer has a eyclic memory, if not it is
non-cyclice

Rellability

The storage unit should not miss out any words in
the storage. In volatile memories, errors may occur, but
this should not be the cases

Compactness is also another favourable character
in a storage unit. Compactness is the density of informa-
tion in the storage device, ises capacity in words per unit
area Or volume.

A combination of these characteristics on the
different types of storage mediums are shown in

There are a number of storage mediums viz
magnetic tape, magnetie drum, magnetic cones, magnetic disc,
nagnetie films, punch cards, paper tape accountic delay etc.
The medium used in IBEM 1130 is a magnetic disecs Magnetie
discs can store large quantities of information (512,000
words) at random access time of less than a second. It is a
metsl disc that rotates about its centre, The flat surface
on both sides is coated with megnetie material of mueh the
same type as that used on magnetic tape. The arrangement of
data on a magnetic disc is usually in concentric cirecles.

-m‘



When the disec is rotating at constant speed, &
combination reading and writing head can be positloned, or
floated on a stream of ailr, abhove the magnetic coatings on
either side of the disc at any distance from its centre.

An address of data recorded on the disc is expressed in
terms of the distence of the recording head from the centre
of the disc, and the number of disc in question.

The magnetic discs provide éermsnonﬁAbut;oras;ble
storage, just as does magnetic tape, These vast quantity
of data ecan be stored by replacing discs, :

- The arithmetic =nd logic unit is the actual
"eomputing" part of the computer. However, this unit is not
visible outside and is not so glamorous as the other
components of the computer, :

The flow of date in the arithmetic-logic unit of
all ‘computers is basically the same, Basieally, there is
a flow of information from storage to a distributor or
storage register. For arithmetic operations, data from this
register, together with data from the accumulator, go to the
adder results from the adder are returned to tne
aecumilator, For logic operation, data may go to the
comparer for an indication of comparison.

wv +:|.7. STORAGE REGISTER ‘

LT
X

A8 Basie data flow for Abithmetic Overation

ta



The storage register te rarily store data from
the storage. 1t has fast access~t and is limited in
capacity only one or two words. 3

The sceumulator holds the results of arithmetic
operations. It can hold either one word, one vord plus one
aracter, or twice either of the two lengths, or the sum

of their lengths.

The adder, which is the main arithmetic element,
obtains its data from either or both the storage register
and seceumulator. 1t performs addition, subtraction,
multiplieation, division, using number obtained from the
other two components. The results of the airthmetic
og:rntion are returned in the accumulator for temporary
ETOragee

The comparer is the major logie element in a
computer. The compares produces and indication of whether
the contents of the accumulator and the storage register,
when oo:i::od character by character bit by bit as the case
may req s are equal or unequal in some waye

; The presence or absence of plus or minus signs, or
of a zero contents, may also usually determined by the
ecomparer.

Ihe Control Unit

The control unit makes the computer accomplish
within its design limits whether its human operators direct.
The econtrol console, is the station from which an operator
eould direct the computers operation. The I8 1130 obtains
its directions from a stored !?OIIII f.ee¢ it will follow
whatever program is fed into it. This 1uc§§ contrast ::

some computers
the computer itself.

The econtrol unit is a built in complex of switche
ing and timing equi t. The uvitchinz‘eqnipment consistse
of three eircuits select circuits, the connecting
Oircuits end the hunting eircuits, all of which fora data
flov paths when req : :

A pro is needed to provide temporary control
over the general sequence of operations. Each programming
instruction consists of two parts = a command of some type,
and one or more operators which are usually represented
addresses. For txanplnéha computer instruction may consists
of a commend "2dd" end the address of the word in storage
which is to be added.



IR ADDER |- T cc anmm
T \ ] v
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2.4. Basiec data flow for control cperations

¢

control ( diagram) holds the
mot_thmnm..g* m,rmm&
counter adder, each time an inst: “W‘*
to the 1 counter y advances

, . . y advances conm

The index register carries out the function of
adding some mumber to part of an instruction after it leaves

sto to go to the control unit, and before it is entered
Mo"& econtrol register. Thus iho index register enables

i



the operator to make various changes in the program just
Yefore the instructions ave executed. The index register
adder carries out a function similar to that of the control
counter sdder, but in addition to additions, it can also
ecarry out suh&raetion 1,8+ it can remove the contents of the
index register. '

Thus the eontrol unit carries out its operation in
two eyecles - the instruction ecyele and the execution eyecle.

The instruction cyecles starts one the cir-
cuit indicates the computer is ready for operations st
the address of the next instruction is obtained from the
control counters A eircuit pa is established to the
address, the instruetion is brought from storage and entered
into the instruction register together with any index regis-
ter modification. The timing device then indicates that

time has been allowed for the instruction cycle to be
complete and the execution eycle begins,

 The execution cyele includes both transport of a
word (or field) and the of a change in a words If a
word is to be brought to mo to some part of a computery; a
pathway is established for the data flow. If addition or
nmmuuum.mmmmmmmd.
Whenever the execution is m. the tinming device indi-
cates the completion of exe « During the execution=
eyele, the control counter adder increases the contents of
the control counter by 1 instruction length.

In the definition of datea processing, it was point-
ed out it involved a2 number of steps of nnm&iu
data into ¢t data. The computer carries on such & -
funetion and operation of various components of the ,
mutg have m:x?:;r:::d. Input ogt:imnt tronsform data
ses readable computer storage devices
vmzhemtohnnurmuummmwru;.
selfecontained and fed, hence once instructions are fed into
the machine, the m\a‘or is self-controlleds

The control directs all other components
to function. The atithmetic operations and logic operations
and, finally, the oo::gnt component translates the results
into a form which d be resd by humans, This then is the
function of the electronie computers We shall now ge on to
investigate how we could program & computer to carry out
these functions.



CHAPTER III
PROGRAMMING THE COMPUTER

So far, we have dealt with how a computer works.
Yow we have to exsmine how to make the computer work for us
in Keeping Student Records. To make the computer do any
iab, we must have o programe. The program has the most
mportant function - it must direet and organise the data
handling eapability of the computer. By means of different
program, a general purpose couputer can be made to perform
a mi.‘y tasks.

~ The IBM 1130, iike other genersl purpose computers,
has eertain ecapabilitios built into it by the designers and
are ecailed by various names - functions, codes orders or
coumands., These capabilities are sddulon, -uiupuuun,
eo?rgaien. moving of data from one place in storage o
another, movement of date from the arithmetic and logle units
to storage and a variety of other tasks.

The commands specify the basic data maniputation
operations which the computer esn perfora, but they do not
8 the sequence in which they are used, nor do they
i ify the data to be manipulated. The command themselves

ave only latent cepabilities until into play by some
sgegi‘haum of the sequence of operations and of the items
o T o

sorage need nok be.the Beme as the Soquence of operations. -
8 no same as the sequcnce Oi Oper y
The instructions will be executed in an uemdfnc order until
or when the instructions specify a special order of execution,

The basic unit of & progrem is known as the
instruction, eonsisting of one command, one or more operands,
each assoeiated with control character. An instruction thus
specifies the data to be orgumtod on, and the operation the
computer is to perform. e assortment of commands are built
in the oougnter. the comunend portion of the instruction
simply calls the calls the capabilities into action. (example
of POTRAN COMMAND statement im DO, READ or WRITE). The
operand is the item of data on vhieh the computer is to act
on, It may be a parsmeter, &n argument, a result, or an
indication of the location of the next instruction.

-%‘



Program can now be defined as "a set or list of
instruetions in such an order that the computer can execute
the instructions automatically"l, A programmer is a person
vho prepares problem-solving procedures and flow ¢ s (see

below) and who may also write and debug routines. A sub-
routine is usually part of the program, or in itself 2 short
program, A rouvtine is either a snhrou%ins, or a program or
a ar:#of a program which magrgonsist of several subroutines.
Often, the terms routine, su

loosely and interchangeably.
PROCRAMMI NG LANGUAGES

utine and program are used

4 A _..There are three major types of languages used for
programming, The oldest languages were known as absolute or
machine languages., Next came the symbolic languages, which
were adapted to automstic coding and programming languages.
("problem orientated languages"). The machine language was
made up of various eombination of symbols, numbers and letters
which specified various commands or operands, This was found
to gglgoolgime consunigg tg cogstrggt prggrnna witg; gndisol
symbolic language was developed. ese languages used simple
English, in short forms, to represent commands, operands.
In symholic lanzngga, a eommand ADD may be represented the
vord ADD instead of some specified number as in the machine
language. s was developed into sutometic coding languages
:§%§§.ara more easily understood and thus more easy to de

-

1 5ot po lar aumtic co langu are
FORTRAX AND ALOOL. "Fh duca processing, COBOL (Gomson
Business gz;cn;a;ed Lanugggo ‘%p‘ggst co::gg.i Ogr %B;ollao
ro Lng lan , RTRAN and we shall look at FORTRAN
fugc?gimquanij g s sath THbew

o

ke

1 Ned Cheppint INTRODUCTION to AUTOMATIC
Computers. De Van Nostrad Ce. Ince,
Princeton, New Jersey. Lt



The Fortran Language - 2 brief introduction.

The Fortran language was developed to enable the
programmer to specify a numerical procedure using a conelse
language like that of mathematiecs and obtain from this
specifiecation an efficient pro%rau to carry out the procedure.
It was originally planned for the IBM 704 system but has since
been adapted to most IBM systems.

The Fortran language ean conveniently described by
reviewing some oxapplaa{i)

Apithmetic Statements

Example 1 Compute: root = = $§£22+g§£gzﬂ. AC

Fortran Statement:
Root = (- (B/2.0) + SQRTF ((§/2.0)*¢2-A¢c))/a

The desired program is & single FORTRAN statement,
denoting the arithmetic formula, Its meaning is "Evaluate
the expression on the right of the = sign and make this the
value of the variable on the left"™. The symbol * denotes
AB), The program which is generated from this statement
effects the computation in floating point arithmetliec, avoids
computing (B/2.0) twice and computes (B/2.0) »*2 a multi-

lication rather:than by an exponential routine, / Had
B/20) ** 2,01 appeared instead, an exponential routine would
necessarily be used requiring more time than multiplication.

Quantities both in floating goints forms and interger
forms can be used by the programmer. To indicate interger
forms, (i1.e. numbers without a decimal point), each interger
variable has to be preceded by any of the alphabets, I, J, K,
Ly M or Ny, Any meaningful arithmetic expression may appear
on the right hand side of an arithmetic statement, provided
the following restriction is observed: an interger quantity
can appear in & Tloating point expression only a&s a subscript
or an exponent or as an argument of certain functions. SQRTF,
denoting square-root, is computed automatically since it is
built-in in the computer memory. Other functions if the
programmer wants to refer to them at a subsequent time, have
to be defined first. -

e

(1)SAOL ROSSBEN, Protrulniag System and languages.
MeGrow Hill Book Co. NeX. : :



Examph 2i . 1
" Define a function of thrne vartables to be usod
throughout & given problem, as follows: ‘
ROOT F (A,B,C,) = (B/2.0) + SQRTF ((B/2- 0)**2~A¢G))/A

Function statements must come before the rest of the prosr,l

are composed of the desired function name (eandingin F

followed by any desired arguments which appear in the

arithmetic expression on the right hand side of the = zign,

The deprition of a fuaction ma esploy any previously defined

functions, Having defined ROOT F as above, the programmer

may apply it to any set of arguments in any subsequent

:uhlﬁig‘ahtomt. For example, a late arithmetic state-
may

mTA = 1.9 + GAMMA * ROOT F (Pl, 3.2¢7+14,0, 7.63).

Example 31 ot Q mx. oqual to the largest quentity
P(ais *4 hi)/?(ad - 82‘ ﬁor soge i betwesn 1 and 1000 when
(x

1.s}po;:;r(x} co4x.(c1+x:c(cz+x¢cs))
nmmm (10009, B(1000§ "
Se M ﬂ - 1.0E20

“n,; DO 5 I Q 1) IQQO

s o up i g o

e&%"*ﬁ.%:‘.. |
pRogran) .

£
S5

4 says, sﬂ tbc fol "‘lcqﬁ.n«n:f se f sta emnts dm
to and mcluding the statement numbered 3 for successive
values of I from I to 1000. In this case, the statement 5 is
repeated 1000 times; the first time reference is made to A(1l)
and B(1), the second time to A(2) and B(2), ete. After the

- 20 -
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1000th execution of statement 5, the function MAXF appears.
MAXF may have two or more arguments and its value, by
definition, is the value of tts largest argument. Thus on
each repetition of statement 5, the old value of is re-
¥1acad by itself or by the value of POLYF (A(I)+B(I))/POLYF
A(I)«B(I)) whichever is the larger. The value of QMAX after
the 100th repetition is therefore the desired maximum.

Example 4: ;

Multiply mxn matrix a(ij)(n 20) its transpose
obtaining the product elements on or below the main diagonai
by the relation

(1)) = sum of a(i1y) a(jk) from k=1 ton
(i j and k)are subscripts)

and the remaining elements by the relation
c(13) = c(1))

FORTRAN PROGRAM
DIMENSTON A(20, 20) €(20, 20)

(2) DO2I=1N

%b} DDe2J=11

B e (I,J) £ OGO

. T H+ACT,K)aalT,K)
. - *

2 o7 3o o gt

1) = c(1
si'm)b' t

As in the preceeding examples, the DIMENSION state-
ment says that there are two matrices of maximum size 20 x 20
named A and C, The first do statement (a) says that the
following statements down to statement 2 is to be ecarried out
for I =1, then I = 2 and so up to I = N, The second IO
statement (b), directs the statements from (e¢) to 2 be carried
out for I = N to J = I, Each execution of the second DO
statement would involve N executions of the 3rd DO statement
i.e, statement (d), (Note, (a) (b) (e) (d) are introduced for
explanatory purposes and are not part of the program.)

This is an example of a "mest" of DO statcments,

means that the sequence of statements of one do statements
contains other DO statements, Another example of such a

- 30 -



next is by the following dlagrams.

Eznmg%nt For each case, read from cards two vectors, ALPHA
and RHO, and the number ARG, ALPHA and RHO each have 25
elements and ALPHA(I) is less than or equal to ALPHA(I+l)
- I =1 to 24, Find the SUM of all the elements ALPHA from the
inning to the last one which is less than or equal to ARG
assume ALPHA(L) is less than or equal to ARG which is less
han ALPHA(25) /+ If this last statement is the Nth set
VALUE = 3,14150#RHO(N), Print 2 line for each case with ARG,
SUM and VALUE,

FORTRAN Programi-
DIMENSION ALPHA(26), RHO(25)
1, FORMAT (5F 12.4)

2, BEAD 1, ALPHA, RHO, ARG,
o o STl Bad -
-DO-8 1 = 1,88
IF(ARGeALPHACI)) 4, 3, 3.

- 8. SUM = SUM + ALPHA(I)
PRINT 1, ARG, SUM, VALUE
GO TO 2. :

The FORMAT statement says that numbers are to be
found (or printed) 5 per card, that each number is in fixed
point form, that each number occupies a field of 12 columns
wide and that the deeimal point is located 4 digits from the
right. The FORMAT statement is referred to by the READ and
PRINT statements to describe the desired arrangement of data
in the external medium. ’
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The HEAD statement says "READ cards in the card
reader which are urranged according to FORMAT statement 1 and
assign the successive numbers obtained as values of ALPHA(I)
I=2, 25 and RHO(I) I = 1, 26 and ARG"., Thus "ALPHA, RHO, ARG"
is a deseription of a list of 51 quantities (the size of
ALPHA and RHO being obtained from the DIMENSION statement).
Reading of ecards proceed until these 51 quantitiés have been
obtained, each eard having 5 numbers, as per the FURMAT
desceription, except the last which has the value ARG only.
S8ince ARG terminated the list, the remaining four fields on
the last card are not read. fhe PRINT statement is similar
to the READ except that it specifies a 1list of only three
quantities. Thus each execution of PRINT causes a single line
to be printed with ARG, SUM, VALUE printed in the first three
of the five fields described by FORMAT statement l. For the
IBM 1130, the word "WRITE' is used instead of "PRINT®,

The IF statement says "IF ARG-ALPHA(I) is negative
go to statement 4, if it is zero go to statement 3 if it
s positive go to 3", Thus the repetition of the lwn state-

ments controlled by DO consists normally of computing ARGe
ALPHA(I), finding it zero or positive, and going to statement
3 followed by the next repetition,.

: However, when I has been inereased to the extent
that the first ALPHA exeeeding ARG is encountered, = control
will pass to statement 4. Note that this statement does not
belong to the sequence controlled by the DOs In such cases
the repetition specified by the IO terminated and the
value of the index (in this case 1) isairesorved. Thus if
the first ALPHA exceeding ARG were ALPHA(20) then RHO(la)
would be obtained in statement 4.

- ‘The G0 TO statement passes control to statement 2
which initiates reading the 11 cards for the next case.
process will eontinue until, there are no more cards in the
reader. The above program is entirely complete. When punched
in the cards as showny with of course the preliminary state-
ments, the computer will execute the program. The Preliminary
statements for a FOTRAN Program are the following.

JOB

FOR s 14 :

LIST SCURCE PROGRAM .

10CS (CARD, DISK, 1182 PU{INTER, TYPEWRITER )

(Program Cards)
CALL EXIT
END i
XEQ

* *
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These FOTRAN STATEMENTS are put in along with each program fed
into the computer.

Other than these statements, there are about twenty
three other types of statements in the language, many of them
completely analogous to the above. They provide facilities
for referring to other input output auxilliary storage devices
(tapes, drums and eard punch) for specifying present and com=-
puted %ranching of control. A complete description of the

FOTRAN Language can be found in the IBM msnuel on FOTRAN
LANGUAGE,

Objective

? Programming is the prepar=tion of the sequence of
instructions for the computer. BEach of the instructions
should be in the programming language l.es FOTRAN in our case.
There are four major objectives which should be borme in mind
when preparing a program. These objectives partially conflict
with each other, hence programming difficulty is increased. ,

: Firstly, the most important objective of program is
accuracy., The program must be accurate so that the results
obtained would be accurate, There can be no compromise in
accuracy, Its importance could be realised, especially in the
keeping of student records. If a student is graded as failed
when in fact he has passed, it is possible to visualize how
important accuracy is. Without accuracy, using a computer
system is of no use., A dgrla can be checked by partial
printing out of output a fferent stages, and conmgaring them
with results obtained manually,. :

A second objective is speeds Running a computer is
terribly expensive. Hence lg{ usage of the computer should
take up the least time possible. Also, more work can be ob-
tained from the computer if each Job takes less time. This
objective confliets with that of accuracy, for to get accurate
results with partisl checks, would take much time, Hence this
would be a problem for the programmer. :

' A third objective is economy of storage. In
gractxco this is the most bothersome. The internal storage of
he computer is limited (the IBM 1130 has a capacity of
512,000 words). Only part of the storage capacity can be used
by %ho programmer because much of the storage is alsoc used by
other programs or data.

The fourth objective of programming is simplicity.
A simple program is easier to write, easier to understand,
easier to use and easier to revise when necessary. DBut
simplicity in programming conflicts with the objectives of
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Flow chart symbols for pregrams include the system symbols plus:

Input/Output Symbol

Decision (any type of medium or data)

Processing Symbol
(A majog procassing function)

Program Medification

Beginning, End, or Point of Interruption of Program

Connector to Another Part of Flow Chart

Connector to Another Page

Predefined Process--refers to a group of operations not on the flow chart

OG it O U
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economy of storage, for a straightforward program usually
makes use of more storsge than an elaborate program.: And
surprising emough, a simple program may actvally be slower

to be executed than & complex program. Hence, #implicity is
often sacrificed for the other objectivesjy for simplieity
is the least essential in programming and thercfore it is the
one most compromised and by the greatest amount,

Erogramming Progedure

Programming a computer requircs much detalled and
logical brainwork on the part of the programmer. Basically,
a programmer has to write a sequence of instructions for the
computer to perform. The job has usually to be approached in
the following manner.

| (1) A clear, complete, detailed statement of what
the computer iz expected to do should be set ups The state-
ment of the task should leave nothing to ehanccg~as the
ecomputer eannot react to unforeseen data i.es it cannot
"peason" out all by itself. Each item has to be foreseen and
provided for., For example, in the grading of marks, as we
shall see later in the program, it is assumed all marks are
below 100, If any maris is 106 or more, the computer is told
to halt execution and inform through s printout that a
student's marks exceed 99 i.e. 100 or more. Hence adjustment
hes to be made.

: (2) A detailed flow diagram must be made for each
program, All the alternatives must be specified coupletolg°
and what the computer is to do in each alternative should
set down fully. A flow diagram is thus a graphic device _
listing the sequence in which, and the conditions under which,
various operations are to be performed by the computer to
transform the available input data into desired output data.
The symbols used in flow diagram is illustrated in the opposite
page. ;

(3) The instruction should now be written in FOTRAN
Language, in our case. To simplify the translating rocess,
into 'se&-up' instructions, "DO" instructions and "clean-up
instructions,

(4) The program is then run with a test-data. Where
errors oceur, the program has to be "debugged" i.e. corrected.
This process is called "testing and debugging" a program.

The program is now ready for use and can now be
applied tc the regular data.



Finally, the program is documented i.e. the
progremmer writes 2 brief déscription of the programs What
the output should be and what the input is 1 what are the
limitations of output and the possible variations in output,
The documented package consists of = ’

1) The source program punched into cards or tapes.

2) A print-out of the scurca'"'progmm.

3) A write up of the program, including detailed
operating instructions, plus what the computer does and how
he does it. gty :

4) The program flow chart.

. The reason for this is that now the program can be
used by anybody else as well. We have now completed a
introduction of how the computer can be programmed, In “:zoﬁ

next echapter, we shall see a sample program on the tre
of marks obtained in examinations, 3
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CHAPTER IV
(1)
A SAMPLE PROGRAM
Students' records are usually of their marks or

grades they obtained in their examinations. This sample
program is concerned with grading of marks.

2O UE D) L R 2 L) & 3G

The computer is fed with the data, which is the
students' names, followed by the marks he/she obtained in the
subjects econonics, statisties and mathematicse In the
punched eard, the name is punched between columns 1 and 20,
the economies marks on the 36th and 37th columns the
statistics marks on the 40th and 4lst columns nxxi the

u:iiho tics marks on the 44th and 45th columns. (See flgure
. -

Firstly the computer is to find the average mark
for each student. Then the students' names are to be arranged
in the order of their average marks; i.e, the student with
the highest average first, followed by the ome with the next
hi t etecs The marks tﬁo students obtained in the three
subjects are also given.

Secondly, another three tables are drawn up, one in
order of economies marks, the next in order of statistics
marks and the final one in order of mathematics marks,

loxt; thc-:éanpnter grades ﬂ"m marks and prints out
how many students obtained distinctionm, credit, pass or fail
in each subject.,

Finally, a histogram is drawn for the marks obtalned
in various subjects, showing how the marks are distributed.

e
()ghis program was written by Mr, John Slaugh of

the Computer Centre. I have made some minor
adjustments to his original progrem,

+ 0% &



Ihe Flow Chart

\ Read Cardsl

Any number

@

Find Average \

\

Arrange in
deseending order.

]' Print|

[Arrange Econs. marks

in descending order

N
Print

\L

Arrange Stats. marks
in descending order.

[Print]
f

Arrange Maths, marks
in descending order.

il

[Printd- i

Yes

Print Message
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CHAPTER V

THE APPROACH TO SETTING UP A COMPUTER
SYSTEM OF KEEPING RECORDS

In this chapter we shall attempt to ﬁescribe the
steps involved in preparing an application of the computer
to keep records. :

; There are seven -QJoi steps to go through before
we have an operative system. These are the following.

(1) sm."o

The survey is the determination of whether the
proposed computer data processing system, i,e. in our case
keeping of student records, is feasible. This step is to
find out whether it is worthwhile to change over to the
computer systems an . e

(2) System Investigation, =

System investigation can be divided into two parts:
firstly, defining areca objectives and secondly reviewing
existing procedures. Here we have to analize the scope of
coverage, the overall objectives, and the functions required
to mee {hese objectives,

In rcvieving existing procedures, & study is made
of the source documents, and the output documents, in terms
of origin distribution, material and format,

(3) Systems Design.

: After studying all relationships between all parts
of the system, a layout is prepared depicting major relation-
ship in the proposed system and giving consideration to the
reference record that must be createds Then an analysis of
the reports to be made is made. The source and reference
data required to produced reports are defined. After this
process chart is construected showing all processing needed.
Finally, stog'ono descriptions whieh deseribe the operation

& ;

of the computer are prepareds



(4) Programming.

From the help of the stg£~run descriptions, the
programmers will prepare flow charts pieturing in do&ail how
the operation is to carried out, The next step is to code
the flow chart into FOTRAN Language. The program is then:
debugged i.e. each of the individual runs are checked for
accuracy. A run book and the computer centre procedures are
prepared. - ¢ '

(5) File Making.

File making involves the construction of records
used for reference to obtaln information or to accumulate
data. Since our student records would be kept in this manner,
a speelal chapter on file organization techniques is found
after this chapters In file making, data gathered is con-
verted to tape and an audit of the file is made. Prior to
using the file in operation, it is brought up to date.

(8) Preparation of cleriecal procedures.

This step is the organization of the new clerical
routines as a computer system is set up. In owr case, we
already have a computer centre, and hence this step is not
necessary, However, personnel have to be trained to adapt
themselves to the new system if it is set up.

(7) Program Testing.

This last ateg is testing the drawn up system prior
to making it operational,

We shall nov examine these steps in more details’
SURVEY.

As the first step towards the keeping of student
records by the computer system, a feasibility study group has
to be set ups Undoubtedly this group would be made up of the
heads of the various facultles in the campus, with the head
of the computer centre as Chalrman. This group can now study
the idea in greater detail.

The needs of the project are defined i.e. what
records are to be kog:t the grades and marks of students to-
gether with their addresses? What has to be done? low far
reaching would be the computer :g:ten be? Would the computer
gvetem centralization of some other organization? i.e, would
the different faculty officers be dependent on the computer
centre? What equipment would be necessary? Would the
admiuistration eough up the money required?

- 66 =



When the project needs are clear, then the
potentiality of the system is to be investigated. Would it
save costs, time? All results are published in the months
of February—lhrch—hpru. Would the computer centre be able
to process out these results in the short time available?
Woni.g it be aceunto = for the ntunnt's future may dopand
on ®

A hlock diagram may be set up showing the data
processing system. The finer points in the relationship to
various faculties, departments are studied. ' The areas of
greatest potentiai are pinpointed and fully outlined. The
results of this survey would then be given to the administra-
tion, If the administration is in favour of the system, then
the designing of the gystem is ecarried out,

SYSTEM INVESTIGATION:

" What a system designer needs to know before entering
the data producing area scheduled for computerization is
vhat is the output required, in terms cof content and timing.
If the area is of the fees of students, then the output would
be a stntcnnz ?t accounts, and timing would b: the beginning
of each term.(l) Or if :Lt is %rading of marks obtained in
the examination a 'report eard' on each student would be
required at tha end of the sossion.

We shall doal with a case whero record of grades
are to be kept by the computer system. The systems designer
will have to study how the present records are kept,

Info!lnion to be gath-ndx

The mtn duigmr mt uther womtion on tho
following aaputs. ,

(a) The ebjectivos of the system,

(b) The existing procedures. &

(e) The organizations doing the job i.e. whether it
is ecarried out by the different dmrtunts or {w the faculty
or by the administration ete. . cXaminat

(4) The policies governing gn.- area.

(e) The working papers used

e

(I)At presont, tho enly area where student records
are kept by the computer system is records on
payment of fees.
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(£)

(1) reports
(2) forms
(3) records.

The effectivensss of the system.

The following inrorultien ecnceruing rocords tc to. he

gathereds-
(1)
(2)
(38)
(4)
(5)

Inrorultlan rooordod in each eolumn or space.
Source of each cntryo

Voiume of postings. ,
Frequency of posting i.e. termly or yearly.

Responsibility for maintenance,

(6) !hn hours reguired.

(7)
(8)
(9)
(10)

(11)

(12)

(13)

Methods of verifying posted data.
Method and frequency of nul-ariaxng posted data.
Equipment in which reecord is filed.

Filing arrangunant neluding ¢ and triﬁﬁhncy
< g B e ot g A R

Purpose of record: what is the nature and
frequence to it and of the inquiries for the
information it contains. What reports are to
be prepared from it? Are coples made? What
are they used for?

The time the recorﬂ must remain on the file
before it is destroyed.

Legal or poliey requirements of the University
governing retention of records. To the extent
that files or forms, correspondence, examination
papers are referred to and anal ed, they become
a type of record, and together with this check-
list of 1nfornation on them, should be included
in the forms binder.

(1)800 Chapter on filing‘techniquea.
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QUALITY : ,
Information on quality is the 1nrbrmation:6ﬂ*degred
of error the proecedure ean tolerate. Where mistekes are
least important and where they are erueial, The means of
crosschecking and their effeetiveness should be studied.

Briefly, the purpose of system investigation is
to gather information on the data processing area., This
information is concerned with the output the system produces;
the input required, the organization of performing and pro-
cessingj the polieias the system operastes underj the quality
of the output produced, the suggestions made for improvement
of the system; the concept of the ideal system and the pro-
blem areas in the system, This would provide the base on
which a computer system can be designed, it

S IGN

The systems design approach is concerned with how
the data specified and documented in systems analysis can be
provided. The data must be provided as useful output and
would involve time availability, format and content of data.

When designing a data processing system, there are
certain objectives that should be kcptﬁtn“n;nd.

1) Attcﬁﬁt to achieve standardization smong like
units. For example, the gradi system in the different ,
faculties should be the same. is will eliminate complica-
tions in the program.

2) Eliminate unnecessary functions.

3) Eliminate unnecessary reports, records and forms.

4) Eliminate superflows data.

5) Establish necessary controls.

6) Eliminate unnecessary detailed dsta.

7) Eliminate dupliecation of function. For example,
it 1s not necessary for both the faculty and the administration
to have a 1ife record of the student.

8) Eliminate duplication of purpose, operation and
duplication of information and forms.

9) Smooth out work flow byt~



reduction of waiting time, elimination of
bottlenecks, advancing the cut-off data for source
doecuments so that data enter the computer system earller and
finally, attempt toustick ahead of schedule. S,

_With these objectives, the system designer has to
design a system somewhat like this. -

4 ,A.ebmpntor data precoisiag syi’v}m can be llikened to
2 eompany mamufacturing a good from rav matérials, the 'good!
being output data and the ‘raw materials' the input data.

From source documents, which may be mark sheets,
record cards ete. data is gathered for input controls ere set
up to proteet against loss, duplication and consumption of
information.

. The information is then punched on cards and . .
- verified with coded information corresponding to data in the
document. They may pass through some pre-computer processing
or tabulating equipment, £

The punch eards are then transferred to the computer
eentre, where the information is converted to magnetic tape or
disk rage. The data is then processed. Report on grades
or fee acecounts are given out as outputs g

, ﬁhﬂpmceuing is qul‘t" the output files a}‘
printed out in a form suitable for usage.

\. At all points in the system - precomputer,processing,
output checking ~ unacceptable information is rejoc%ed. Error
correcting procedures must be established to deal with any
errors. Thus the design should take into zccount the following
procedures it~ : . e :

Name of Uperation
Source Document
Control

Encoding

Keypunching

Verifying

Precomputer Processing
Transmigsion.

All these deal with input organization.
Conversion to magnetic tape/disk

- Computer processing :
Conversion from magnetic tape/disk



All these are computer operations.

Handling
Review
mstribution
User B

All these are outpnt orzanization, °

The designer has to take into account all these aap&ctn .
Henee the tools used by the system designer are these
described below.

The Run mag:u._

The run dlagram sets down on paper the ovoré,ll
sequence in which data handling work isto be done.

A run in computer language is the transformation of
e given amount of input data into a specified amount of outnut
data. Thus the updating of one master file from the charges
reported in say, the payment of fees file, to produce an up=
dated mamr ﬂie can be referred to as em Tune

A pass, one or more of which can be found in a run,
is one movement of data from input into the automatic
computer. For example, in a sort run, (i.e. sorting records
in a given order) & number of passes ar the input file are
required as the computer gradually moves the records from the
original order te the desired erdor.

There are three pm: in n run diagram. The 1nr|t
fuo:i thc computer and the output files, ome below the other
1y)

The output and inputs are shown &s to which media is
used. In our diagram, the circles represent magnetic tapes.

Flow _Dumm

The second major tool in systems design is flow
diagram. It gives in detail the transformation of mput inte
output data., For each run, a «uu-a flow diagram is
prepared.

The Data Sheetsi=

Formats or data sheets are used to explain in
spoclﬂc terms each field that is to appear as input or out-
including the number of characters in each field, the
{nr of times the data will appear on record, the nquoncc
of the fields, the position of a decimal point otc.
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Format sheets, together with {low dlagrams and run
diagrams, would be the %asia’on which the computer program
would be drawn ups . ; Liiigs

The Procedure Outline and Procedure Manual.

© This manual is & deseription in general terms the
non-computer operations which are performed with the computer
operation. The computer operation is only cne of a
whole set of operations to process the. datae Procedure
manual is & detailed description of how such work is dones

This would show tho relationgship of the various
operstions with the computer operations and hence would
facilitate In the preparation of input and output data,

PROGRAMMING.

, Programming has been deseribed in detall in Chapter
Three.,- Briefly, it can be mentioned that programming would
involve the implementing of a systems design in so far as the
operations of a computer i.e. to carry out the actual process-
ing ¢f the data inithe computer, a set of instructions in
FOTRAN Language is written for the computer to operate on.

FILE MAKING.

File making is the most important operation in .
record-keepings At present, information about a student may
be kept in a number of ledgers (e.ge the Matric No, ledger)
and for index card files or in various other binders and files.
From all these files, information about the student has to be
converted to magnetic tape storages« One advantage of this
type of storage over the present system is that all records
can be found in one spot i.e. in the specific area in the
magnetic tape, and not all over the place. #4

Since the system deséign must specify the loecation
of all these information, it is necessarv to specify what
information will appear in what format. Knowing what outznt
is required, the systems designer has to design which of the
data must go into record. For example, he must decide
whether students are to be arpanged by Faculty and Name or
by Matrie Number.

The creation of a master file would involve one or
more runs in the computer to accept the information, from
punch cards, into the magnetic tape. By the time the master
file is complete, it may be out of date for example, students
may change courses, or change place of residence, or change
marital status etec.
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Hence there must be some procedure to continually
update the master file. This is more relevant if the master
file contains information regarding payments of tqgs.

" If a computer system is set up te keep the records,
there should be training for personnel to adapt to the new
system. Instead of tvpists, more punch card operations may
be necessary. However this neced not concern us over much and
80 ve proceed to the final item in systems design, namely
that of Testing the System, - , : :

g A Once we have dravn up the system and prepared the
necessary programs, the final step would be to test the gystem.
This would involve three stages -~ run (or progrem) dehuggzﬁg,
system testing and parallel rumning,

: . Beeh run is a ;;ésrti'drawn,n' for a specific number
of computer operation. @ program is then run on the computer
t6 whether it workss 'In the ususl ecase, 1t would not work for
the first times Henceit has to be corrected and re-run. Then
again, it is gossible the output data is less or more than is
required, or the time taken may be too long. Hence the program
has to be modified until it is satisfactory.

Systems Tests

~ When programming is complete, the systems designer
has 2ll the runs necessary to complete the system. The next
step is to sece vhether the various runs would, together
produce the results required i.e. whether they fit toge&hcr as
a funetioning systems The individual programs may be inconsise
tent with each other, or there may be duplication in the runs,

In the systems test, the sequence of runs is run out
with the actual data as test or an invented data.
advantage of actual previously processed data used in the test
would mean the results alsc can be checked. However, invented
data would do just as well.

Preparation of the test data is responsibility of
the systems designer. The data should be exhaustive and should
take into aeccount all variastions possible. File maintenance
checks should be run first so that these files can be used in
the checking of the other runs.



Printouts at different parts of the operation
would simplify checking for errors. If every paft of the
system is checked at intermedlate stages, errors can be
accurately located. Once the system is checked out: to be
correct, the final step in ths 1mplamentution of tha systen
is parai;ol running.

Parallel Running.

In parallel running, both the computer system and
the previous sys*‘em (manual or whatever), are carried out -
gimultaneously, This is to cheek: ‘whether the results

roduced are the same or not, This is a check to see whether
ghe gomputer system. is as sceurate as the-old svstem., This
involve a terrific amount of work, bnt 1t is nncessary to
icvo an brricient !ystil. ,

Phis would then eompletb tnl uork or the systems
doaiznsr. The rest of the procedures can be carried out by
tho rexnlar’stnrr in the eouputcr'contrth ,

v, the intredue ‘of the computer nsm ’

rbr kctpi

T cbrds would iawol e feagibility study, a
r{stg:s e ig%t and pe ana&flnul‘o’orntionhl prepavntiqmu

ion woul eonpioﬁe vﬂtl.i.lting anlraakiag
the sy%teu operationais o
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GHAPTER - VI
FILE ORGANTSATION TECHNIQUES .

It 1s obvious that a system of keeping records is
essentially, the keeping of files. File organization is the
procaess of relating the identification numbers of a file
pecord to the address of a file in the storage unit. The
basic objective of file organization is to keep the data in
storage in a systemetie way so that it can be retrieved in
the fastest way possible when needed. The methods used
varies, depending on the different applications.

In setting up a file for a direct access device,
there are a number of questions considered. What addressing
technique is to be used? How frequently will the file be
referred to? Are disk files or magnetic tapes or both should
be used? What ave the inguiry requirements. What will be
the predominant reporting sequence? In updating reeords, are
all records and information for an applieation kept togo‘hnr
or are they kept individually. Will there be random process-
ing, betched sequential processing or both. What are the file
maintenanee requirements. - - ~ zde

All the questions have to be looked into before .
setting up a filing system. Insofar as storage is concerned,
it is felt that a combination of disk storage and magnetic
tape is the wost advantageous, since it would be less costly
to keep for the mass of reeco that are to be kept in the
University with 7,600 students, :

It is also an advantage t@-kooz all information
about a student inm one mailer-record, With a computer system,
this is possible. Reporting sequence is also important in
file organization, For example, it may be more convenient to
keep records in terms of matric numbers rather than names.

But this may involve the problem of students from different
faculties getting mixed up. So a decision may have to be
made to find a solution. - :

In setting up mass in storage files, it must be
decided how it should be organised, basing the decision on
the speed of access couvonicnce-o} application etc. We
shall now look at rlle composition,



A file of records can be arranged in twe mejor ways

- randomly and sequentially. In a random file, each record
is at zn address computed by & randomizing routine - i.e. a
program which calculates the address from an item's control
number., The arrangement of the records is not sequential.

To find a record in such a file, its address is csimply com-
puted from the ID (identification) by the same formulas that
wvas used to put it there. Through thisy the necessity to
have index tables can be avoideds. _

In a sequential file, records are sorted and stored
in the disk storage with successively higher ID numbers will
have successively higher addresses, However, it is not
ggcassary for both the ID number and the address number to be

e same.

; »Both these methods have technigues to minimise
number of accesses to the file.

Rendom-order Technigues.

Activity sequences In activity sequence, the
records which are likely to be most used are put in the
beginning of the storage medium i,e, the records which would
be involved in the most activity would be at the beginning
and the records which involve the least activity would be
furthest away, By this method a lot of time-saving is made
possible. To maintain the file in the correct activity
soquenca} it is necessary during accounting period to tally

number of references to each records Periodiecally, the file
is revised. . -

Correspondence Method: In this method, when applications are
related to one another, the first application is occupied in
one part of the file. For the next appliecation, the corres-
pronding record will be in the next section of the file, and

it will be relative to the initial record, i.e., if one record
is at the address 0006804, 1if one application occupies 0 - 100
positions, then the next corresponding record would be at
000104 i.e., an increment of 100 addresses away. Thus related
records would be in corresponding positions.

With this method, great saving of time is mades In
the example above, if the related records are not in arranged
in eorresponding method, but are 100 addresses apart, each of
the 100 addresses have to be checked before arriving at the
correct one. But in this case, there 1s no need to check
through as it would be immediately known where the record is.
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Associative Method: This is similar to the corresponding
method., 1In this case however, the addressed are kept in the
main reeord and sre not incremented i.e. there 18 no ordered
arrangement. g

Tree Method: In'tetting up chain records, nuaber of accesses
can be reduced by using the tree method. The first ID to
create an address is stored in the same manner as before.
When a2 duplicate address appears hovever, the original ID is
tested to see whether it is even or odd. If even, an address
from the open list will be selected and stored in the seven
characters of the record just in front of the last seven. If
it is odd, the address from the open 1ist 1s stored in the
last seven characters of the original record. As more dupli-
cates oceur, the even, odd path is followed.

Sequential Order Techniques

Assigned file address, Using the direct address and indexing
techniques, the input file to be stored on the disks is

sorted and read into memory, followed by the building of fine
tables. Thus the fine tables need not carry all possible ID's
-~ only the ones vwhich are going to be used. For example, only
30 pumbers out of 100 may be found in the fine tables. As
soon as 2 range has been read and the number listed, the 1list

is stored on the disk as the fine table and the procedure
continues until all the addresses have been asslgned.

Unassigned file address. 1In this method, the disk file is
treated as 1f it were continuous reels of magnetic tape with
all records in sequence., Firs®, input transactions are
presented in batched sequences Then, as many sequences as
possible are read into the memory of the computer. One input
transaction at a time is read and matched to a memory segment
for updating purposes. When the appropriate segment is up-
dated, that segment is rewritten in the disk file. To up-
date an entr: file, all segments must be read into the memory,
but only those segments which have input transactions matching
them will be rewitten in the file.

Linkage. In the linkage technique, a number of records are
updated with one output i.e, if students names are arranged
in one record according to Faculty, in another according to
State, and yet in another secording to sex, the updating of
one record would automatically be followed by the updating of
all the other-linked recordss '

Sequential Versus Rendom-file Organization.

There sre some of the comparisons which can be made
betveen the 2 methods of file organisation.



1) The sequential (table) method zllows denser
packing and permits a2 higher percent disk storage space for
use. e
2) The random method is faster for random ‘processing.

.'3) The sequential method is more efficient for
generating reports that depend on a search of the file in con-
trol number seguence. To accomplish the same thing with random
organization, a finder file (a2 115t of control numbers of all
the records in the file) is needed. :

4) The random method more readily handles addition to
and deletions from the fille., With a sequential file, a large
:?nber of additions and deletions forcés frequent re-organiza-
tion. ' P41 :

6) With sequential orgenization, sequentisl processing
is preferable, However, when it is "batched, if the input is
sorted into randomised formula sequence instead of control
nunber sequence, both are equally efficient,

From the above comparisons, it can be observed that
if the storage capacity is very 11mlted and files must be
tightly packed, and/or if there are many reports to be run _
and control numbers are long, the sequential method is ;
preferables £

If random output and time is the most important and/
or there are frequent and numerous addition, deletions, then
randon method should be used. :

Thus when both file organization techniques should
be looked into and the most suitable one used when organizing
g file. . il :

Recopd Compositions:

The way the records are compiled in a file is also
importants It should be arranged in a manner as to save time
or make updating easier. :

Abstractingt When mass storage 1s suitable, but not justifiable
in terms of size, an abstracting method may be used to reduce
the size of the system. In abstracting, only essential record
informetion is earried on direct access files The rest is on
reels of magnetic tape which are processed together with direct
access files at regular accounting periods.

Consolidated files: In this method, rather than having several
files on esch aspeet of a student, say, only one file 1ia used.

Thet is, all information pertaining the student will be in one

file, rather than in many filés.
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This saves storage spaces
Multiple records pervr segment.

- When size of a record is smaller than a segment, it
is better .to cram more records into it rather than Waste space.
In a direct addressing system where the ID's of two related
application areas coincide, the lst rt of the record could
be used for one application and the last part for the others

Random-Access and On-Line Systecmse ‘

: non-1ine" refers to the operation of input/output
devices under direct control of the c-~tral processing unit.
When this can be acecomplished, it eliminates the need for
numan intervention between input origination and output
destination within computer processings "On-line™ can be
applied to the units near to and under the direct econtrol of
the L.P«Ve (e8¢ on line printer), or for the unite which are
not located near the central processing unit, but which
require a2 com: ieation.linke. ' :

‘ In »ateh-handing installations, many operations
are reserved for #off-1ine" handling. Pransfer of data from
cards to tape or vice versa are done in separately and not on
the computer, since they would hold up the work of the central
processing anit, thus ecosting money. ; there«

Mase (Direct Access) Storage and Responsive Systems

: A mags-storage" system responds to changing
priorities and roquiro-onzs.rtaathnr than processing data on
e first come, first gserved basisy 2 mass-storge system can
respond effectively on a controlied neirst things first"
basis. Thus the capability of tering priority according to
the immediate needs of daily activity is present. Thus there
can be reduction in program modification or introduction of
new programs, and thus there is saving of time and efforts.

Selective Updating.

This is another form of wpetivity sequence" methods
The most likely information to be updated is kept in one ©
segment, end the 1east likely to be updated (the static data)
is kept in anothers Hence when these segments are read into
memory, only one need to be rewritten.

We have now examined some of the techniques of file-~
organization. Out of these, the sequential method would be
hetter for our purpose because, in student records, there is
not much need for updating, and also, there is a great amount
of data to be gstoredes
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CHAPTER VII el
CONCLUS ION

So far, we have studied the computer system and have
discussed a method of setting up records by this system.

We have studied the computer in detail, discussed
programming procedures, mad up a sample program, and have
examined in detail how to go about making use of the system
to keep records. In the previous chapter, we have discussed
file keeping techniques.

There are two ugor reasons why computers would be
used in an organization. They are (1) to build a competitive
lead - to have better and more timely information to improve
decision making, and (2) to save on operations, by using
computer as a cost cutting tool.

The University is not a business concern and there-
fore there is no reason for it to fight for any competitive
lead, but it would like to have timely and better information
for &ocision meking for processing data on 7600 students is
quite a job. However the major reason computer would be
justifiable in the University would be if cost saving is
obtalineds

The cost of running the University has grown into
gigantic proportions and is inereasing every year, Thus a
reduction in any cost would be welcome., Estimates would be
required and of course, a feacsibility study would present the
estimate costs.

The feasibility study would study processing require-
ments, examine the various computers on the market, estimate
sa;.m on costs. A detall cost tabulstion would be something
like this:-



Any Change Expected

No. or : ;
ITEM : ' o e
o - : o Cost Cost
Chgnge Inerease Decrease
LABOR e
Department A
Supervision

Type C Employees
Type D xuployeos}
Type E Employees
Department B
Supervision
Type K Employees
Type L Employees
Pringé Benefits
MATERIAL
Forms _
Office Expenditure
Gencral Expenditure
Other Materials
EQUIPMENT
Rentals?

Type P Machines
Type Q Machines

Loss of Capital Value

Type R Machines
Furniture & Fittings

Total of Cost Increases, Decreases
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Computer Costs.

Since in our University cost would be the main
decisive factor, we shall examine the various costs involved.
There are two types of costs involved. One is the outlay for
preparation and implementation, and for initial application,
to acquire and install a computer. We already have a
computer, but it may be necessary to set up another.

The second cost is the poriodic'outlay for maintenance.
These are operating expenditures.

Investment Expenditures.

The IBM 1130 at our computer centre cost about half
a million dollars for buying and installation. This is about
the smallest computer available for our purposes The basic
computer itself could be about $100,000 but the additional in-
put, output equipments add up to the total amount. '

Most manufacturers rent out their equipment as well.
Hence it may be economical to rent rather than buy.

Another large item in investment expenditures 1is
change-over costs, These include the costs of system analysis,
systems design, programming, debugging, etec. These also
include the inerease in expenditure due to changeover. People
unfamiliar with the new system would be slow in adapting them-
selves and this would lead to more expenditure due to time
wvastage. ‘ A

How long the changeover period will last depends on
how will the changeover is executeds If the arrasngement has
thought boldly, planned well and executed firmly and decisively,
the changeover costs can be held lows If on the other hand,
management is unsure of the new system and is cautions, change=-
over time would be longer.

The next largest cost would be cost of installation.
As we already have a computer, this would not be much. Hovever,
if a feasibility study is carried out and it is found another
computer is required, then another half-a million dollars may
be needed. o &1

The fourth cost would be modelling of a place to keep
the computer, new furniture fixtures ete. These costs can vary
from nothing to a million dollags. .



. Finally another cost would be that of buying
invenfories and test equipment, punch card ete. Spare parts
and test equipment would be necessary if the computer company
is not doing maintenance, but in our e=se, all maintenance is
done by the 1o, ‘ ’ > : ;

Operating Costss . ot

_The major cost of ozmtm e _computer ig the cost
of input, The cost of imput is thd'gzst“of_z!tting'i!fo:ustion
and put,tinx it into a form that ean acaegtaﬂ the automatie
computer. This cost is high becanse it includes labour (for
““f.%‘ ‘the time of key punch operstors)j It includes” =
mete ain and supplies (forms, punched g, ete.) and it ine
eludes nanhx?a,:qntaz_cr charges (cost of key punches, type-.
writers etce)s G b i gy g s g, A

: ' The second largest cost 1is the amortization of the
investment expenditure. If it is leased from megufacturer, .
amortization would be charged only in part, but not fully, by
1 charge. This cost'is difficult to calculate, Dut
for write off purposes, a life of seven to ten years is used.

, The third largest cost of operating 1s usually the
lahour cost for operating personnel (excluding those in input
preparation). In the University, the ecomputer men key punch,
progran and also operate the computers. There are also a
number of rse However, to get better serviece,
cpo:ialiata may have to be employed and that would increase
COSTSe ' B g

» There are about seven classes of persomnel for a
computer centre, They are console operators, periphereanl-
esuipment operators, systems personnel (prepare problems and
applications for programming); programmers, clerical personnel,
maintenance men, and finally the managers of the computer
centre. The salaries of these persomnel ranges from $27,000
to $72,000 a year.

The fourth largest cost is taxes and insurance.
Taxes of course are not paid by the University, but insurance
has to be paid.

The fifth largest cost is that of output. These in-
elude cost of supplies (preprinted forms ete,) and some labour
and miseellaneous charges. Output costs are more variable than
input costs.

The sixth largest cost is that of floor space. This
would be rental charge or opportunity cost.



The other operating costs include use of power
(electricity) and some other minor costs. :

For the 1967-68 session, t?e amount of honey spent
on the computer centre was $50,000(1), This gives some idea
of the costs involved in maintaining & computer.

The question faced by the authorities would be
whether it is less costly to keep records by the computer
system or go on with the present system. In the long run,
computer system would be more advantageous, but due to lack
of fundsy it is not possible to set up such a system at
present. The computer centre is not capable to deal with the
record-keeping as it is already fully used.

Perhaps with a twenty-four hour working period, it
may be possible to run a computer system of keeping records.
However, costs would still be high. The University is already
committed to various projects which require more funds than
are available, hence, a computer system of keeping records is
not feasible in the near future. :

u)mvmriity'of Malaya Nineteenth Annual Report
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