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ABSTRACT 

There is wide range of applications in chemical processes and energy generation in the 

experimental and numerical studies of multiphase flows. General uses include fluidised 

bed catalytic polymerization, fluidised bed reactors (type of chemical reactors), process 

parameters optimization, such as temperature, system pressure, monomer concentration, 

catalyst feed rate, superficial fluid velocity and vital technology breakthrough in various 

polyolefin based engineering. Via the use of Computational Fluid Dynamics (CFD) 

methods combined with mathematical and statistical model, this thesis concentrated on 

the investigation of bubble and emulsion phase dynamic transitions on polypropylene 

production rate. The use of ANNOVA (Analysis of variance) method with Response 

Surface Methodology (RSM) was used to statistically model the experiments to validate 

and identify the process parameters for polypropylene production was conducted by. 

Reaction temperature, system pressure and hydrogen percentage were the three 

important process variables and important input factors in the performed analysis of 

polypropylene production. Through the evaluation of the effects of the process 

parameters and their interactions, statistical analysis indicated that the proposed 

quadratic model had a good fit with the experimental results. The highest polypropylene 

production of 5.82% per pass was obtained at an optimum condition with temperature 

of 75 °C, system pressure of 25 bar and hydrogen percentage of 2%. With the 

combination of statistical model and CFD (computational fluid dynamic) method, a 

hybrid model was developed to explain the detailed phenomena of the process 

parameters. A series of experiments were also conducted for propylene polymerisation 

by changing the feed gas composition, reaction initiation temperature and system 

pressure in a fluidised bed catalytic reactor. During reaction, 75% monomer 

concentration (MC) was shown as the optimum propylene concentration. The 

multiphasic reaction models tested in this research supposed that polymerisation 

Univ
ers

ity
 of

 M
ala

ya



iii 

happened at both in the emulsion and the bubble phase. With respect to the 

experimental range of the superficial gas velocity and the catalyst feed rate, it was 

observed that the ratio of the polymer created during the bubble phase, as compared to 

the overall rate of production, was approximately in the range of 9.1-10.8%. This was a 

noteworthy quality and should not be looked over. Two different solvers were used to 

achieve fluid flow computation. One of them was ANSYS FLUENT which was a 

general-purpose CFD code expanded from UDF (user defined functions) method on a 

collocated grid. The expanded UDF had various physical models that could be used in a 

wide range of industries. The other solver was Design Expert which was developed for 

the optimization of a broad range of process parameters. Multiphasic model was a 

general-purpose hydrodynamic model that validated chemical reactions and dynamic 

profiles of gas-solid flow in real reaction situations that usually occurred in olefin 

polymerization and chemical processing reactors. It was observed that the enhanced 

hybrid and multiphasic models were able to forecast more constricted and safer 

windows at analogous conditions as compared to the experimental results.  Conversely, 

the enhanced models had similar dynamic behaviour as the conventional model during 

the initial stages of the polymerisation but deviated as time progressed. 

Characterizations studies were conducted on the polypropylene and resulted in detailed 

information on the effects of the different process parameters on the product.  
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ABSTRAK 

 

Semenjak sedekad yang lalu, kajian secara eksperimen dan numerik terhadap pelbagai 

aliran telah menunjukkan peningkatan yang luar biasa teruatamanya pada aliran gas-

pepejal. Kajian terbabit telah banyak diaplikasikan di dalam proses kimia, penjanaan 

tenaga dan sebagainya. Aplikasi yang biasa adalah merupakan pempolimeran reaktor 

lapisan berpemangkin, reaktor lapisan bendalir (sejenis reaktor kimia), pengoptimuman 

parameter proses, seperti suhu, tekanan sistem, kepekatan monomer, kadar kemasukan 

pemangkin, had laju bendalir dan kejayaan menemukan teknologi penting dalam 

pelbagai produk kejuruteraan asas polyolefin. Kajian yang diketengahkan dalam tesis 

ini menumpukan penyiasatan terhadap transaksi dinamik fasa gelembung dan emulsi 

kepada kadar pempolimeran melalui penggunaan kaedah Computational Fluid 

Dynamics (CFD) yang digabungkan dengan model matematik. Tindak balas pelbagai 

fasa yang dilaksanakan di dalam kajian ini menganggarkan pempolimeran berlaku di 

dalam kedua-dua fasa gelembung dan emulsi. Dapat diperhatikan bahawa dengan 

merujuk kepada julat eksperimen had laju bendalir dan kadar kemasukan pemangkin, 

nisbah polimer yang terhasil kepada kadar keseluruhan penghasilan produk adalah 

dianggarkan di antara 9.1-10.8%. Ini adalah satu jumlah yang besar dan tidak boleh 

diabaikan. Pengiraan aliran bendalir dapat dilaksanakan dengan menggunakan dua 

perisian yang berbeza. Satu daripadanya ialah ANSYS FLUENT, kod umum CFD 

berdasarkan  kaedah pembentukan UDF (fungsi takrifan pengguna) pada himpunan 

grid. Pembentukan UDF menawarkan pelbagai model fizikal yang boleh diaplikasikan 

oleh pelbagai bidang industri. Dapat disimpulkan bahawa model dua-fasa yang 

berpeningkatan dan model CFD dapat menbuat pneganggaran yang lebih tepat dan 

selamat pada keadaan yang sama jika dibandingkan dengan keputusan eksperimen. 

Pemodelan statistik dengan pengesahan eksperimen terhadap parameter proses 
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penghasilan polypropylene dijalankan menggunakan kaedah ANNOVA (Analysis of 

variance) kepada Response Surface Methodology (RSM). Tiga pembolehubah proses 

i.e., suhu tindak balas, tekanan sistem dan peratusan hidrogen dipertimbangkan sebagai 

faktor input yang penting dalam penghalisan polypropylene terhadap analisis yang 

dilaksanakan. Analisis statistik menunjukkan kuadratik model yang dicadangkan 

bersesuaian degan keputusan dari eksperimen. Penghasilan polypropylene tertinggi 

diperolehi iaitu 5.82% setiap pas pada keadaan optimum bersuhu 75 °C, tekanan sistem 

25 bar dan 2% peratusan hidrogen. Model hybrid dicadangkan, menggabungkan 

kombinasi model statistik dengan kaedah CFD (computational fluid dynamic), 

digunakan bagi menerangkan fenomena parameter-parameter proses, dan ekperimen 

bersiri dijalankan bagi pempolimeran propylene dengan mengubah komposisi gas, suhu 

awal tindak balas, dan tekanan sistem, di dalam reaktor lapisan bendalir 

berpemangkin,75% kepekatan monomer (MC) merupakan kepekatan propylene yang 

optimum dan perlu dikekalkan sepanjang tindak balas. Kajian ini adalah unik kerana 

pembentukkan model bersepadu ini juga mampu memberikan idea yan jelas berkaitan 

dengan dinamik parameter lapisan untuk memisahkan fasa-fasa dan juga mampu 

menghitung kadar tindak balas kimia bagi setiap fasa di dalam tindak balas tersebut. 

Selain itu, model yang berpeningkatan ini juga menunjukkan perlakuan dinamik yang 

sama berbanding model konvensional, pada peringkat awal tindak balas pempolimeran; 

akan tetapi, ia menyimpang seiring dengan peningkatan waktu. Kajian pencirian juga 

telah dijalankan terhadap polypropylene;  iaitu memberikan maklumat yang lengkap 

terhadap kesan perubahan parameter proses kepada produk. 
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CHAPTER 1: INTRODUCTION 

 

1.1 Background 

Over the last few decades, polymer-based materials have been the focus of research due 

to the noticeable advancement in improved material properties in comparison to other 

conventional micro- and macro-level materials (Arencón & Velasco, 2009; Delva et al., 

2014; Tian, Xue et al., 2013). Among polymer-based materials, polypropylene is known 

as a high-class thermoplastic polymer resin generated from olefins (Galli & Vecellio, 

2004; Nguyen et al., 2015). Polypropylene has been positioned as the leading polymer 

due to its extensive application from home appliances to all-encompassing industrial 

usages (Bikiaris, 2010; Umair, Numada et al., 2015). Due to its greater physiochemical 

properties, numerous traditional materials have been replaced by polypropylene and 

various industrial sectors have directly benefited from its use in composites (Pracella et 

al., 2010). For example, fuel usage has been remarkably reduced in the automobile 

sector by substituting metals with polypropylene since it is lighter. Consumers are 

impressed with its other physiochemical properties such as cutting-edged structural 

stability, superior dielectric vitality and better corrosion resistance and competency, 

making polypropylene is the best alternative to conventional materials (Glauß et al., 

2013; Hisayuki et al., 2008). Nevertheless, polypropylene and polypropylene based 

materials only comprise 20% of the polyolefin market share although it has wide 

acceptability in the global material market. Therefore, from a scientific and economic 

point of view, it is vital that proper studies on modelling, optimisation and experimental 

validation of polypropylene production are carried out to expand its use and market 

share (Balow et al., 2003). 
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To better understand the complicated flow behaviours and process parameters necessary 

for enhancing the reactor performance, multidisciplinary efforts have been made to 

create the polymerisation process and its procedures, (Gharibshahi et al., 2015; Syamlal 

et al., 1993). For example, the fluidisation technique was commercially utilised and is a 

well-known technology. Some of the special features of fluidised bed reactors are 

excellent mass and heat transfer rates, uniform particle mixing and the ability to achieve 

diverse chemical reactions (Ahmadzadeh et al., 2008; Aysar et al., 2011; McAuley et 

al., 1994). Several researchers had acknowledged gas phase polymerisation as a more 

sustainable and user-friendly technology. The polymer fluidisation performance is 

influenced by a number of factors such as fluidised bed components, system 

temperature, and gas-solid alignment. Ironically, all these impelling factors make 

reaction regime analysis difficult. Yet, these factors have a big influence on the quality 

control of different grades of polypropylene. The overall operating conditions have a 

broad influence on the exothermic nature and system pressure sensitivity of the 

propylene polymerisation reaction (Shamiri et al., 2011). It is important to develop a 

valid model to clarify the functional relationship among the process variables to allow 

for the design of a robust reaction system to carry out safe reactions and to produce 

uniform, consistent and quality products. In many industrial applications, the model 

would also support better decision making (Ahmmed et al., 2009; Jang et al., 2010;  

Kaushal & Abedi, 2010). 

 

At the moment, little evidence is available from literature on hand to indicate any 

optimisation study being carried out so far after taking into account the integrated 

process parameters, multiphasic fluid dynamics and reaction rate with the CFD method 

on propylene polymerisation. This thesis sought to bridge this research gap. The 

objective of this research was to study the specific operating parameters from 
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multidimensional approaches, i.e., the statistical, mathematical and CFD point of views, 

for propylene polymerisation in a real reaction pilot-scale environment and to identify 

the best process parameters for the combination of a predictive CFD coupled model and 

experimental validation. Reaction temperature (RT), system pressure (SP), monomer 

concentration and hydrogen concentration were the chosen operating parameters. Also 

included in this research was an industrial standard characterisation study. The 

experiments were carried out in a pilot-scale plant which was a stand-in example of an 

industrial-scale plant and equipped with a full-range production facility under the 

Malaysian National Petroleum Authority (PETRONAS). To give an idea of the impact 

of this hybrid model based production optimization study, a financial analysis was also 

carried out. An additional 6,411,981.74 TPA of polypropylene can be produced at 

industrial scale to meet this global demand based on the estimates in this study. In the 

global market, this would generate profits in excess of 7,675.14€ million in 2016 alone. 

 

1.2 Problem statement 

Extreme nonlinearities in the dynamics of the reactor were due to the complicated 

reaction, heat and mass transfer mechanisms as well as the complex gas and solid flow 

characteristics in the fluidized bed reactor. These variables pose a huge challenge in the 

modelling and optimization of such a process. 

 

The basic reaction modelling in the propylene polymerization fluidized bed reactor was 

made even more difficult by the presence of strong interaction between process 

variables that conventional process modelling and optimization strategies could not 

cope. Limited studies were done on the reaction coupled dynamic modelling and 

optimization of specifically the gas phase polypropylene catalytic reaction in pilot scale 

fluidized bed reactor even though available literature point to the fact that research was 

Univ
ers

ity
 of

 M
ala

ya



4 

done of the basic modelling and control of polymerization process in fluidized bed 

reactors.  

 

It is often assumed that the emulsion phase that develops at minimum fluidization and 

bubbles are completely solid-free in most conventional models. On this premise, it was 

impossible to forecast the influence of the dynamic gas–solid allocation on the apparent 

reaction and heat/mass transfer rates in the fluidized beds properly at velocities higher 

than minimum fluidization. Yet, experimentally (Aoyagi & Kunii, 1974) and 

theoretically (Gilbertson & Yates, 1996), the presence of solids in the bubbles had been 

proven. The emulsion phase may contain more gas at higher gas velocities and also did 

not remain at minimum fluidization conditions (Abrahamsen & Geldart, 1980). 

Improved assimilation of the two phases will cause more solid particles to enter the 

bubbles, resulting in more gas entering the emulsion phase while the superficial gas 

velocity increased in a fluidized bed reactor. Hence, a comprehensive model was 

required to give a more realistic perception of the encountered phenomena in bed 

hydrodynamics and enhance the quantitative knowledge of the real process.  

 

In order to get the real picture behind the dynamic nonlinearities and difficulties 

involved in the gas phase propylene polymerization rate phenomena in a fluidized bed 

reactor, it is essential to come up with an efficient real-time process dynamics 

monitoring scheme and product engineering strategy over modelling and simulation 

concept. 
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1.3 Objectives of the research 

The objectives of this research was to come up with a comprehensive model for 

optimization of a gas-phase propylene polymerization in a fluidized-bed catalytic 

reactor (FBR). 

 

This research included the salient factors of the polymerization of propylene while 

incorporating mathematical and experimental approaches to describe the dynamic 

process parameters and behaviour of a fluidized bed reactor with reaction modelling. 

Every experimental and validation aspects were also taken into account. Lastly, real-

time observations of process parameters and their effects on product quality were also 

studied.   

 

Below are the specific objectives and approaches: 

1- To predict the optimum operating conditions for polypropylene production through a 

statistical model.  

2- To examine the influence of reaction temperature, system pressure and monomer 

concentration on the polypropylene production rate and on fluidised bed dynamics by 

incorporating statistical model with CFD model.  

3- To develop a multiphasic reaction model to predict the reaction rate in every phase in 

real reaction conditions.  

4- To cherecterise the polypropylene produced by varying the hydrogen concentration at 

optimum conditions. 
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1.4 Workflow of the thesis 

Below are the topics in relation to the various aspects relevant to the thesis: 

Chapter 1: This chapter detailed a short introduction on the comprehensive modelling 

of gas phase polymerization fluidized bed reactors along with the related circumstance 

of the research. It was then followed with the problem statements which highlighted the 

direction of the research. The objectives and scope of the study were then elaborated in 

detail based on the defined problem statements. 

 

Chapter 2: Chapter 2 gave a general overview of multidimensional modelling of 

fluidized bed reactor and its applications in olefin polymerization. This chapter provided 

a brief review on the modelling of gas-solid fluidized bed systems and recent researches 

that had been carried out. The information in this chapter was published in the Journal 

of Industrial and Engineering Chemistry. 

 

Chapter 3: Polypropylene Production Optimization in Fluidized Bed Catalytic Reactor 

(FBCR): Statistical Modelling and Pilot Scale Experimental Validation  

This chapter described a strategy to examine the relationship among various operating 

parameters in order to come up with the optimum process environment for propylene 

polymerization in a pilot scale fluidized bed via RSM modelling and Central Composite 

Design (CCD) technique. This work was published in the journal named ‗Materials‘. 

 

Chapter 4: Developed a Hybrid Model for Propylene Polymerisation at Optimum 

Reaction Conditions.  

This chapter described an integrated method to identify optimum process parameters 

and dynamic transformations of the fluidized bed for propylene polymerisation. To 
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explain the fluidised bed dynamic behaviour, a two-phase gas–solid model was 

analysed at optimum process conditions. The CFD (computational fluid dynamics) 

based optimization model was created to integrate the dynamic gas-solid flow dynamics 

and process parameter interaction effects on polymerization. In order to simulate a 

multiphase flow, the Eulerian-Eulerian approach was applied in this work. The built-in 

PBM (population balance model) and a moment method were utilised to measure the 

percentage of the polymer production. This work was published in the journal called 

‗Polymers‘. 

 

Chapter 5: Multiphasic Reaction Modelling for Polypropylene Production in a Pilot-

Scale Catalytic Reactor. 

In this chapter, an innovative polyolefin-based engineering process model, which 

reduced the computational and the experimental bids in the presence of a novel pilot-

scale experimentation design, was established. Momentum method was used to explain 

the polypropylene production rate factors. The required mass balance equations for 

reacted monomers (that were described by a sequence of differential and algebraic 

equations) were individually applied for the different emulsions during the bubble phase 

because the plug flow reactor had very active catalyst sites. This was an improved 

representation of the conditions faced by the heterogeneous Ziegler-Natta catalysts. This 

study was published in the ‗Polymers‘ journal. 

 

Chapter 6: Model based real-time process parameters monitoring for polypropylene 

production and their effects on product quality.   

A common but distinctive online data acquisition system was set up and used to attain 

real-time data for the important process parameters, i.e., pressure, temperature and feed 

rate of hydrogen, on the dynamics of polypropylene (PP) production in a catalytic 

Fluidized Bed Reactor (FBR) in this study. An industrial level characterisation analysis 
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was also carried out to assess the outcomes of the process parameters on the quality of 

polypropylene. The manuscript of this chapter was submitted to the Advances in 

Production Engineering & Management (APEM)  journal for publication and is now 

under review.  

 

Chapter 7: Conclusions and Recommendations 

Results and findings of this study were summarized in the last chapter and were 

followed by a list of recommendations for further studies.   
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CHAPTER 2: LITERATURE REVIEW 

 

NOTATION: 

A cross sectional area of the fluidized-bed (m
2
)
 

Ar pre-exponential factor (consistent unit)  

ANOVA analysis of variance 

CFD computational fluid dynamics 

CV  coefficients of variation  

D diameter of the fluidized-bed reactor (m) 

DV the electric displacement vector 

DEM discrete element method 

DPM discrete particle model 

E electric field (V/m) 

Er Activation energy for the reaction (J/Kmol) 

EDC eddy dissipation concept 

FBR fluidized bed reactor 

GFM granular flow model 

H total enthalpy (J/kg, J/mole) 

Hb Bed Height 

IPSA inter phase slip algorithm 

KTGF kinetic theory of granular flow 

MGM multi grain model 

P  
induced polarization 

PEA partial elimination algorithm 

PMW Propylene molecular weight (kg/kmol) 

TFM two fluid model 
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VOF volume of fluid 

MnSRG mean of square regression  

rN
 

apparent order of reaction 

nP
 

bulk partial pressure of gas  (Pa) 

rD ,0  
diffusion coefficient for reaction (m

2
/S) 

DgF  degree of freedom  

pC
 

heat capacity at constant pressure (joule/ kelvin) 

reacH
 

heat released by surface reaction (
0
C) 

jY
 

mass fraction of species j in particle 

pT
 

particle temperature (
0
C) 

jv RR ,  
radius of particle (m) 

rjR ,  
rate of particle species depletion (kg/s) 

rkinR ,  
rate of reaction (units vary) 

rjR ,  
rate of species reaction per unit area (kg/m

2
s) 

gS
 

source term in gas phase scalar equation 

fT
 

local temperature of fluid (
0
C) 

pA
 

surface area of particle (m
2
)
 

bD
 

bubble diameter (m) 

aH
 

Hamaker constant (erg) 

sJ
 

dissipation of granular energy (m
2
/s

3
) 

CN
 

Courant number 

Pr  Prandtl number 
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Re  particle Reynolds number 

SSQ  sum of squares, 

T∞ system temperature (
0
C) 

walliq ,  
conductive heat flux between particle i and wall 

(W/m
2
) 

fiq .  
conductive heat flux between particles i and f (W/m

2
) 

jiq ,  
conductive heat flux between particles i and j (W/m

2
) 

ek
 

effective fluid thermal conductivity (kelvin-meters per 

watt) 

radiq ,  
flux between particle i and its local surrounding 

environment (W/m
2
) 

hf  
fraction of heat absorbed by particle 

pm
 

mass of particle 

nr effectiveness factor (dimensionless) 

fk
 

number of particles in a domain  

pk
 

thermal conductivity of particle (kelvin-meters per 

watt) 

at  
time lag (s)  

ct  
time of particle−particle collision (s) 

pd
 

particle diameter (m) 

Es particle-particle restitution coefficient 

g0 gravitational acceleration (m/s
2
)
 

bh
 

height of the fluidized bed (m) 

K thermal conductivity (kelvin-meters per watt) 
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Sp
 

particulate phase pressure (bar) 

V velocity of phase (Pa.s) 

v′ fluctuating particle velocity (Pa.s) 

bv
 

total bed volume (m
3
)
 

pw
 

polymer mass fraction 

  

Greek Letters:  

ε the void volume of the fluidized bed 

Σ surface tension, (N/m) 

Θ porosity of the polymer particle 

r  
effectiveness factor 

αs volume fraction of solid 

  charge density (c·m
−2

) 

ρs solid density (kg/m
3
)
 

s
 

granular temperature (m
2
/s

2
)
 

s  
solid bulk viscosity (kg/m

2
 s-

1
) 

αg volume fraction of gas 

α s,max maximum volume fraction of solid phase 

  sphericity 

  dynamic viscosity (Pa.s) 

  shear rate (1/s) 

0  
zero shear viscosity (Pa.s) 

s  
dissipation due particle–particle collision(m

2
s−

3
) 
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  electric potential (V) 

g  
gas phase diffusion coefficient 

g  
density of gas phase (kg/m

3
) 

f  
density of fluid (kg/m

3
) 

0  
permittivity of vacuum (F/m) 

e  
electric susceptibility (m/V)

n-1
 

m  
relative permittivity of mixture (F/m) 

s  
relative permittivity of solid phase (F/m) 

g  
relative permittivity of gas mixture (F/m) 

t  time step in simulation (s) 

p
 

pressure drop (Pa) 

x  dimension of the grid 

  

Subscripts  

Kin Kinetic 

Eff Effective 
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2.1 Introduction 

2.1.1 The process of fluidization and fluidized bed reactors  

The physiochemical phenomenon called, ‗fluidization‘, conveys the idea of converting a 

bed of fine particulate materials into a fluid-like state by passage of a gas or liquid 

through it. Transport phenomena in fluidized beds have several complex features which 

can be utilized to great benefit in various processes. If a fluid is passed through a bed of 

fine particles, at lower velocities the fluid simply percolates through the void spaces 

between particles and this is known as a fixed bed. When displacement of particles 

occurs by increasing the flow rate of the fluid, it is known as an expanded bed. Particles 

are suspended at a higher velocity in the fluid. The buoyancy force acts as the balancing 

force between gravitational and drag forces when the bed is in suspended form. When 

the pressure drop across the bed becomes equal to the weight of particles, the bed is 

considered as fluidized and the superficial fluid velocity at which this situation is 

observed is called the minimum fluidization velocity. This phenomenon can be 

expressed mathematically by the following equation (Geldart et al., 2009; Puettmann et 

al. , 2012; Yang et al., 2003): 

  gHp fsb   1
                                                                                      (2.1) 

 

The section with a clear surface or upper limit of the fluidized bed is regarded as the 

dense phase. Further increment of velocity of the fluid may cause the surface to lose its 

distinct character. There are a number of influential factors for controlling the quality of 

fluidization. In general, properties of solids and fluid determine the smoothness of 

fluidization. Moreover, solids mixing, bubble size, bed geometry, gas flow rate, particle 

size, distributor type and vessel interiors are other factors affecting fluidization. 
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FBRs have been frequently used in various processes. Implementation of fluidization 

technology can be categorized into chemical and physical processes. Olefin 

polymerization (propylene and ethylene), a wide range of synthesis reactions, 

manufacturing of silicon, gasoline synthesis (Fischer-Tropsch), coking (Fluid and 

Flexi), combustion, gasification and catalytic cracking of heavy hydrocarbons are 

examples of chemical processes. Physical processes involving fluidization include heat 

exchange, drying, coating, granulation, solidification and purification of gases with 

adsorbent (Bi et al., 2000; Yang et al., 2007). 

 

Different types of reactors, like continuous stirred tank reactor (CSTR ) (Ali et al., 

2011), tubular loop, autoclave and fluidized bed reactor (FBR), have been used to 

produce polyolefins. However, recently FBRs have drawn the attention of engineers, 

scientists and researchers. As a result, gas–solid fluidized-bed reactors are broadly used 

for producing polyolefin as well as other petrochemical products. Employing gas phase 

fluidized beds in polyolefin production processes is beneficial due to its low investment 

requirement and low operating cost compared to other processes. This technology also 

provides some significant engineering advantages. For example, it involves no solvent 

separation, has great heat exchange potential and has ability to utilize various types of 

catalysts to manufacture a wide range of products (Rokkam et al., 2010). Diverse 

benefits of fluidized bed reactors, like their capabilities to carry out a wide range of 

multiphase chemical reactions, excellent mixing performance of particles, significant 

mass and heat transfer, as well as their ease of operation in both batch and continuous 

states have established this type of reactors as one of the most extensively used reactors 

for polyolefin production.  
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Union Carbide can be credited as the first commercial user of the fluidized bed 

polymerization reactor for producing high density polyethylene (HDPE) in 1968. The 

same manufacturer extended its production line for production of linear low density 

polyethylene (LLDPE) in 1975 and for polypropylene (PP) in 1985. Several simulation 

and experimental studies have been accomplished in order to understand the observable 

fact of fluidization for improving and optimizing their design (Xie et al., 1994). 

Effective fluidization ensures proper gas-solid contact, homogenous temperature profile 

and minimum gas bypassing (Choi et al., 1988). Consequently, Hypol, Innovene, 

Unipol, Spheripol, which are widely used commercial technologies, have been 

producing polyolefin through fluidization (Kunii et al.,  1991; Geldart et al., 1986). 

 

2.1.2 Scope of the review 

Polyolefin reaction mechanism models are classified based on several factors. Constant 

bubble size model (Choi & Ray, 1988), well-mixed model (Kiashemshaki et al., 2006; 

W. C. Yang, 2003), bubble growth model (Shamiri et al., 2010), catalyst phase model 

(Ahmmed et al., 2009), well-mixed and constant bubble size dynamic model (Shamiri et 

al., 2011) and multiple active sites model (Davidson et al., 1963) are significant types of 

models for describing olefin polymerization phenomena in many studies. Numerous 

references are available for mathematical modeling and simulation of gas-phase olefin 

polymerization in fluidized condition. In this type of reactor, mechanism of reaction, 

physical transport methods, reactor design and operating conditions have great influence 

on the quality of the polymer product.  In most cases, polymerization processes are 

widely categorized into heterogeneous and homogeneous processes. Homogeneous 

reaction method implies that the polymerization occurs within a single phase while in 

heterogeneous systems reactants and polymerization reaction are presented in different 

phases (Shamiri et al., 2010). Pseudo-homogeneous models of polyolefin production are 
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simple and can be used in catalytic batch reactors. In this model it is assumed that only 

a single (liquid or gas) phase exists in the reactor. On the other hand, heterogeneous 

models are mostly practical for simulation of gas phase semi-batch reactors. Such 

models are widely used in olefin polymerization reactors. Due to the multi-phase nature 

of polymerization (liquid–solid phase or gas–solid phase), the heterogeneous catalysis 

reaction model should be solved simultaneously with a hydrodynamic model describing 

inter-phase heat transfer, mass transfer and mixing. It is well established that a fluidized 

bed should be considered as a two-phase system. These phases are emulsion and bubble, 

also known as the dense and lean phases, respectively. Although bubbles are often 

assumed to be solid-free, they usually carry a small quantity of solids. Each gas bubble 

carries a considerable amount of solids behind it which is called wake. Solids in the 

wake are dragged up with the bubble, consequently, the rest of solids within the 

emulsion phase flow downward.  

 

 

         (a)                                                                                          (b) 

Figure 2.1: (a) Schematic of a fluidized bed polypropylene reactor with multiphase 

reaction steps (Shamiri et al., 2011); (b) influence of catalyst particles inside phases. 

Reproduced with permission from Elsevier (Ahmmed et al., 2009). 
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Each bubble is surrounded by a cloud which is also rich in solids and moves with the 

same velocity as the bubble. Polyolefin reaction modeling is illustrated schematically in 

Figure 2.1. This figure illustrates the expositions of multiphase reactions in a fluidized 

bed reactor for olefin polymerization reaction. Reactant gases, blown into the bed from 

the bottom, form bubbles in a fluidized bed. While bubbles rise in the bed, mass transfer 

of reactant gases takes place between cloud and bubble as well as cloud and emulsion. 

After transfer of reactant gases from bubble to emulsion, chemical reaction takes place 

in the emulsion and on the surface of the catalyst particles. The rate of mass transfer of 

reactants from bubble to emulsion diametrically affects the polymer production rate. 

Many researchers have mentioned that reactor modeling should be done based on the 

type of the catalyst and the value of porosity (Chatzidoukas et al., 2003; Zavala et al., 

2005).  The superficial gas velocity, as well as the catalyst dosing rate, can severely 

affect the molecular weight of polymer in the emulsion phase, concentration of 

monomer and temperature inside the emulsion phase (Xu et al., 2006; Xuejing et al., 

2006). 

 

In a gas-phase polymerization process, monomers in the gas phase react with the solid 

catalyst in the emulsion phase to form polymer particles (Luo et al., 2009). Since the 

reaction takes place in a mixture of gas and solid phases, a two phase model was 

considered in many cases for describing this process. Reports about simulation of 

industrial scale or even pilot scale polymerization process are limited in the open 

literature. Gobin et al. (Gobin et al., 2012) simulated large polymerization reactors and 

mainly focused on the ability of the simulator to explain the complex flow behavior of 

the large-scale reaction system. 
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Advanced process modeling and simulation tools, like the CFD approach, are required 

to understand the effect of numerous changes that are required for the scale-up process 

such as bed diameter, rising of bed height and fluidization velocity, distributor types and 

adding of in-bed heat exchanger tubes along with baffles, as well as experimental data 

for validation. Therefore, several research groups have been involved in developing 

non-intrusive measurement techniques in the laboratory scale polymerization reactors to 

obtain statistically and mathematically significant data for validation of CFD models 

(Hulme et al., 2005) 

 

Earlier models of FBRs were not capable of being used for scale-up purposes but to a 

certain extent were proposed for interpretation of experimental data (Anderson & 

Jackson, 1967; Rokkam et al., 2010; Yiannoulakis et al., 2001). The use of CFD 

analysis is also in its initial stage, especially in the field of polyolefin reactions.  

Although, there are broad applications of the CFD in recent studies of chemical 

reactors, current CFD simulations include too much simplification and paid inadequate 

attention to the multi scale structure (for example, homogenous assumption in 

hydrodynamics, mass transfer and reaction models and 2D instead of 3D models). 

These simplified treatments may miss the real mechanisms underlying the complex 

states of motion. To conquer this problem, CFD with consideration of meso-scale 

structures has been proposed in recent years. This method can help to understand the 

structure-oriented coupling between flow, heat/mass transfer and reactions. This 

combination, the so-called multi-scale CFD (MSCFD), characterizes the sub-grid meso-

scale structure with stability criteria in addition to conservation equations.  This 

approach is demonstrated by the energy minimization multi-scale (EMMS) model and 

its extensions, e.g., EMMS/matrix for flow modeling and EMMS/mass for reaction 
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modeling and can be a promising approach in industrial and scale up simulations (Wang 

et al., 2010). 

In this study, the background of these computational models, considering various 

aspects involved in polyolefin reactions in a fluidized bed reactor, are discussed. 

 

 

2.2 Computational modeling of fluidized bed reactor 

2.2.1 Theoretical framework  

Development of CFD, which can be used to solve conservation and momentum 

equations in multiphase flows (Hosseini et al., 2012), is an advanced research area for 

visualizing fundamental phenomena without carrying out real-time experiments (Paul et 

al., 2004). In case of a polymerization reactor, an extra advantage of CFD is that it can 

provide information on turbulent zones. Information in these zones is vital because the 

reactants are mostly introduced to these areas and the reaction yield is higher.  

Although, experimental analysis of the flow pattern in polymerization reactors remains 

vital, the irregular mechanism of mixing of reactive fluids makes the flow visualization 

more complex. CFD studies had been initially criticized for their limitations in adequate 

analyzing the polymerization process.  A mentionable drawback of the CFD modeling 

of a polymerization procedure is its high computational time. Since transport equations 

in a polymerization reaction are highly coupled in nature, it is extremely challenging to 

solve the related equations and simplification of the reaction mechanism as well as 

dependency of the transport properties on the variables is essential (Patel et al., 2010). 

 

Although initial CFD studies have limitations in analyzing different polymerization 

processes, this approach was able to provide dynamic simulation of FBRs. Continuous 

development of supercomputers and invention of computer units with continually 
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increasing power have facilitated solving these complicated equations numerically. The 

effort required for experimental design and data acquisition have been significantly 

reduced by the CFD analysis. Recent developments in the research field of multiphase 

flow of gas-solid modeling suggest substantial process developments that have the 

potential to advance plant operations significantly. Forecasting of gas-solid flow pattern 

in certain production systems, such as pneumatic transport lines, fluidized bed reactors, 

hoppers and precipitators, is critical to control the operation parameters of a majority of 

process plants. The lack of ability to precisely model these fluidization regimes has 

slowed down the progress of simulations for these operations. Hence, in recent years, 

researchers involved in the development of CFD softwares have been paying attention 

to significant points to propose updated modeling techniques for simulating gas-solid 

flows with a higher level of consistency. Implementation of CFD for analyzing 

multiphase flows have been widely accepted and have directed researchers to develop 

CFD codes for simulating fluidized beds. Consequently, engineers involved in olefin 

polymerization industries are beginning to use these latest methods to make significant 

upgrading by considering alternatives although it would be too expensive or time 

consuming to obtain the real plant size results (Reh et al., 1999). 

 

Although gas-solid flow modeling techniques are based on conservation equations, but 

it has also been reported that conventional models are not yet adequately improved to be 

effective tools for the design of industrial FBRs.  The reason for this drawback remains 

first in the complexity of the gas-solid flow pattern in reacting systems which makes 

computations very difficult and time consuming. Adding chemical reactions to this 

complexity requires additional computational resources and particularly handling of 

large geometries of industrial reactors clearly exceeds the currently available computing 

capacities (Gidaspow et al., 1994; Ryu et al., 2013; Shi et al., 2010). Furthermore, to 
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provide comprehensive information on complex fluid dynamics, CFD possesses a great 

potential and has been considered as a promising technique (Zhao et al., 2000; 

Mountain et al., 2001). 

 

Two forms of CFD models, i.e., Lagrangian and Eulerian methods, are generally used to 

describe gas-solid fluidized reactors. The Lagrangian model solves equations of motion 

(Newton‘s second law) for every particle in the system in which particle-particle 

collisions and various forces acting on the particle are taken into account. In the 

Eulerian model, both phases (solids and gas) are counted as continuum (fluid) and 

momentum and continuity equations are considered for both phases (Ahuja et al., 2008; 

Wang et al., 2006) . The Eulerian–Lagrangian approach, which is also recognized as 

discrete particle model (DPM) or discrete element method (DEM), considers the fluid as 

a continuum while the solids are considered as the dispersed phase. The DPM uses the 

Eulerian framework to model the continuous phase and the trajectories of particles are 

simulated in the Lagrangian framework. The continuous phase can be modeled by 

averaging its properties over a wide range of trajectories. However, to obtain a 

momentous average of all quantities, an abundant of particle trajectories is suggested to 

be simulated. In some software packages, such as ANSYS FLUENT, the Eulerian–

Lagrangian approach is capable of modeling dispersed multiphase flow surrounded by a 

low volume fraction of solid particles (Vejahati et al., 2009).  Gas and emulsion phases 

are assumed to be continuous in the Eulerian–Eulerian approach while is considered 

entirely interpenetrating in every control volume. Three different Euler-Euler 

multiphase models are accessible to explain fluidized bed olefin polymerization: the 

Eulerian model, the mixture model and the volume of fluid (VOF) model as described 

in the following section. 
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2.2.1.1 The eulerian model 

In the Eulerian model, both phases are considered as continuum and momentum and 

continuity equations for multi-phase flow are solved. A single pressure field is 

considered for all phases.  Interphase exchange coefficient and pressure are important 

parameters for coupling these equations. Based on the relevant phases, different types of 

coupling methods are available. Fluidized beds, risers, bubble columns and particle 

suspensions can be covered by the Eulerian multiphase model. For calculation of the 

fluid-solid momentum exchange coefficient, ANSYS FLUENT suggests utilizing 

Syamlal-O'Brien and Gidaspow (O‘Brien & Gidaspow, 1989) correlations for use in the 

granular flow while Wen and Yu (Wen & Yu, 1966) correlation can be used if the 

system media is dilute. The Eulerian-Eulerian approach is applicable to determining the 

hydrodynamics of fluidized beds in which volume fraction of phases are of the same 

order. This computationally cost effective approach is also convenient where body 

forces (like gravity) act to split the phases or interact within and between the phases. 

This method is limited by hardware memory constraints and convergence issues. 

 

2.2.1.2 The mixture model 

The mixture model is simpler than the Eulerian model.  This approach was developed 

for modeling of two or more phases (interpenetrating continua). Momentum equations 

are solved by this model and evaluate relative velocities to describe the flow of 

dispersed phases. Cyclone separator, sedimentation, particle-laden flow with low 

loading and bubbly flow are examples of application of the mixture model. 

Homogeneous multiphase flows can also be modeled without relative velocities for the 

dispersed phase by the mixture model. 
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2.2.1.3 The vof model 

The VOF approach is applied to model multi immiscible fluids. In this model, 

momentum equations, equations of continuity for all fluids through the flow field and 

tracking the volume fraction of each of fluids are considered. Calculation of motion of 

large bubbles in a liquid, motion of fluid through a system, jet breakup and steady or 

transient movement of multi fluid phases are typical applications of this model. There 

are, however, some limitations in application of the VOF model. For instance, all 

control volumes are required to be filled with either a single fluid or a combination of 

phases, that is, void regions where no fluid is present and cannot be defined in this 

model and only a single phase can be described as a compressible ideal gas. The VOF 

cannot model the streamwise periodic flow including specified mass flow rate and 

specified pressure drop. User-defined function of ANSYS FLUENT is the option to 

explain compressible fluids behavior with the help of VOF model. However, if a system 

is highly sensitive to pressure, then the VOF approach is not advisable.  The VOF 

model also cannot be used with the DPM model for gas-solid reaction modeling in 

which particles are analyzed in parallel. 

 

2.2.1.4 Combined approaches 

Although the Eulerian–Eulerian model has become the primary choice of most 

researchers to investigate the performance of the polymerization reaction fluidized beds, 

some researchers combined the Eulerian–Eulerian approach and the granular flow 

model (GFM) (Ding & Gidaspow, 1990; Wei et al., 2011; Yan et al., 2012). In this 

approach, both phases are governed by conservation equations of mass and momentum. 

Describing inter-phase forces, i.e., drag, lift and virtual mass forces, is important to 

couple momentum balances of two phases. It has been shown that due to the large 

difference between densities of emulsion and fluid phases, the lift force and the virtual 
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mass force are less significant and can be neglected (Jakobsen et al., 1997; Krishna & 

van Baten, 2001). Consequently, in most CFD analyses of fluidization, only drag force 

was considered (Ahuja & Patwardhan, 2008).  

 

In the gas–solid flow, particles are considered as exaggerated molecules with the 

intention that an analogy of their behavior with gas molecules can be stipulated. The 

GFM approach typically does not provide the trajectory of particles and its averaging in 

a computational cell but can be perfectly accomplished at a hypothetical level which 

requires extensive modeling efforts. Formulation of the governing equations involves 

various averaging issues. As a result, the Eulerian–Eulerian model is applicable to 

multiphase flow processes containing large volume fractions of the dispersed phase 

(Fan et al., 1998; Ranade et al., 2001). Conversely, the 2D Eulerian-Eulerian model 

extended with the kinetic theory of granular flow (KTGF) was applied (Lu et al, 2002) 

to simulate the behavior of bubbles in a gas-solid FBR. Their simulated results were 

compared with bubble sizes obtained from the equation of Darton (Darton, 1977) and 

the model of Davidson (Davidson, 1963). Several studies on behavior of bubbles in a 

free and agitated gas-solid FBR via 2D and 3D Eulerian models were also carried out 

(Antonio et al., 2009). Vegendla et al. (Vegendla et al., 2011) performed a comparative 

study of Eulerian–Eulerian and Eulerian–Lagrangian method on two-phase gas–solid 

riser flow behavior by considering gas phase as a continuous phase and the solid phase 

as a dispersed phase.  Solids volume fraction, solids velocity, gas phase turbulent 

kinetic energy and its dissipation were elaborately studied at certain operating 

conditions. They concluded that the simulation results, when applying Eulerian–

Lagrangian method, fits better to the experimental data whreas the Eulerian–Eulerian 

method showed more deviation from the experimental data. A combined CFD approach 

using DEM along with Navier–Stokes equations has been suggested to explain 
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multiphase flow behavior and heat transfer amid particles and between the gas and the 

particles for methanol-to-olefins (MTO) production in FBR (Zhuang et al., 2014). The 

same study claimed that this hybrid approach can provide real-time particle activity by 

tracing the movement vector of the catalyst particle coupled with heat transfer 

equations. 

 

However, some CFD studies have been reported recently on the flow structure of phases 

in fluidized bed polymerization reactors (Sun et al., 2012; Vun et al.2010), since there 

are many important parameters in the modeling which can notably influence the 

simulation results (Perryet et al.,1998). Chen et al. (Chen et al., 2011) applied a CFD 

model to describe the gas–solid two-phase flow in fluidized bed polymerization 

reactors. They considered complete hydrodynamics of the FBR, such as solid holdup 

distribution, behavior of bubbles and solids velocity. Many researchers also performed 

advanced investigations on the influence of operation conditions and geometry of the 

reactor, like type of distributor, size of solid particles, gas velocity and operating 

pressure on the hydrodynamics of the reactor, for accurate scale-up and design of 

reactors (Aldaco et al., 2007; Cabezaset al., 2003; Doroodchi et al., 2005). 

 

2.3 CFD software packages 

Among different CFD software packages, only a few are capable of modeling complex 

multiphase flows. Pheonics, Fluent, CFX, Star-CD, Ester-Astrid, COMSOL and MFIX 

are some common software packages that have been used in CFD analysis of olefin 

polymerization since the last decade. These computational tools can be used for 

interfacing the user-defined function (UDF) to enhance the modeling and to get more 

realistic simulation results. Preprocessing is considered as the first step for developing 

and analyzing the flow model. The prerequisite for preprocessing is to propose the 
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model with the support of a computer aided design (CAD) package, generating a mesh 

and entering the data. For this purpose, GAMBIT is well accepted by researchers as a 

preprocessing tool. The CFD solver is capable of performing the calculations and 

generates the results after preprocessing. Among several CFD packages, ANSYS 

FLUENT has been used in most industrial simulation practices. Moreover, Flow Wizard 

is the earliest wide-ranging function of CFD product for designers introduced by 

ANSYS FLUENT. Some particular industrial sectors, like material processing 

industries, also use specific CFD packages such as FIDAP and POLYFLOW for their 

process development and scale up purposes (Addagatla et al., 2008;  Li et al., 2012; 

Wang et al., 2007). 

 

In the recent years, the commercial CFD package ANSYS FLUENT seems to be the 

first choice for a number of researchers for modeling fluidized bed reactors. In fact, 

ANSYS FLUENT is one of the most inclusive softwares offered to the CFD community 

because of its wide range of industrial applications, from airflow over aircraft wings to 

the modeling of gas-solid flows in fluidized beds. A large number of research articles 

have been published in recent years on the application of ANSYS FLUENT in the CFD 

analysis of fluidized bed reactors of polyolefin production. Table 2.1 shows some of 

significant researches on CFD approach applied to polyolefin production in the 

fluidization research field. (Acosta-Iborra, Sobrino, Hernández-Jiménez, & de Vega, 2011; Alobaid & Epp le, 2013;  Alobaid, Ströhle, & Epple, 2013;  Asegehegn, Schreiber, & Krautz,  2012 ; Cha lermsinsuwan, Chanchuey , Bua khao, G idaspow, & Piumsomboon, 2012;  Chalermsinsuwan,  Gidaspow,  & Piumsomboon, 2011;  Chang  et al., 2012; Cloete, Johansen, & Amini, 2012; E smaili & Mahinpey , 2011; Feng et al., 2012; G uo, Wu, & Thorn ton, 2012; Hamidipour, Chen, & Larachi, 2012; Hernández-J iménez, Gómez-García, Santana, & Acosta-Iborra, 2013; Herzog , Schreiber, Egbers, & Krautz, 2012b; Jalalinejad, Bi, & Grace, 2012; Khan Wardag & Larachi, 2012; Khongprom, Aimdilokw ong, L imtraku l, Vatanatham, & Ramachandran, 2012; Peng, Zhu, & 

Zhang, 2011;  Shua i, Zhenhua, Huilin, Y unchao, et al., 2012; Wardag & Larachi, 2012; Yan, Li, & Luo , 2012 ; Yusuf, Halvorsen, & Melaaen, 2012; Zhong, Gao, Xu, & Lan, 2012) 
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Table-2.1: Recent applications of CFD approach on fluidization and fluidized bed reactors 

 

Factors studied  CFD package 

and algorithm 

CFD approach Remarks  Reference 

Bubble dynamics of Geldart D 

particles, the effect of bubble 

coalescence (size and 

frequency), bubble rise velocity, 

and pressure drop. 

FLUENT 6.3.26. 

for grid structure 

GAMBIT 

Euler-Euler full 3D 

unsteady CFD 

simulations 

Euler-Euler transient full three-dimensional 

computational fluid dynamic simulations 

helped to shape an understanding of the impact 

of specific geometry 

(Wardag & 

Larachi, 2012) 

Effect of nature of reactor wall 

(flat- and corrugated)  

FLUENT 6.3.26 

& GAMBIT-

generated grid 

structure 

3-D transient Euler–

Euler CFD 

simulations 

Corrugated wall offered more stable gas–solid 

fluidization operation than flat wall 

(Khan & Larachi, 

2012) 

Solid volume fraction, axial 

solid velocity, radial solid 

velocity, power spectrum, 

normal Reynolds stresses, 

turbulent kinetic energy, 

granular temperature and 

energy spectrum 

FLUENT 6.3.26 Eulerian approach 

with KTFG 

The obtained results gave a close comparison of 

the simulated factors. 

(Chalermsinsuwan 

et al., 2012) 

Interchange due to gas 

advection between the emulsion 

phase and bubbles. 

MFIX code with 

the KTFG 

Two-fluid modeling 

approach with 

classical potential 

flow theory 

Suitable for high gas velocity rates. (Hernández-

Jiménez et al., 

2013) 

Physical values of fluid and 

particle phases. 

In-house 

CFD/DEM code 

(DEMEST) and 

MATLAB. 

Euler–Lagrange 

approach combined 

discrete element 

Method (DEM) 

This combined model can predict accurately the 

particles motion and the pressure gradients in 

the bed. But only applicable in small scale with 

relative large particles. 

(Alobaid et al., 

2013) 

Fluid–particle interaction 

(porosity and momentum 

DEM program 

―DEMEST‖ and 

Euler–Lagrange 

approach in 

Is able to simulate the highly complex 

hydrodynamic behavior of the dense gas–solid 

(Alobaid & Epple, 

2013) Univ
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Table-2.1: Recent applications of CFD approach on fluidization and fluidized bed reactors 

 

Factors studied  CFD package 

and algorithm 

CFD approach Remarks  Reference 

transfer) MATLAB codes combination with a 

deterministic 

collision model. 

flow in the fluidized bed. 

Electrostatic charges on single 

bubble 

MFIX Two Fluid Model 

(TFM) coupled with 

the Srivastava and 

Sundaresan frictional 

model [209] 

This model showed that electrostatic charges are 

predicted to cause the bubble to elongate and 

rise more quickly. 

(Jalalinejad et al., 

2012) 

Hydrodynamic behavior of 

binary particle mixtures 

differing in size and density and 

effect of wall boundary 

condition 

 

Fluent 6.3.26 

and high-order 

discretization 

scheme-QUICK 

Multi-fluid Eulerian 

model incorporating 

the kinetic theory of 

granular flow. 

Particle–wall restitution coefficient only plays a 

minor role in predicting the segregation and 

mixing of binary particle mixtures in bubbling 

fluidized beds. 

(Zhong et al., 

2012) 

Particle–particle heat transfer 

between different particle 

classes in a dense gas–solid 

fluidized bed of binary 

particles. 

FLUENT 6.3.26 

and SIMPLE 

algorithm 

Multi-fluid Eulerian –

Eulerian and KTGF 

in combination with  

stochastic collision 

frequency method 

and conductive heat 

transfer theory, 

This model considers gas phase as the primary 

phase, whereas the particle phases are 

considered as secondary or dispersed phases. 

(Chang et al., 

2012) 

Solid wall boundary conditions 

and granular temperature 

models 

FLUENT  13.0.0 

for CFD 

simulation and 

the 3D 

geometrical 

Full three-

dimensional two-

fluid Euler 

framework with 

standard per-phase k-

KTGF model yielded better prediction of gas 

holdup profile; RNG dispersed modes predicted 

better  flow pattern of three-phase fluidized 

beds; the third order MUSCL scheme was 

recommended for simulating complex flow 

 

(Hamidipour et al., 
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Table-2.1: Recent applications of CFD approach on fluidization and fluidized bed reactors 

 

Factors studied  CFD package 

and algorithm 

CFD approach Remarks  Reference 

meshing was 

achieved by 

using the 

GAMBIT 

(version 2.4.6)  

ε turbulence model 

and RNG dispersed 

modes 

patterns in three-phase fluidized beds; no 

significant improvement was  observed with the 

laminar flow model 

Gas–solid flow, solid-phase 

properties, Momentum 

exchange coefficients, Pressure 

drop and bed expansion ratio, 

time-average local voidage and 

velocity profiles 

Fluent 

version 6.3; 

MFIX , Open-

FOAM; two 

phase Euler 

Pimple Foam  

Eulerian–Eulerian 

model, KTGF  

The flow fields showed a very good agreement 

between the MFIX and Fluent simulations, but 

did not conform to those of Open FOAM (Open 

Source Field Operation and Manipulation). 

(Herzog, Schreiber, 

Egbers, & Krautz, 

2012a) 

Mixing of gas and solids 

phases, inlet gas velocity and 

solids circulation rate, particle 

properties (i.e., density and 

diameter), The residence time 

distribution (RTD) 

FLUENT with 

the SIMPLE 

algorithm 

2D Eulerian–Eulerian 

model based on the 

KTGF coupled with a 

k–ε turbulent mode 

The developed model can predict the 

hydrodynamic behavior including the solids 

volume fraction and the gas and solids 

velocities. Comparisons with available 

experimental results showed good matching. 

(Khongprom et al., 

2012) 

Flow behavior and conversion, 

solid phase viscosity and 

pressure of fluid, cohesive inter-

particle forces and heat transfer 

In-house code 

FLOTRACS-

MP-3D in 

Cartesian 

coordinate 

system  

Eulerian–Eulerian 

approach and KTGF 

The model is fairly successful in bringing forth 

the effect of hydrodynamics on conversion in a 

bubbling bed of Geldart A particles and in the 

process highlights the strength of computational 

fluid dynamics in capturing vital details of 

complex flow patterns in fluidized beds. 

(Yusuf et al., 2012) 

Gas phase turbulence, diffusive 

species transfer, rate of 

conversion 

FLUENT 12.1,  

coupled with 

SIMPLE 

Eulerian-granular 

framework; 2D 

planar model 

The model could predict the correct trend when 

a much less reactive carrier gas is injected. In 

this case, reaction rate was the limiting factor 

(Cloete et al., 

2012) Univ
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Table-2.1: Recent applications of CFD approach on fluidization and fluidized bed reactors 

 

Factors studied  CFD package 

and algorithm 

CFD approach Remarks  Reference 

algorithm and 

QUICK scheme 

employing the KTGF and the accurate hydrodynamic resolution of the 

gas-emulsion interface was of lesser importance. 

Bubble properties such as 

aspect ratio, diameter and rise 

velocity as well as bed 

expansion  

ANSYS 

FLUENT 12.1; 

SIMPLE 

algorithm, 

QUICK and 

second 

order upwind 

scheme were 

also employed 

Eulerian–Eulerian 

Two-Fluid Model 

(TFM) with closure 

equations based on 

the kinetic theory of 

granular flow 

(KTGF) 

3D simulations were in better agreement with 

experiments than the corresponding 2D 

simulations while bubble aspect ratio showed 

that the deviation of the predicted bubble 

properties using 2D simulations were more 

pronounced at higher bed height and higher 

superficial velocities. 

(Asegehegn et al., 

2012) 

Various bed thicknesses with 

respect to particle packing, bed 

expansion, bubble behavior, 

solids velocities, and particle 

kinetic energy. 

open-source 

code, MFIX-

DEM. 

Eulerian-–Lagrangian 

simulations with the 

discrete element 

method (DEM)  

Due to the inherent limitations of CFD–DEM 

approach, a direct numerical simulation (DNS) 

is advised to be preferable to accurately 

investigate the transition from 2D flow to 3D 

flow. 

(Yan, Li, et al., 

2012) 

Random motion of particles, 

solid pressure, conductivity of 

fluctuating energy and 

viscosity, tangential restitution 

coefficient and normal 

restitution coefficient 

KTRS-FIX code 

[162] (Kinetic 

Theory of Rough 

Spheres-Flow 

with Interphase 

eXchange) ,  

Two-fluid model with 

a kinetic theory of 

rough spheres 

(KTRS), implicit 

continuous Eulerian 

(ICE) approach and 

KTGF. 

An agreement between numerical simulations 

and experiments by was achieved by using this 

model with the consideration of particle rotation 

where kinetic theory is applicable. 

(Shuai, Zhenhua, 

Huilin, Yunchao, et 

al., 2012) 

Particulate systems consisting 

of a compressible gas and solid 

particles with complex and/or 

SIMPLE 

algorithm 

Immersed boundary 

method (IBM) [221] 

incorporated into the 

DEM-CFD-IBM approach is capable  to handle 

large objects or arbitrary shaped boundaries 

(Guo, Wu, & 

Thornton, 2013) Univ
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 of
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Table-2.1: Recent applications of CFD approach on fluidization and fluidized bed reactors 

 

Factors studied  CFD package 

and algorithm 

CFD approach Remarks  Reference 

moving boundaries coupled discrete 

element method and 

computational fluid 

dynamics (DEM-

CFD) approach. 

Gas distributor plate angles, 

presence of a heat exchange 

tube bundle, superficial 

fluidizing velocities and initial 

solid packing heights 

ANSYS Fluent 

12.1, SIMPLE‖ 

algorithm, and 

QUICK scheme 

Eulerian–Eulerian 

model (EEM) with  

KTGF  

This model can capture the key features of a 

fluidized bed system, fast fluidization, bubbling 

fluidization in the reactor and solid circulation 

between the various parts of reactor column.  

(Feng et al., 2012) 

Simulation and  characterization 

of   bubble behavior and bed 

dynamics 

Fluent 6.3 and  

SIMPLE 

Eulerian–Eulerian 

three dimensional (3-

D), KTGF and 

maximum entropy 

method (MEM)  

The bubble behavior in a cylindrical fluidized 

bed in the bubbling regime is characterized and 

explained in this simulation study. 

(Acosta-Iborra et 

al., 2011) 

Effect of inlet boundary 

conditions , solids acceleration 

process and flow, the effects of 

particle size on the flow 

Fluent 6.3, 

Gambit 2.4, 

SIMPLE 

algorithm and 

QUICK 

Eulerian_Eulerian 

approach coupled 

with KTGF  

This model is effective to specify the inlet 

boundary conditions for the simulations of gas-

solids two-phase flows in a circulating fluidized 

bed.  

(Peng et al., 2011) 

Bed height, the bed expansion 

ratio and solid volume fraction, 

turbulent granular temperature.  

FLUENT 6.2.16,  Energy Minimization 

Multi-Scale (EMMS) 

interphase exchange 

coefficient model 

with Eulerian model 

and KTGF. 

To evaluate the third dimension of the system 

and compare the results with the corresponding 

data obtained from the 2-D analysis for 

validation, the use of this model is highly 

efficient. 

(Chalermsinsuwan 

et al., 2011) 
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Table-2.1: Recent applications of CFD approach on fluidization and fluidized bed reactors 

 

Factors studied  CFD package 

and algorithm 

CFD approach Remarks  Reference 

Effect of using different inter-

phase drag model, solid volume 

fractions, expansion height, and 

pressure drop inside the 

fluidized bed at different 

superficial gas velocities. 

FLUENT 6.3 

and Phase-

Coupled Semi 

Implicit Method 

for Pressure 

Linked 

Equations (PC-

SIMPLE) 

algorithm, 

Multi-fluid Eulerian–

Eulerian model along 

with  finite volume 

method and KTGF 

Although three-dimensional simulation takes 

more time and computing processors 

than two-dimensional simulation, this 

simulation gives more accurate results when the 

models are compared with experimental data. 

(Esmaili & 

Mahinpey, 2011) 
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ANSYS FLUENT has shown its excellent potential on solving the governing equations 

for the fluid flow as well as heat and mass transfer since launched in 1983. A wide 

range of models on incompressible and compressible as well as laminar and turbulent 

fluid flows can be efficiently solved by this software in either steady or transient state 

(Bhuiya, Chowdhury, Ahamed, et al., 2012; Bhuiya, Chowdhury, Islam, et al., 2012). 

ANSYS FLUENT is capable of modeling transport phenomena (including heat and 

mass transfer) with chemical reaction in complex geometries which is essential for 

analysis of fluidized bed reactors of polyolefin production. The set of free surface and 

multiphase flow models is one of the very constructive group of models in ANSYS 

FLUENT that can be used for analysis of gas-liquid, gas-solid, liquid-solid and gas-

liquid-solid flows. This option also covers the volume-of-fluid (VOF), mixture, Eulerian 

and DPM approaches. Different types of heat transfer mechanisms can be modeled by 

ANSYS FLUENT, including natural, forced and mixed convection, with or without 

conjugate heat transfer, porous media, etc. Additional physical phenomena, for instance 

buoyancy and compressibility, can be broadly modeled in addition to the turbulence 

model. Extended wall functions and zonal models can address the issues of near-wall 

accuracy with more precision. 

 

Conservation equations of mass and momentum for flows related to fluidization can be 

solved by ANSYS FLUENT including heat transfer or compressibility to the problem 

requires addition of a supplementary equation of energy conservation. For modeling the 

turbulent flow, additional transport equations should be solved. Both incompressible 

and compressible turbulent flows can be described by this general form of equation. 

Mixing and transport of chemical species can be modeled through convection, diffusion 

and reaction sources for each component. Various concurrent chemical reactions can be 
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modeled, including reactions occurring in the bulk phase (volumetric reactions) and/or 

on wall or particle surfaces and in the porous region. ANSYS FLUENT has both 

pressure-based and density-based solvers with options for convection and diffusion 

components. The user should specify mass fraction of inlet species to determine the 

convection component of the rate of mass transfer. On the other hand, diffusion term 

can be evaluated from the gradient of inlet species. In the pressure-based solver, both 

convection and diffusion components are considered for evaluating the net rate of 

transport of species at the inlet.  

 

ANSYS FLUENT (version 14.5) provides three models for generalized finite-rate 

formulation reaction modeling: 

Laminar finite-rate model: Arrhenius kinetic expression is used to determine reaction 

rates by ignoring the effect of turbulence. This kinetic expression is computationally 

expensive. 

Eddy-dissipation model: In this model, Arrhenius kinetic calculations can be avoided as 

the rate of reaction is assumed to be controlled by the turbulence. As a result, this model 

is computationally inexpensive. This model also requires products to initiate reaction 

which is one of the main steps in of the polymerization catalytic reaction. 

Eddy-dissipation-concept (EDC) model: The EDC model can integrate detailed 

Arrhenius chemical kinetics with turbulent flames. Consequently, featured chemical 

kinetic calculations are computationally expensive (FLUENT 14.5.7, 2013). 

Since polymerization of olefins is a pressure dependent reaction, known as the ―fall-off‖ 

reaction, one of these three methods can be used to represent the rate expression (Caspar 

& Meyer, 1983; FLUENT 14.5.7, 2013; Stewart, Larson, & Golden, 1989). The method 

introduced by Magnussen and Hjertager in ANSYS FLUENT has been suggested to be 

the basis to model turbulence-chemistry interactions (Hjertager, 1976).  Catalytic 
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polymerization is an exothermic reaction and ANSYS FLUENT affords to solve 

directly this exothermic reaction modeling in a fluidized bed.  

 

Polymerization reaction involves more than one type of gas reactant, including carrier 

(N2), polymer chain cutting (H2) and reaction closure (CO2) gases. In the case of 

multiple gas phase reactants, ANSYS FLUENT suggests that the reaction stoichiometry 

must be extended as follows:  

Particle species +  gas species (1) +  gas species (2)+ gas phase species (n)max    

                               Products                                                                      (2.2) 

Gas-solid catalyzed reaction is widely used for industrial scale polymer production. For 

example, Ziegler–Natta catalyst is used in polypropylene and polyethylene production. 

The reactant gases (propylene/ethylene, nitrogen and hydrogen) are converted on the 

polymer particles to produce a broad distribution of polymer molecules. The porous 

catalyst particles, composed of small sub fragments which includes active metal. 

Polymerization occurs on the active sites of the catalyst surface by diffusion through the 

porous catalyst (Shamiri et al., 2011; Zacca, Debling, & Ray, 1996).  Table 2.2 

(FLUENT 14.5.7, 2013) shows the necessary equation applicable for olefin 

polymerization through fluidization.   
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Table 2.2: Equations used for CFD analysis in ANSYS FLUENT for polyolefin fluidized bed reactors (FLUENT 14.5.7, 2013) 

Type of equations used Mathematical expression Significant 

factors 

Remarks 

Conservation of mass or continuity 

equation 
  mSv

t




 



.

 

Is valid for 

incompressible as 

well as 

compressible 

flows 

Mass added to the 

continuous phase from 

the dispersed phase 

Continuity equation for 2D 

axisymmetric geometries 
    m

r
rx

x

S
r

v
v

r
v

t














 




 

Incompressible, 

compressible 

flows and any 

user-defined 

sources. 

Both axial and radial 

velocity are considered 

Momentum conservation equations 
      Fgpvvv

t







 ..

 

Static pressure, 

stress tensor, 

external body 

forces 

Momentum vector 

considers porous-media 

and user-defined 

sources 

Stress tensor 
  








 Ivvv T 

.
3

2


 

Effect of volume 

dilation 

molecular viscosity and 

unit tensor is very 

effective  

2D axisymmetric geometries 

momentum conservation equations 
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x

xrxxx
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v
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r
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vvr
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Axial and radial 

momentum 

swirl velocity is main 

concern  
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Table 2.2: Equations used for CFD analysis in ANSYS FLUENT for polyolefin fluidized bed reactors (FLUENT 14.5.7, 2013) 

Type of equations used Mathematical expression Significant 

factors 

Remarks 

equations 

Single phase flow 

Nk

S
x

u
xt k

i

k
kki

i

k

,...,1
































 

Arbitrary scalar,  

diffusion 

coefficient,  

In the case of 

anisotropic diffusivity 

tensor may change 

Multiphase flow 
 

Nk

Su
t

k

l

k

l

k

ll

k

llll

k

ll

,...,1

.









 

 

Volume fraction, 

physical density, 

velocity of phase. 

Two categories of 

scalars: per phase and 

mixture is considered.  

Solves the transport 

equation inside the 

volume occupied by 

certain phase. 

Periodic flows    

Momentum conservation equation for 

swirl velocity 
     

r

vw

r

w

r
r

rr

x

w
r

xr
vwr

rr
uwr

xr
w

t































































3

2

1

111

 

Radial velocity, 

swirl velocity and 

axial velocity 

For 3D problems no 

particular inputs and 

special solution 

procedures required 

throughout the problem 

setup  

Compressible flow equation  

T
M

R

pp

w

op 


 

Operating 

pressure, local 

static pressure,  

molecular weight, 

temperature, 

Follow ideal gas law 

Energy conservation equation        hj jj SJhpEvE
t





.. 



 

Energy factor, 

conservative 

For inviscid flows 
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Table 2.2: Equations used for CFD analysis in ANSYS FLUENT for polyolefin fluidized bed reactors (FLUENT 14.5.7, 2013) 

Type of equations used Mathematical expression Significant 

factors 

Remarks 

vectors equations are reduced 

because of the absence 

of molecular diffusion 

Mass diffusion equation (Laminar 

flow) T

T
DYDJ iTimii


 ,,



 

Diffusion flux, 

concentration 

gradients, mass 

and (Soret) 

diffusion 

coefficient, 

Fick‘s law is used for 

modeling 

Mass diffusion equation (turbulent 

flow) 
T

T
DY

Sc
DJ iTi

t

t
mii













 ,,






 

Schmidt number, 

turbulent 

viscosity, 

turbulent  

diffusivity 

Turbulent diffusion 

generally overwhelms 

laminar diffusion 

Laminar finite-rate model equation     














 "
,

'
,

,
1

,

'

,

"

,,
rjrj

rj

N

j
rfririri CkvvR



 

Rate exponent for 

product species, 

reactant species 

and molar 

concentration of 

species. 

Only applicable for a 

non-reversible reaction 

Eddy-dissipation model equation 





















,

'

,

,

'

,, min
wr

iwriri
Mv

Y

k
AMvR




 

Mass fraction of 

any product 

species and 

particular 

reactant, 

ANSYS FLUENT 

permits multi-step 

reaction mechanisms 

with the eddy-

dissipation models. 
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For modeling of this type of reaction, ANSYS FLUENT suggests the following 

equations for the surface reaction rate and mass fraction of the surface species 

calculation: 

Rate of reaction: 

rjjrprj RynAR ,, 
                                                                                                (2.3) 

N

r

rj

nrkinri
D

R
PRR
















,0

,

,,

                                                                                     (2.4) 

Kinetic rate of reaction: 

 Pr RTE

rprrkin eTAR
/

,


 

                                                                                        (2.5) 

Rate of particle surface species depletion for reaction order Nr , n=1: 

rkinr

rrkin

njrprj
RD

DR
pYAR

,,0

,0,

,


 

                                                                                  (2.6) 

For reaction order Nr =0: 

rkinjrprj RYAR ,, 
                                                                                                  (2.7) 

 

Another CFD software, COMSOL also provides effective simulations to study the gas 

phase fluidization. Material, energy and momentum balance equations of ethylene 

polymerization process can be found in the literature ( Incropera et al., 2007; Li et al., 

2008; Bird et al., 2002). The following equations below are applicable for gas phase 

polymerization process specially used in COMSOL. The feed to the reactor was 

considered primarily of ethylene as the monomer and nitrogen as the carrier gas (homo-

polymerisation). 
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Material balance 

The steady state material balance for ethylene through the fluidized bed reactor is given 

by: 

   irzi Crv
rr

Cv
z

r
z

C

r

C
r

rr
D

iHC

ii

















































 11

422

2

    (2.8) 

where the subscript ―i‖ indicates ethylene species. The reaction rate of ethylene is given 

by: 

4242 HCrHC Ckr 
         (2.9) 

where the reaction rate constant is: 




























360

11

98.1

9000
exp085.

T
kr

                                                                         (2.10) 

Eq. (8) should be solved according to the following boundary conditions: 

Reactor walls: ( Rr  ); 
0






r

Ci

                                         (2.11) 

Ethylene initial feed concentration: ( 0z ); 


4242 HCHC = CC
                                 (2.12) 

Convective flux:( Lz  ); 
0






z

Ci

,                                                         (2.13) 

 

Energy balance  

The energy balance inside the FBR can be obtained by employing conduction and 

convection heat transfer equations: 

rxnHCgzrpgg Hr
z

T

r

T
r

rr
k

z

T
v

r

T
vC 
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    (2.14) 

 

 

 

Univ
ers

ity
 of

 M
ala

ya



42 

This equation should be solved according to the following boundary conditions: 

Symmetry:  0r , 
0





r

T

              (2.15) 

Symmetry:  Rr  , wTT 
                                                                (2.16) 

Inlet temperature: 0z , 0TT 
          (2.17) 

Convective heat flux:  Lz  , 
0





z

T

          (2.18) 

 

Momentum balance 

At steady state condition, velocity profiles in the r and z directions can be obtained 

from: 

r-direction: 
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z-direction: 
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   (2.20) 

These equations should be solved subject to the following boundary conditions: 

No slip at reactor walls: Rr  , 
0zv

,  
0rv

   (2.21) 

Symmetry:  0r , 
0,0 










r

v

r

v zr

     (2.22) 

Inlet velocity: 0z , oz vv 
, 

0rv
                  (2.23) 

Reactor exit: Lz  , 
0





z

vz

, 
0rv

          (2.24) 
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The above set of model equations can be solved by COMSOL Multiphysics software 

which is a finite element solver. COMSOL Multiphysics also offers an extensive 

interface to MATLAB and its toolboxes for a large variety of programming, 

preprocessing and post processing possibilities. This software allows for entering 

coupled systems of partial differential equations and the equations can be entered 

directly or using the so-called weak form. Physical properties of ethylene and nitrogen 

gas are also available in COMSOL.  

 

Figure 2.2: Typical surface temperature profile inside the pilot plant.  
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Figure 2.3: Typical concentration profile of ethylene.  

 

Figure 2.2 illustrates a typical temperature profile through the pilot plant fluidized 

reactor for which the above set of partial differential equations were solved with 

COMSOL Multiphysics software package (McAuley et al., 1990).  Increase in the 

reactor temperature is owed to the heat of ethylene polymerization for the exothermic 

reaction.  Detailed operating conditions can be found elsewhere (McAuley et al., 1990; 

McAuley et al., 1994). Figure 2.3 illustrates the typical changes in ethylene 

concentration along the reactor height.  This diagram demonstrates that ethylene 

concentration decreases along the reactor height due to progress of the polymerization 

reaction.  The arrows in Figure 2.3 illustrate the profile and demonstrate that the 

velocity is uniform throughout the bed and decreases in the enlargement zone to give a 

chance to the polymer particle to return back to the reactor. 
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2.4 Coding and models for CFD  

Kuipers et al. (Kuipers et al., 1993) presented a constructive overview on the progress 

of CFD codes. They highlighted the development of CFD techniques, particularly in the 

field of chemical reaction engineering research and identified the importance of CFD as 

a ―workhorse‖ used in this area (Kolaczkowsk et al., 2007). However, they pointed to 

constraints and drawbacks of CFD courses in the curricula of technical universities. 

Papers on the application of CFD codes in modeling chemical reactions taking place in 

a mixing environment has also emerged in literature (Frassoldati et al., 2005; Goh et al., 

2003). In order to investigate complexities of particle overheating in a gas-phase 

polymerization reactors, the commercial ANSYS FLUENT CFD software has been 

used by many researchers (Davidson et al., 1963; Eriksson & McKenna, 2004; 

Gerogiorgis & Ydstie, 2005; Warnecke et al., 1999). 

 

In the polymerization reaction, the polymer particle grows on the surface of the catalyst. 

Reactants diffuse through the gas phase from bubble to emulsion, then through the pores 

of the particle and finally react on active sites of the catalyst to produce polymer 

product. In many models proposed for the polymerization reactor, transport of species in 

the gas phase was neglected and only momentum and energy balances for the gas phase 

and the energy balance of the solid phase were considered (Canu & Vecchi, 2002). 

Canu and Vecchi (Canu & Vecchi, 1997) employed CFX software to simulate the 

catalytic polymerization reaction. In their simulation, they did not consider diffusion 

and reaction in the catalyst separately but used a simplified surface reaction expression 

that lumps all complexities into one term. They kept default values of the CFD code to 

model non-ideal flow structure with complex geometry. FEMLAB, widely known as 

equation solver for the partial differential equation, has also been satisfactorily used for 

solving for reaction and diffusion equations of catalytic reactions (Lettieri et al., 2003).  
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The above discussion clarifies that there are several options in a CFD code and it is the 

user‘s decision to select the appropriate condition. Commercial codes offer default 

settings which can be really helpful. Although a number of research groups have shared 

their knowledge about the CFD simulation of chemical reactors since the last two 

decades, new researchers still face difficulties when attempt to utilize these tools (Sahu 

et al., 2010). Generally, there is not enough published data with the completed 

simulations to demonstrate how to organize a commercial CFD code for simulation of 

the performance of a catalytic reactor. The CFD software FLUENT 6.0 was used for 

many numerical simulations accompanied with various drag forces used to calculate the 

momentum exchange coefficient (Herzog et al., 2012).  

 

At the present time, numerous general-purpose CFD codes are available. The choice of 

number of governing equations to be used and selection of codes solely depends on the 

purpose of the model. Three types of gas-solid regimes are considered to be handled by 

ANSYS FLUENT: (i) particle-laden flow (ii) pneumatic transport (iii) fluidized bed 

(both fluidized bed reactors and circulating fluidized beds). Application of CFX-4 

commercial code for simulating of gas-fluidized beds has been detailed by Lettieri et al. 

(Lettieri et al., 2003). The particle-bed model and the Eulerian granular model were 

their main considerations. Taghipour et al. (Taghipour et al., 2005) conducted both 

experimental and simulation studies on a gas–solid fluidized bed system. They used a 

2D fluidized bed column to provide a meaningful understanding of the hydrodynamics 

of the reactor. It is worth mentioning that, compared to Taghipour et al. (Taghipour et 

al., 2005) and Herzog et al. (Herzog et al., 2012a) carried out their simulations with a 

more recent version of Fluent and achieved results that match much better with the 

numerical results of MFIX. Their analysis showed that the Eulerian–Eulerian model of 
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OpenFOAM (Open Source Field Operation and Manipulation) has not been fully 

developed until now, whereas, Londono et al. (Londono et al., 2007) made initiatives to 

benchmark the OpenFOAM module based only on global values. However, this module 

is an addition to the development of Passalacqua and Fox (Passalacqua & Fox, 2011).  

 

Literature survey has shown that a small number of publications and discussion exists 

regarding open source (OS) software development in computational research of olefin 

fluidization. In fact, verification of a complex software is a critical and difficult task. 

Syamlal et al.(Syamlal et al., 2008) carried out an elaborated case study on application 

of the computational research software. They studied the cause for the small number of 

researchers engaged in computational science and engineering and stated that the main 

reason is the ‗effectiveness‘ along with the ‗sustainability‘ of the OS development. The 

theory manual of MFIX contains equations (Syamlal et al.,1993) while the user‘s 

manual contains code architecture, numerical technique and user instructions (Syamlal, 

1994). The first set of gasifier simulations by OS codes were carried out in 1995 

(Syamlal, 1996) . Gas-solids flow models in MFIX is a continuing development process 

like other recognized mathematical models and numerical techniques. Hydrodynamics, 

heat transfer and chemical reactions in fluid-solids systems can be described directly by 

MFIX general-purpose computer code (Guenther, 2002). This code can solve commonly 

recognized set of partial differential equations for conservation of mass, momentum, 

species and energy for multiple phases (Gidaspow, 1994). Table 2.3 illustrates the 

applicable categories of MFIX and shows the mulicatagorial applications of MFIX as a 

CFD tool. 
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Table 2.3: Multi-category usages of MFIX (Syamlal et al., 2008) 

Sector Considered factors Fraction of usages 

in percentage (%) 

Energy Coal gasification and combustion, 

Biomass combustion 

28% 

Fluidization Bubbling fluidized beds, risers, particle 

flow, gas-solids flow 

20% 

Chemical reactors Fluid catalytic cracking, fluid bed 

reactors and polymerization 

12% 

Multiphase flows Multiphase, micro-fluidics, slurry flow, 

gas-liquid 

14% 

Geophysical Volcanic granular flows 8% 

Other applications Micro-channel heat exchanger, Powder 

flow 

18% 

 

2.5 Aspects and mechanisms in fluidized bed reaction 

2.5.1 Modeling of hydrodynamic behavior of fluidized bed reactor 

Profound knowledge of fluidized bed hydrodynamics is important for proper gas-solid 

reaction modeling and, thus, a proper fluidization process design. Modeling of gas-solid 

flow patterns, together with the volume, size and velocity of bubbles is a challenging 

issue. Uniform gas distribution in the reaction zone of the reactor with a desirable 

interfacial surface area between the gas and solids is important to achieve better 

conversion. Higher gas velocity is a must for higher production rate and for balancing 

purposes staging and baffling is also considered. Furthermore, strong control over heat 

exchange is essential to avoid potential dead spots (Fan, 2005).  

Development of hydrodynamic models for describing fluidization process started in 

early 1960s. The precedent studies mainly focused on the stability of fluidization as well 

as formation and motion of bubbles.  Literature survey disclosed that researchers have 

attempted to obtain a better understanding of the hydrodynamics of FBRs by carrying 

out laboratory scale experiments. However, laboratory scale data are not necessarily 

enough for accurate scale up. For clear understanding of the hydrodynamics in a 

commercial scale fluidized bed reactor, the study on a vessel of that size is a must. As 

such, computational modeling is needed to decrease the capital cost and attain featured 
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engineering design guidance (Hsiaotao, 2007). Most of designs of FBRs have been 

performed based on the data from the laboratory scale or pilot scale units. Accurate 

hydrodynamic models, considering fundamental laws of mass, energy, momentum and 

species conservation, can link the gap between laboratory scale experimental data and 

industrial scale reactors (Taghipour et al., 2005). Although polyolefin systems have 

been the focus of numerous researchers since the last three decades, the nonideality of 

the particle behavior makes it difficult to utilize a CFD model to study effects of its 

parameters on the system behavior. 

 

2.5.2 Fluid flow modeling  

Small number of studies are available on the dynamics of fluid flow in fluidized bed 

polymerization reactors, especially for influences of modeling parameters and 

operation/reactor conditions on the flow behavior (Shi, et al., 2011; Darelius et al., 

2008; Zhang et al., 2005; Zhang et al., 2008). Two dimensional Eulerian–Eulerian 

model, combined with the KTGF approach, was applied to simulate the flow fields in a 

gas–solid FBR (Antoni et al., 2009; Gera & Gautam, 1995; Kuipers et al., 1993; Pain et 

al., 2001; Peirano et al., 2001; Shen et al., 2004). 

 

CFD has become a very attractive option besides experimental techniques. However, 

this numerical method needs a very effective and careful validation procedure. 

Eulerian–Eulerian and Eulerian–Lagrangian approaches are two approaches that are 

frequently used for formulation of multi-fluid flow and motion of dispersed phase, 

respectively (Yong et al., 1999; Panneerselvam et al., 2007). CFD models for various 

systems, like solid-liquid, gas–solid and particle-fluid, have been used since two 

decades ago (Cheung et al. 2007; Jiradilok et al., 2007; Laborde et al., 2009). The two-

fluid model (TFM), based on the Eulerian–Eulerian approach, has been adopted to solve 
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various multiphase flow dilemmas. The TFM requires a package of empirical or 

physical models for closing the conservation equations (Sun et al., 2011). Nowadays, 

the KTGF has become the top choice for the closure law to explain solid phase 

dynamics (solid viscosity, solid pressure, solid shear stress) along with the TFM 

(Hosseini et al., 2010). However, some researchers considered a drag force model to 

obtain precise simulation results. Recently, some researchers applied drag force model 

combined with the KTGF-based TFM model for calculation of dynamic parameters and 

simulation hydrodynamics of gas–solid fluidized bed (Hamzehei & Rahimzadeh, 2009;  

Li et al., 2009). Several momentum exchange coefficients in the gas–solid flow were 

also developed (Gidaspow et al., 1994; Syamlal et al., 1989). Hosseini et al. (Hosseini et 

al., 2009) examined different drag models at high gas velocities using combined 2D 

Eulerian-Eulerian approach and the KTGF. They showed that particles motion and 

bubbles behavior are satisfied by experimental data.  

 

In the gas phase olefin polymerization, porosity and effect of temperature on 

performance of the reactor is significant (Miroliaei et al., 2012).  Ding and Gidaspow 

(Ding & Gidaspow, 1990) pioneered the study on prediction of instantaneous porosity 

and evaluation of the porosity distribution in fluidized beds experimentally. Jung et al. 

(Jung et al., 2006) analyzed various types of granular temperature in a 2D model 

fluidized bed with a combination of KTGF-based code and MFIX and showed that the 

results are in agreement with their earlier experimental study. Energy spectrum of 

particle turbulence, phase dispersion, granular temperature, Reynolds stresses and phase 

dispersion have been evaluated in risers of fluidized bed (Jiradilok et al., 2008; Jiradilok 

et al., 2006). However, very few researchers have focused on the organized analysis of 

fluidization dynamic parameters with complete investigation on the multiphase gas-

solid flow. Nevertheless, the TFM (Eulerian–Eulerian model) integrated with the KTGF 
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is accepted by many researchers to simulate the flow behavior in the gas–solid fluidized 

bed. Since the RNG-k-ε model requires an impractical higher turbulent viscosity and is 

hard to converge, the typical k-ε turbulence model with high computation speed and 

acceptable speed of convergence is normally chosen to solve the transport equations of 

k and ε. FLUENT offers double precision option and can provide a better solution for 

these complexities. In this case, discretization of the momentum equation can be done 

by the second order upwind scheme in the ANSYS FLUENT package (Tagliaferri et al., 

2013; Jung et al., 2005). 

 

Turbulence is an important phenomenon in gas-solid fluidized beds. This phenomenon 

can affect mixing as well as heat and mass transfer. Proper knowledge of turbulent 

energy power spectrum is required to simplify and investigate the turbulent flow (Rao & 

Sivashanmugam, 2010). According to the cascade theory of turbulence, the turbulent 

energy spectrum is divided into energy-containing range, inertial range and dissipation 

range. Reynolds number and the Kolmogorov –5/3 law are key tools for calculation and 

classification of flow behavior. For instance, a flow with a high Reynolds number is 

categorized under inertial range which also can be observed by the Kolmogorov –5/3 

law (Gidaspow et al., 1994; Kashyap et al., 2011; Sun et al., 2011; Wadner er al., 2012). 

Flow at lower Reynolds numbers, inhomogeneous and irregularity is observed for the 

spatial and temporal distribution of instantaneous turbulent dissipation. For a flow with 

lower Reynolds number, Kolmogorov –5/3 law is not suitable whereas the Levy–

Kolmogorov law can be considered (Onishi et al., 2013; Rathore & Das, 2013;  Wang et 

al., 2013; Xiong et al., 2012) while constitutive equations are applied in the TFM to 

explain the rheology of the solid phase (pressure gradient and viscosity) (Cui & Fan, 

2004a, 2004b; Mudde et al., 1997).  
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Concepts of fluid kinetic theory can be introduced to explain the functional stresses in 

the solid phase follow-on from particle streaming collision contribution if the particle 

motion is enough to be dominated by particle collision interaction (Boemer et al., 1997; 

Liu et al., 2013). Concepts of kinetic theory developed by Lun et al. (Lun et al., 1984) 

were adopted in some studies for explanation of constitutive functions for the solid-

phase stress. Moreover, some significant KTGF equations for study of flow behavior 

have been accepted widely as follows: 
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It is also necessary to consider transport equation for the granular temperature (Ding & 

Gidaspow, 1990): 
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Lun et al. (Lun et al., 1984) provided the following correlation for the collision 

dissipation of energy: 
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Double precision mode of ANSYS FLUENT can be applied to solve the stated 

equations. For coupling of velocity and pressure, SIMPLE (Semi-Implicit Method for 

Pressure-Linked Equations) algorithm with phase-coupled mode can be used. GAMBIT 

is convenient for grid generation and 3D geometries visualization in different system 

environments. 
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2.5.3 Mixing models  

Fluidized beds are generally useful devices for various applications of particle mixing. 

Motion of bubbles is considered as the main driving force for particle mixing. On the 

other hand, segregation also occurs at certain conditions. In gas–solids olefin 

polymerization reactor, perfect mixing is always advisable. To initiate polymerization, 

mixing of granulated polymer particle, reactant gas, carrier gas and polymer chain 

cutting gas is mandatory (Cooper & Coronella, 2005; Shamiri et al., 2011). Mixing and 

segregation take place simultaneously and at the equilibrium state when a moderately 

homogeneous distribution of particles is desired (Jang et al., 2010). During fluidization, 

bubbles move from the bottom towards the top of the bed which results in both mixing 

and segregation of particles. These phenomena are fully supported by the two-phase 

theory of fluidization (Mostafazadeh et al., 2013). 

 

Due to traveling of bubbles up throughout the bed, particles are drawn into a sluggish 

zone trailing the bubbles, known as the wake (Basesme & Levy, 1992; Fernandes et al., 

2001). Particle penetration in the wake causes axial mixing and consequently fresh 

particles permeate from the dense adjoining region. Particles adjacent to the wake will 

be deposited at the surface of the bed due to the upward movement of bubbles.  As a 

result, particles at the bottom of the bed can be mixed with the particles at the top. The 

adjoining fluid surrounding the rising bubble is considered as the main motive of 

particle mixing (Tsuchiya et al., 1990). In the intervening time, the bubble at its rising 

moment leaves a void behind (Gibilaro et al. 1974). Mixing of solids in a bubbling 

fluidized bed is highly affected by collision and coalescence of bubbles. Bubbles and 

emulsion can be considered as source and sink of kinetic energy for particles, 

respectively. Energy transfer from source to sink occurs through the drift region. This 
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energy transfer produces circulation of solids, in the scale of bubble diameter, in the 

drift zone. Therefore, both gross and internal circulations are the cause of solids mixing 

in the bed (Norouzi et al., 2011; Norouzi et al., 2012; Norouzi, Mostoufi et al., 2012). 

 

Norouzi et al. (Norouzi et al., 2011) investigated the behavior of the solid phase in 

fluidized beds using a 2D CFD-DEM simulation to get more information on mixing and 

motion of solids. Their typical results are shown in Figure 2.5 which demonstrates 

evolution of void fraction contours and solids flux vectors in a fluidized bed with a 

porous plate distributor at superficial gas velocity of 1 m.s
−1

. 

 

Figure 2.5: Void fraction contours and solid flux vectors of the bed with a porous plate 

distributer. Reproduced with permission from Elsevier ( Norouzi et al., 2011) . 

 

Formation of bubbles at the vicinity of the distributor, growth of bubbles, their 

coalescence and breakage can be seen in this figure. Norouzi et al. (Norouzi et al., 2011) 

showed that the bubble breakage affects internal circulation of particle which develops 

in rapid local mixing of particles. Heat of polymerization reaction is mainly removed 

through mixing. It has been found through experiments in polymerization reactors that 

the quality of mixing in a specific reactor has a significant influence on the rate of 

polymerization as well as product properties. CFD has the advantage that is capable of 

presenting precise information on turbulent zones in the reactor. These information can 
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help to obtain a better reaction yield by introducing reactants into regions with intense 

turbulence. 

 

The non-linear behavior of reactive fluids can further complicate the formulation of 

quantitative analysis along with flow visualization during lab scale experiments. Hence, 

although experimental investigation of the flow behavior in polymer reactors is very 

important, every parameter related to the mixing process is not manageable with 

experimental analysis, especially for the desired spatial resolution (Javad et al., 2004; 

Kemmere et al., 2001; Zhang & Ray, 1997). In spite of successful efforts to solve 

various problems on the effect of mixing on kinetics of polymerization, there are also 

difficulties identifiable on modeling of mixing in polymerization reactors. On the other 

hand, improvement of CFD methods has provided the opportunity to visualize the 

mixing dynamics such that the necessity to carry out real-time experiments can be 

bypassed (Azadi et al., 2011; Paul et al., 2004). To make  simulation faster, Wells and 

Ray (Wells & Ray, 2005) proposed a CFD model in combination with a compartment 

model while ignoring back mixing. Kolhapure and Fox (Kolhapure & Fox, 1999) 

performed a CFD simulation of ethylene polymerization in a tubular reactor and showed 

that uneven mixing reduces the polymer conversion but increases the polydispersity 

index. However, their modeling approach can be criticized for using randomly defined 

mixing parameters that limited the application of the model. Substantial effect of bubble 

motion on different aspects of mixing, such as wake, cross solid mixing, interaction and 

coalescence of adjacent bubbles, dispersion of particles in the wake and eruption of the 

bubble were explained through the CFD approach (Rhodes  et al., 2001).  The CFD-

DEM technique was applied for investigation of mixing and the particle motion in the 

flat-bottom spout bed. Both mixing and segregation phenomena were explained with 

clear justifications with the help of CFD-DEM (Zhang et al, 2009; Zhang et al., 2010). 
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Wu and Zhan (Wu & Zhan, 2007) investigate the mixing of particles for various 

configurations in the reactor inlet by employing hard-sphere DEM.  Effect of mixing of 

polydisperse fluidized inert powders was studied with the support of multifluid model 

option of ANSYS FLUENT by Mazzei et al. (Mazzei et al., 2012). In their study, they 

proposed and applied a novel quadrature method of moments (QMOM) into ANSYS 

FLUENT code considering all particles possess different velocity. 

 

The population balance equation (PBE) is one of the widely accepted methods to 

explain mixing based on variation of particle size.  The change of particle size 

distribution (PSD) with respect to time and space can highly influence physical and 

chemical phenomena of the gas phase polymerization processes. Variation of the PSD 

can be linked to significant parameters of segregation which can cause uneven mixing 

of particles in the bed. For analysis of the mixing performance, particle population can 

be categorized by diameter and velocity. Consequently, two internal coordinates, a 

scalar and a vector, should be used for this purpose (Ahmadzadeh et al., 2008). To 

explain the population of particles, a volume density function (VDF) has been proposed. 

Since, the PBE and the moments are linear in the VDF, mixing is also a linear process 

and these values may be accurately calculated through their transport equations in the 

numerical code. To solve this problem, ANSYS FLUENT correlates user defined 

scalars either with a specific phase (the fluid or any granular phase) or with the mixture 

of all phases (Kotoulas & Kiparissides, 2006).  

 

To reduce the computational time in simulation of a fluidized bed polymer reactor, a 

vessel may be considered whose height is double the static height of the powder. This 

height possibly is enough to let small size particles to fall back into the dense bed. In 
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this case, these particles bypass the computational domain and are irreversibly lost 

(Mazzei et al., 2010).  

 

It has been reported that polymerization requires an extremely viscous medium which 

can affect flow pattern in a polymerization system (Shuai et al., 2012; Shuai et al., 2012; 

Yiwei et al., 2013). Therefore, the mass viscosity is highly recommended to be 

considered for polymerization reactor modeling. The apparent viscosity of the mixture 

can be calculated from (Moritz et al., 1989; Shuai et al., 2012):  

 

  6.02.1

0

0

35000/1 







                                                                                    (2.30) 

and the density of the mixture can be calculated from (Soliman et al., 1994): 

   wpTwpT 605.00.12501)918.01174( 
                                              (2.31) 

 

 

2.5.4 Bubble modeling 

Bubbling is involved in most gas fluidized beds. Therefore, to understand the governing 

phenomena of bubble formation, it is highly important to understand the fluidization 

features in the olefin polymerization process.  Complete fluidization of the bed is 

required for bubble formation which spreads throughout the bed in the form of high 

void fraction regions.  Generally, the shape of a bubble depends on its velocity, not the 

bed dimension. A slow bubble is spherical and starts to deform by increasing its 

velocity. The size of a bubble can be determined by an effective spherical radius which 

includes the wake region (Hulme & Kantzas, 2004). The nature of bubble formation and 

movement in fluidized beds can influence the hydrodynamics of fluidization. Thus, 

bubble diameter, distribution of bubbles and their collision are considered as significant 
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parameters (Dong et al., 2013). A number of comprehensive studies have been carried 

out on various bubble properties. It has been found that the bubble wake is one of the 

influential aspects accountable for inherent transport properties in the system. 

Therefore, investigating the bubble wake have drawn attention of researchers for many 

years.  Ever-increasing computer power along with employment of CFD approach has 

gained considerable attention for investigating bubble behavior in polymerization 

process through CFD modeling (Almendros et al., 2010; Busciglio et al., 2010; Fung & 

Hamdullahpur, 1993). 

 

However, still inadequate understanding of multiphase flows has been gained due to 

complex phenomena involving fundamental interactions between phases, for instance, 

particle-bubble interaction or particle-particle collision (Mitra-Majumdar, Farouk, & 

Shah, 1997). Geldart and Kelsey (Geldart & Kelsey, 1972) investigated the bubble 

motion in two-dimensional and three-dimensional beds with different thicknesses in an 

effort to show a relationship between three and two dimensional bubble sizes for the 

first time. For quantitative comparison, some successful CFD simulations, e.g., 

Syamlal-O‘Brien (Syamlal & O'Brien, 2003), Laux-Johansen (Laux & Johansen, 1998) 

and many other cases can be considered (Reuge et al., 2008) . Time step, partitioning 

schemes, solid stress closure equations and frictional stress are influential parameters on 

bubble properties.  Boemer et al. (Boemer et al., 1997) conducted experiments on 

various bubble parameters like size of bubble, bubble velocity, angle of wake, pressure 

distribution and voidage. Although they obtained useful results, not much data points 

were reported for bubble properties. Particle velocity is one of the most significant 

parameters on the formation of bubble and it is possible, through CFD–DEM, to provide 

information on the velocity profile of particles in bubbles (Bokkers et al., 2004; Hassani 

et al., 2013). The comparison on particle velocity and bubble shape is shown in Figure 
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2.6 for both simulation and experimental runs. Figure 2.6 (a) illustrates the significant 

interface between bubble and emulsion phase, which is also predicted through the CFD 

model.  

Experimental results achieved by the model are also shown in Figure 2.6 (b). 

Electrostatic effect between particles, diameter of bubble and solids diffusivity was also 

considered in this study. 

 

a 

 

 

b 

 

Figure 2.6: Comparison between experiment (Bokkers et al., 2004) and model results in 

terms of (a) bubble shape and (b) particle velocity profile of polyethylene. The unit 

vector above particle velocity profile plot corresponds to a particle velocity of 1 m/s and 

minimum fluidization velocity 1.25 m/s . Reproduced with permission from Elsevier. 

 

Bubbles can be identified from the void fraction images produced by ANSYS FLUENT. 

Example of such images can be seen in Figure 2.7. In addition, a specific program is 

required to track the bubbles from a frame to another.   
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It is advised that discontinuation of void fraction to be fixed by the user in order to 

compare the simulation results.  

 

Figure 2.7: Void fraction of solids at specific cutoff for different time steps. 

Reproduced with permission from ACS. (Hulme et al., 2005)  

 

Setting up the time step has an important effect on the accuracy of bubble simulation.  

In order to obtain transient simulations, the governing equations should be solved to 

propagate the solution at specific time steps.  

 

Computational time and convergence are usually affected by the time step. ANSYS 

FLUENT offers the ‗first order semi-implicit‘ real time solution technique, thus, a 

smaller time step is appropriate for a more precise solution. Since computational time is 

a major issue in studying of bubbles in the gas phase polymerization process, prolonged 

simulation of a few real seconds becomes  key consideration as simulation of bubble 
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dynamics in a fluidized bed can take more than one week for a simple geometry. For 

comparing different times steps, the dimensionless Courant number can be used (Gobin 

et al., 2001). The Courant number reflects the part of a cell that the fluid traverses by 

advection in a time step: 

x

t
Nc








                                                                                                             (2.32) 

When advection is dominant over dispersion, the Courant number should be kept small 

to reach a better accuracy and minimize the numerical dispersion. It is recommended to 

set the Courant number to 0.3 for obtaining convergence at a proper calculation speed 

for continuing ―good‖ behavior in the computations. 

 

The differencing scheme is another parameter that affects properties of bubbles in the 

simulation of an olefin polymerization reactor. There are first-order upwind and second-

order upwind options available in ANSYS FLUENT. It is shown in Figure 2.8 that 

bubbles appear at the beginning of simulation, but fade away at longer times since the 

bubbles cannot be detected when the differencing scheme was changed from the 

second-order upwind to the first-order upwind. Discretization of voidage derivatives by 

the second-order differencing scheme is preferred since it does not assure cell 

uniformity and calculate a gradient between the cell nodes, thus, bubble boundaries can 

be determined distinctively.  
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If the cell value is kept constant as in first order differencing scheme the solution would 

become fundamentally smoothed in successive time steps as shown in Figure 2.8. 

 

.  

Figure 2.8: Simulation with time step of 0.00025 s, first order up-wind (Courant 

number was below 0.15, at constant cell value). With condition of gas velocity 12.6 

cm/s, gas density 1.21 kg/m
3
, pressure 101325 Pa and minimum fluidization velocity 

0.093 m/s. Reproduced with permission from ACS (Hulme et al., 2005). 

 

Van Wachem et al. (van Wachem et al., 1998) established a CFD model in conjunction 

with the Eulerian-Eulerian gas-solid model for a freely bubbling fluidized bed using the 

commercial CFX package. Renzo et al. (Renzo et al., 2011) carried out CFD simulation 

of a bubbling FBR by considering the chemical kinetic aspects and focused on 
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multiphase fluid dynamics, polydisperse particle distributions, intra-particle heat and 

mass transfer rates. 

 

Bed height is another important parameter for bubble modeling. Height of the bed 

increases due to formation of bubbles. Coalescence of bubbles takes place during their 

rise and produce larger bubbles. At the same time, deformation of bubble occurs due to 

wall effects and interaction with other bubbles.  Experiments have indicated that small 

bubbles are formed near the bottom of the bed and they grow larger as a result of 

coalescence when rising in the bed (Lyczkowski et al., 2009). Modified Sitnai‘s 

methodology has also been used to give details on the fundamental procedure for the 

analysis of hydrodynamic properties of bubbles (Sitnai et al., 1982) . Based on this 

model, it was concluded that for the hypothetical transient pressure field created by the 

theoretical Davidson model (Davidson, 1963) for a single noninteracting bubble in a 

bed with no internals, the time lag, ta, determined from autocorrelation yields the ratio 

of the bubble diameter, Db, to the vertical bubble velocity, Vb, given by: 

b

b
a

V

D
t 

                                                                                                      (2.33) 

This equation can be used to calculate the ratio of bubble diameter to bubble velocity 

from the time lag obtained from the experimental and computed autocorrelations. The 

bubble diameter may then be determined from: 

                                                                                                                (2.34) 

where the bubble velocity can be determined from the well-known equation of 

Davidson and Harrison (Davidson & Harrison, 1963):  

                                                                                                             (2.35) 
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The type of the gas distributor influences bubble formation and motion which in turn 

affects the mixing in fluidized bed of olefin polymerization. Particle size distribution in 

the axial direction is affected by circulation of solids. There are two possible flow paths 

in a fluidized bed in the upper zone and the bottom zone. Most of the small particles 

move in the upper part of the bed while large particles flow around in the bottom 

section. It is noticeable that the number of gas bubbles occurring steadily during the 

fluidization changes when the geometry of the gas distributor is changed. The gas 

bubbles merge to grow in size and proceed to the center of the fluidized bed steadily.  

Bigger bubbles complete their circulation cycle as they burst adjacent to the bed surface. 

Correspondingly, intense upward flow trend is observed in the case of smaller particle 

which also proceed to the center progressively (Zhou et al.2013).  Flow pattern of 

bubble and emulsion phases in a fluidized bed for various types of gas distributor is 

shown in Figure 2.9. It can be seen in this figure that the path of the emulsion phase is 

more complex than the gas phase.  Bubbles are formed as the gas passes through the 

distributor. Coalescence of bubbles occurs as they flow up and gradually inclined 

toward the center and burst at the surface of the bed. In a same way, particles at the 

bottom of the bed flow up and shift to the center through movement of bubbles.  

 

              (a)                               (b)                                        (c)          

Figure 2.9: Bubble and particle behaviors at three different fluidization conditions. (a) 

normal gas-inlet mode, (b) gas entering the core zone exclusively, and (c) gas entering 

the annulus zone exclusively. Reproduced with permission from Elsevier (Zhou et al., 

2013). 
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Once the particles reach the top surface of the bed, they mainly move downward 

gradually in the region close to the wall. Two circulation zones are virtually of the same 

dimensions and the gas flows evenly in these zones [Fig. 2.9 (a)]. Particle motion and 

bubble formation are shown in Figures. 2.9 (b) and (c) in which the gas is injected 

through the core and annulus regions, respectively, of the distributor.  

 

2.6 Elevated pressure processes 

Since the polymerization process occurs at elevated pressure, there is a need for 

fundamental knowledge of variation of the flow structure against pressure. Li and 

Kuipers (Kuipers et al., 2002) numerically investigated the influence of pressure on the 

regime transition in dense gas fluidized bed using the DEM. Their results showed that 

increasing the pressure decreases the incipient of fluidization, increases the 

homogeneity of the bed and the bed height and leads to a quick transition to turbulent 

regime of fluidization. They also found that particle-particle collision, compared to 

particle-fluid interaction, is reduced at elevated pressures. Godlieb et al. (Godlieb et al., 

2008) considered the relationship between operating pressure and granular temperature 

by performing a full 3D DEM-CFD simulation. They found that the granular 

temperature increases by increasing the pressure and that the pressure has influences the 

granular temperature mainly in the vertical direction. Zhang et al. (Zhang et al., 2000) 

investigated motions of bubble and particle in a three-phase fluidized bed at elevated 

pressures. The Eulerian volume-averaged method, the Lagrangian dispersed particle 

method and the VOF method were used to describe the motion of liquid, solid particles 

and gas bubbles, respectively. Furthermore, bubble-induced force model, continuum 

surface force (CSF) model, Newton‘s third law and close distance interaction (CDI) 

model were applied to illustrate, respectively, the coupling effect of particle–bubble, 

gas–liquid, particle–liquid interactions and the particle–particle collision analysis. Their 
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simulation results indicated that the bubble trajectory is more tortuous at high pressure 

than at low pressure. Mansourpour et al. (Mansourpour et al., 2010) studied the effect of 

pressure on the bubble dynamics (i.e., bubble diameter, rise velocity and its path of rise) 

in a gas fluidized bed based using the DEM-CFD technique. Their results showed that at 

elevated pressure, bubbles rise slower and become smaller while bubble break-up rate 

increases. Consequently, the bed homogeneity enhances at higher pressures. 

Furthermore, the bubble path becomes twisty through the bed at elevated pressures. 

Norouzi et al. (Norouzi et al., 2012) developed a comprehensive mathematical model 

based on the DEM-CFD technique to investigate mixing and segregation of particles in 

fluidized beds at high pressure. Their results showed that the bed transforms from a 

segregated state to partially mixed condition by increasing the pressure and vertical 

segregation at low pressure becomes substituted by horizontal segregation at high 

pressure. Also, they examined the effect of volume fraction of small particles at 

different pressures. They showed that the rate of segregation decreases by increasing the 

mass fraction of small particles at the same pressure. 

 

2.7 CFD study on heat transfer phenomena and modeling of polyolefin reaction 

Design of a gas phase polymerization reactor is generally based on considering an 

arrangement of single or multiple pseudo-homogeneous phases in which mass and heat 

transfer between phases are taken into account. High rate of the polymerization reaction 

(normally in the order of 5 to 50 kg of polymer per gram of catalyst per hour) and its 

exothermic nature (heat of reaction of 100 kJ/mol) makes removing the generated heat 

at increased yields difficult in industrial reactors. This problem is more serious in gas-

phase reactions since the heat transfer characteristics of gas-phase reactors are poor 

(Floyd et al., 1986).  
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It is well known that heat transfer problems in fluidized beds are related to particle-

particle interactions (McKenna et al.,1998) and researchers can provide knowledge of 

this local phenomena through modeling. Fitting the model for a polyolefin reactor 

involves the combination of a wide range of particle growth models (Timothy et al., 

2001). Therefore, researchers have investigated effect of local deviations in flow rate, 

gas composition and initiation temperature of reaction on both particle growth and 

reactor performance. Coupling heat transfer and reaction kinetics in modeling 

polyolefin reactors is unavoidable and academic and industrial communities have 

encountered difficulties inherent in this problem. For example, the DEM was used in 

simulation of both ethylene and propylene polymerization process in a lab scale reactor 

(Eriksson & McKenna, 2009; Tioni et al., 2009). Kaneko et al. (Kaneko et al., 1999) 

verified temperature of particles and gas in a fluidized bed reactor for polyolefin 

production by the DEM. In their study, the reaction rates were simplified to zero-order 

kinetic expressions. In this model the reaction rate depends only on the temperature 

profile in the reactor, but the effect of reactant concentration on the reaction rate was not 

considered. Karimi et al. (Karimi et al., 2011) developed a DEM-CFD technique 

combined with equations of conservation of mass and energy to study the behavior of a 

gas-phase polyethylene reactor. The comprehensive reaction mechanism of McAuley et 

al. (McAuley et al., 1990) and the corresponding kinetics was employed in their model. 

Effect of operating conditions of the reactor on temperature distributions of gas and 

solids was also investigated to examine the possibility of hot spot formation. Their 

simulations showed that temperature of particles decreases by increasing the gas 

velocity due to an increase in the heat transfer rate. It was also shown that increasing the 

pressure results in a higher bed homogeneity and more efficient contact between 

reactants and the catalyst. 
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Many researchers have attempted to couple mass and energy balances for a single 

particle through a modified two-dimensional mass, momentum and energy balance 

equations in a FBR (Ibrehem et al., 2009). They showed that there is a need for more 

accurate explanation of the FBR hydrodynamics in order to obtain a full-scale integrated 

reactor model and to present practical information about heat transfer and its 

relationship with particle growth and fluidization conditions. By applying the direct 

QMOM, CFD packages can solve PBEs in the reactor (Behjat et al., 2008). For a 

laboratory scale fluidized bed, temperature distribution and void fraction can be 

calculated by CFD softwares. Rapid heat generation among the multiphase environment 

(gas, solid, emulsion, etc.) causes the overheating of bigger particles which would likely 

result in hot spots in the reactor. Consequently, multigrain model (MGM) is the model 

which has attracted several research groups to explain the hot spot phenomena. The 

MGM considered agglomeration of concentric layers of micro particles, in which the 

reaction occurs inside the polymer particles. Considerable results can be achieved from 

modeling studies by the MGM approach. For instance, it can be shown that intraparticle 

temperature gradients and external heat transfer resistances can be neglected for low 

active catalyst or small extent of the reaction and that heat transfer resistances are much 

more important at early stages of polymerization. However, McKenna et al. (McKenna 

et al., 1998) pointed the disadvantages of the MGM approach such as its deficiency to 

calculate changes in rapidly evolving particles with physically impractical predictions, 

for example melting of particle cores. In addition, they demonstrated that conventional 

heat transfer models, such as empirical correlation of Ranz-Marshall, may contain 

assumptions which give rise to physically unrealistic results, especially when applying 

to highly dynamic polymerization processes. Therefore, McKenna et al. (McKenna et 

al., 1998) used the CFD approach to analyze the heat transfer and geometric scale 
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effects at the same time in the gas-phase olefin polymerization for complex operating 

conditions.  

 

Since measurements in industrial reactors are not easy to carry out, the CFD technique 

has been used as a useful tool for displaying details that cannot be obtained directly 

from the experiment (Hutchinson & Ray, 1987). However, only a limited number of 

successful CFD modeling of fluidized bed hydrodynamics including heat transfer have 

been reported. Studies on hydrodynamics of two dimensional non-reactive gas-solid 

fluidized bed reactor with heat transfer, both experimentally and computationally, can 

be found which are mainly focused on the influences of temperature and particles size 

on the hydrodynamic condition of the bed and gas-solid heat transfer. A multifluid 

Eulerian model, integrated with the kinetic theory of solid particles, can be used to 

simulate the gas-solid flow in a wide range of superficial gas velocity and diverse 

particle sizes. Ranz-Marshall equation is widely applied to calculate particles gas heat 

transfer coefficient and can provide reasonable results for particle and gas temperatures 

during bubble formation and rise in gas-solid fluidized beds. Another challenge is 

detecting formation of hot spots which mainly occurs due to nonlinear exchanging of 

heat at the distributor and near the wall of the fluidized bed (Hamzehei & Rahimzadeh, 

2009). 

 

A multifluid Eulerian model, associated with the KTGF approach, was applied by 

Huilin et al. (Huilin et al., 2003) to describe hydrodynamics of bubbling fluidized beds. 

They demonstrated, with simulation results, that the hydrodynamics of a bubbling 

fluidized bed is severely affected by distribution of particle size as well as the 

magnitude of energy dissipation in particle-particle interactions. It was shown by 

Mickley and Fairbanks (Mickley & Fairbanks, 1955) that the particle-wall contact time 
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is an important factor in calculating the heat transfer coefficient between wall and 

fluidized bed. Although their theoretical work is reasonably verified with the 

experimental data, their correlation is applicable only to limited operating conditions. Di 

Natale et al. (Natale et al, 2009) presented an experimental study on heat transfer 

coefficients between a fluidised bed of fine particles and a submerged surface using 

different shapes of immersed tubes within the fluidized bed. Their findings highlighted 

the strong influence of the surface shape on the heat transfer coefficient in addition to 

thermal properties of the gas and solid.  

 

Dong et al. (Dong et al., 2010) employed the TFM for simulation of gas-solid two-phase 

flow in fluidized beds. Conservation of mass, momentum and energy for both solid and 

gas phases were considered. Their model also utilized the KTGF for describing solid 

properties such as solids shear stresses and solids viscosity based on the granular 

temperature that determines the oscillating behavior of the particles. Interaction between 

particles can be represented by solids pressure and bulk viscosity to obtain normal 

forces and the shear viscosity for tangential forces, respectively, in collisions. The 

collisions probability is adjusted with the radial distribution function. The CFD package 

ANSYS FLUENT was used for simulation purposes which offers the energy equations 

on the basis of enthalpy balance. For calculating the rate of energy transfer between 

solid and gas phases, the rate was considered as the function of average particle 

diameter, gaseous thermal conductivity, temperature difference, Nusselt number and 

volumetric fraction. The interphase heat transfer coefficient of Gunn (Gunn, 1978) was 

exercised which is associated by particle Reynolds number and Prandtl number.  For 

determination of the local instantaneous heat transfer coefficient, h, the operative 

thermal conductivity of both phases is considered which can be calculated by 
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correlations of Kuipers et al. (Kuipers et al., 1993) and Patil et al.(Patil et al., 2006) as 

follows : 
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The grid refinement technique suggested by Kuipers et al. (Kuipers et al. 2001) is 

usually employed for mesh generation to subdivide the region near heated surfaces as a 

substitute of the uniform sub cell dimensions proposed by Syamlal and Gidaspow 

(Syamlal & Gidaspow, 1985) . 

 

Detailed heat transfer study on particle level in fluidization with CFD validation is very 

rare.  Brown and Lattimer (Brown & Lattimer, 2013) studied heat transfer 

characteristics of fluidized particles. Their study included both CFD simulation and 

experimental data. They showed that the apex surface of the bed usually exhibits the 

maximum particle temperatures due to higher bed-to-wall heat flux, lower residence 

time of bed particle in gas channel and convective gas-to-particle heat transfer at the top 

of the bed. Figure 2.10 illustrates the time dependent fluctuations of particles within the 

fluidized state. It is noticeable that entrainment of the fluidized bed particles occurs 

above the temporal outlines. Upward movement above the jet zone and downward 

movement in the moving section is the main cause for these phenomena. The escalating 

surface temperature of particle restraints the heat exchange rate of gas-to-particle. At the 

Univ
ers

ity
 of

 M
ala

ya



72 

fluid inlet point, a greater heat flux was noticed from bed to wall that also caused energy 

loss.  

 

Figure 2.10: Instantaneous particle time line temperature distribution in a fluidized 

regime at minimum fluidization velocity 1.6 ms
-1 

Reproduced with permission from 

Elsevier (Brown & Lattimer, 2013). 

 

Many researchers discussed about the reports on CFD simulation of individual particles 

and their interactions in the system and the few models to describe overall behavior of 

the reactor (Dehnavi et al., 2008). Dehnavi et al. (Dehnavi et al., 2010) investigated the 

hydrodynamics and heat transfer of the fluidized bed of polyethylene particles based on 

the Eulerian–Eulerian approach. Their findings proved that the Eulerian–Eulerian model 

is good fitting for scale up of industrial fluidized bed reactors for polyethylene 

production.  

 

Various commercial softwares have been suggested by researchers for CFD simulation 

of heat transfer in a bed of polyolefin particles. The calculation domain provided by 

ANSYS FLUENT is divided into a finite number of non-overlapping control volumes. 

The main grid points, positioned in the center of each control volume, consist of certain 
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significant scalars, like pressure, volume fraction, density and granular temperature, 

while velocity components are stored at the cell surfaces. A simple discretization for 

governing equations can be carried out with the help of a staggered grid to ease 

numerical instabilities. Integration of conservation equations are carried out in time and 

space. The integration is executed by applying the first order upwind differencing in 

space and complete implicit techniques in time. For solving the discretized equations, a 

specialized phase coupled algorithm, called PC-SIMPLE (Phase-Coupled Semi-Implicit 

Method for Pressure-Linked Equations) was used.  

 

Drag force is one of the dominant hydrodynamic parameters in heat transfer analysis of 

olefin polymerization reactors.  Due to the strength of the drag force, the two-phase 

partial elimination algorithm (PEA) was simplified for the gas-solid flow and was used 

to decouple the drag forces. The interphase slip algorithm (IPSA) was applied for 

ensuring the coupling between velocity and the continuity equation. The feed gas/gases 

(ethylene/ propylene) were considered as the continuous phase. It was shown that 

particle shape in the case of inter-particle heat transfer is significant. The dispersed 

phase surrounding spherical particles, whose average diameter is presumed to be 

uniform and constant, showed comparatively linear changes of heat transfer fluctuations 

(Chiesa et al., 2005). Researchers (Hou et al., 2012; Zhuang et al., 2014) investigated 

heat transfer characteristics of powders with diverse properties in gas-solid fluidization 

by means of the combined CFD-DEM approach incorporated with a heat transfer 

model. They extended the model of Zhou et al. (Zhou et al., 2009) by applying a 

cohesive force model. 

 

In order to apply the heat transfer equation, most researchers commonly have 

considered three modes: conduction between the wall and particles, convection between 
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fluid and particles and radiation between particles and their local surrounding 

environment. For instance, according to the heat balance, the governing equation for 

particle numbered as i can be written as (Zhou et al., 2009): 

 

      
   

  
 ∑                                                                                         (2.42) 

 

This is widely known as the lumped formulation in which thermal resistances inside the 

particle are neglected. Equations required for calculating the heat fluxes are listed in 

Table 2.4. 

 

Table 2.4: Equations for calculating heat flux  
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Inter particle and amid fluid heat transfer elaborately can be portrayed by the CFD 

approach with combination of the DEM. Figure 2.11 shows the evolution of temperature 

of a fluidized bed at various operating conditions.  Univ
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Figure 2.11: Snapshots showing the heating process of particles by hot air uniformly 

injected at the bed bottom in different flow regimes: (a) fixed bed (uf/umf =0.5); (b) 

expanded bed (uf/umf =1.4); and (c) fluidized bed (uf/umf=6.0). Particles are colored by 

their dimensionless temperatures. The dimensionless temperature T of individual 

particles is obtained according to (Ti −T0)/(Tin −T0), where T0 is the initial bed 

temperature and Tin is the air temperature at the inlet. Reproduced with permission from 

ACS (Hou et al., 2012) . 

 

It can be seen in this figure that temperature of the bed increases as the hot gas flows 

upward. At the initial stage of heating, no considerable transform of bed structure is 

detected when uf < umf (Figure 2.11a). When umf < uf < umb, the bed is transformed from 

a fixed bed to a static expanded bed (Figure 2.11b). A small change can be noticed in 

the expanded bed frame-up during the heating process. Alteration of gas properties, 

which depend on local temperature and forces acting on particles, is the cause of this 

change. Particles move faster in the fluidized bed when uf > umb and rapid and 

homogeneous heating can be noticed (Figure 2.11c). Consequently, rapid heat transfer 

occurs between fluid and particles, thus, the bed temperature increases rapidly. 
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2.8 Electrostatic modeling of polymerization 

Regular collision between particles is frequent in fluidization. Therefore, generating 

electrostatic charge is unavoidable in fluidized bed of nonconducting materials. In the 

olefin polymerization process, finding particles sticking to the wall, also recognized as 

wall sheeting, is very common. The wall sheeting also causes formation of large 

aggregated particles and alteration of the hydrodynamics (Hendrickson et al., 2006). 

Solids circulation and fines entrainment are also affected by electrostatics. Electric 

charge in polymer particles is produced by particle–particle and particle–wall contacts 

as well as gas–solid friction. The polymerization reaction is exothermic and wall 

sheeting causes a decrease in the heat dissipation. As a result, solids attached to the wall 

become molten and form sheets. Consequently, electrostatic charge minimization in 

industrial scale fluidized bed reactors is required for which injection of antistatic 

chemical agents to fluidized beds can be suggested (Salama et al., 2013; Yao et al., 

2002). However, controlling the dose of the antistatic agent is vital since an excessive 

dose can affect the catalyst activity. It has been reported that the charge dissipation 

occurs due to increasing the relative humidity in the fluidizing system. Addition of fine 

particles to large dielectric particles can neutralize the electric charge of the system 

(Boland & Geldart, 1972). 

 

It has been proven that the fines particles are largely positively charged, whereas large 

particles and the system wall are mostly negative in nature (Giffin & Mehrani, 2010). 

As a result, fine particles adhere to the wall due to their positive charge. Griffin et al. 

(Giffin & Mehrani, 2010) and Sowinski et al. (Sowinski et al., 2010) conducted 

experiments in fluidized beds packed with polyethylene particles and measured charges 

of particles by the Faraday cup. Some researchers found that certain the electrostatic 
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charge in a fluidized bed may increase by increasing the static bed height and the gas 

velocity since solids motion and rate of solids collision are affected by these two 

parameters. In a fluidized bed of polymer, the electrostatic charge increases as the 

temperature is increased which directs particle for agglomeration (Fang et al., 2008; 

Tiyapiboonchaiya et al., 2012). As agglomerate formation is a cause of extra overhead 

cost in polymer production, it is essential to recognize the charge arrangement, 

dissipation progression and entrainment to manage electrostatic effects. Numerous 

research projects have been conducted form industrial and academic point of view on 

the effect of electrostatic forces in fluidized beds, especially in fluidized polymerization 

reactors. Significant amount of entrainment was observed in the neutral bed while in a 

fluidized bed of fine polymer, elutriation was decreases in gas phase polyethylene 

production. Adhesion of fine particles to larger particles forms a polymer layer on the 

reactor wall due to slow entrainment (Briens et al., 1992). Failure to control electrostatic 

charge may also cause wall fouling in fluidized bed polymer reactor. Wall fouling may 

take place just above the bed surface on the reactor wall which is caused by induction 

charging and deposits (Sharmene et al., 1998). Desired fluidization achieved by 

boosting the scale of electrification with the rise of system pressure and temperature 

(Moughrabiah et al., 2008). The scheme of the charging mechanism and transport is 

shown in Figure 2.12. 
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Figure 2.12: Scheme of the electric charge transporting process during the fluidization: 

(a) occurred charging via particle−gas friction, (b) occurred charging via smooth and 

purities particle−particle contact, and (c) occurred charging via roughness and 

impurities particle−particle contact. Reproduced with permission from ACS 

(Tiyapiboonchaiya et al., 2012). 

 

Desired fluidization state can be achieved by boosting the scale of electrification with 

the rise of system pressure and temperature. From the above discussion, it is clear that 

the modeling of electrostatics in gas–solid fluidized beds, particularly in the 

polymerization process, is extremely important. Therefore, some researchers have 

focused on incorporating electrostatic phenomena in modeling of gas–solid fluidized 

beds by either Eulerian–Lagrangian or Eulerian–Eulerian approach which are especially 

suitable for fluidized bed catalytic polymerization reactor. Al-Adel et al. (Al-Adel et al., 

2002) studied gas–particle flow by fixing the charge for the entire particles and 

neglecting hydrodynamic segregation in the riser fluidized bed. They carried out two 

fluid modeling and simulations to explain the effect of electric field on size and shape of 

bubbles considering fixed charge on particles. The electrostatic model combined with 

the multi-fluid CFD code for studying the polydispersity by computing electric field at 

each grid point and time step was proposed by Rokkam et al. (Rokkam et al., 2010) 
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where the QMOM was applied for relating it to the distribution of polymer particle size. 

The particle charge is a function of its size and is considered as an input to the 

electrostatic model whereas charge dissipation and charge generation are not usually 

considered for this type of CFD modeling (Shih et al., 1987). 

 

Lim et al. (Lim et al., 2006) numerically studied pneumatic transport of granular 

materials through inclined and vertical pipes in the presence of an electrostatic field 

using a coupled DEM-CFD technique and a simple electrostatic field model. They 

showed that in the presence of a mild electrostatic field, reversed flow of particles can 

be found in the dense region close to the bottom wall of the inclined conveying pipe and 

forward flow in a more dilute region in the region above. At sufficiently strong 

electrostatic field, complete backflow of solids in the inclined pipe may occur and 

applying a higher inlet gas velocity is necessary to maintain a net positive flow along 

the pipe. Hassani et al. (Hassani et al., 2013) added inter-particle electrostatic forces 

among charged particles and between charged particles and the wall to their 3D DEM–

CFD code. They investigated effects of electrostatic forces on hydrodynamics of 

fluidization in terms of bubble behavior, probability distribution of porosity, solids 

diffusivity and solids circulation in beds filled with mono-charged and bipolar-charged 

particles.  They explored the effect of existence of mono-charged particles on bubble 

properties by comparing fluidized bed with and without charged particles. Their results 

are shown in Figure 2.13 which demonstrates that by increasing the charge of particles, 

a significant change in the bed hydrodynamics should be expected. Bubbles become 

smaller and the sharp interface between emulsion and bubble phases vanishes when 

charge of particles increases from 0 to 30 pC due to the effect of repulsive forces 

between charged particles in the emulsion phase. 
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Figure 2.13: Effect of particle charge (mono-charged) on the bubble hydrodynamics in 

the bed at U0 = 1.2 m/s . Reproduced with permission from Elsevier. (Hassani et al., 

2013)  

 

Prediction of hot spots, chemical reactor modeling, polymer particle size distribution 

and variation of reactor temperature have also been carried out by the Eulerian–Eulerian 

approach combined with the QMOM (Fan, 2007). Multiphase CFD model, based on the 

Eulerian–Eulerian approach, can be used for describing segregation of polymer particles 

caused by charge and/or size. ANSYS FLUENT 6.3 provides options for electrostatic 

modeling and verification. A set of equations should be introduced for describing of 

electrostatic effects in the CFD study of fluidized bed polymerization reactors which 

can be solved by the user defined scalar (UDS) in ANSYS FLUENT 6.3 and onward 

versions. The UDS for a multiphase system in ANSYS FLUENT is in the form 

(Rokkam et al., 2010): 

 
  gggggg

gg
S

t








.

                                                             (2.43)  

This Poisson equation is coupled with the multi-fluid CFD model through the volume 

fractions of the gas and solid phases, thus, must be solved at every time step during the 

simulation. Gauss's law was used to evaluating the force acting on a charged particle in 

the gas–solid flow. This law in the differential form is:  

 vD.
                                                                                                               (2.44) 
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The relationship between the electric displacement and the electric field is: 

PEDv 0                                                                                                        (2.45) 

The following constitutive relation was used to relate the induced polarization and 

electric field for an isotropic medium:  

EP e0
                                                                                                           (2.46) 

where χe is the electric susceptibility of the medium. The value of 1+χe is the relative 

permittivity which can be measured and its value can be found in literature (Rokkam et 

al., 2010). The electric field is related to the charge density as follows:  

 Em 0.
                                                                                                        (2.47) 

The relative permittivity m for a gas–solid mixture can be obtained from the 

Bruggeman equation : 
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Finding out the location of the density electrostatic forces in the reaction system is very 

important. The electric field in radial and axial directions in a reactor is shown in Figure 

2.14.  

 

Figure 2.14: Instantaneous contours of electric field for two-dimensional simulation of 

pilot plant fluidized-bed reactor for standard deviation=0.01 at t=129.5 s: (a) radial 

direction, (b) axial direction (same scale), (c) axial direction (reduced scale) 

Reproduced with permission from Elsevier (Rokkam et al., 2010). 

 

Highly dense electric field can be founded close to the wall and near the distributor 

plate. The electric potential gradient seems to be greater in the radial direction compared 

than in the axial direction. As mentioned earlier, fine particles are attracted toward walls 

of the reactor by the electrostatic forces. It is clear in Figure 2.14 that the strongest 

electric field effect is located in the axial direction close to the distributor plate. 

 

Fouling of the reactor wall due to electrostatic charges was analyzed through CFD 

modeling in the industrial scale by Sowinski et al. (Sowinski et al. 2012). They argued 

that smaller particles create more wall fouling as they posses higher charge. Particle 

sizes from 600 to710 µm show an affinity to stick to the column wall. At high gas 

velocity, there is a tendency for particles to either adhere to the column wall or to be 
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dislodged with the tapping of the column and remain within the dropped particles by the 

influence of the quantity of generated electrostatic charge inside the fluidized bed. 

 

Since interaction of particles is highly influenced by the electrostatics and the 

hydrodynamics is directly related to the particle interaction, it is important to figure out 

how to control the electrostatic potential distribution in a gas–solid fluidized bed (Liao 

et al., 2011; Sowinski et al., 2009). The electrostatic effect makes the particles to form 

coherent structures and reminds one of the continuous behavior of the liquid.  Figure 

2.15 shows the electrostatic effect on the particles in a quasi-2D fluidized bed.   
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Figure 2.15: Electrostatic effects on the particles in a quasi-2D fluidized bed. 

Reproduced with permission from Elsevier. (Jalalinejad et al., 2012) 

 

The degree of electrostatic effect can be clearly recognized in this figure, where the 

electrostatic effect can be clearly observed in the measurement, the particles form 

coherent structures and exhibits liquid like behavior . Zhou et al. (Zhou et al., 2013) also 

found different flow patterns inside the fluidized bed when considering electrostatic 

field distribution where tuning of gas velocity for individual zone and adjustment of gas 

bubbling and particle motion usually is reformed.  

 

2.9 Modeling of agglomeration in fluidized bed reactors 

Occurrence of agglomeration is one of the most important technical difficulties in 

industrial fluidized polymerization reactors. Among different adhesive forces (including 

liquid bridging force, van der Waals force and solid bridging force), agglomeration of 

polymer particles in fluidized bed reactors is usually caused by solid bridge force at 

high temperatures. Therefore, a sufficient knowledge of agglomeration and related 

phenomena, such as segregation, is vital for studying fluidized beds reactors. 

Experiments in these systems are tedious and expensive while numerical simulation 

provides a powerful tool for investigating the agglomeration phenomenon. A variety of 

modeling tools, such as population balance in the Eulerian framework and DEM in the 

Lagrangian framework, have been used to predict the dynamic evolution of particle size 

distribution in fluidized bed reactors. Population balance was utilized to simulate the 
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particle size distribution by many researches (Ashrafi et al., 2012; Ashrafi et al., 2008; 

Chen et al., 2011; Rabinovich & Kalman, 2011; Yan et al., 2012; Yan et al., 2012). The 

DEM was addressed in a number of previous studies to simulate the agglomeration 

phenomenon. Mikami et al. (Mikami et al., 1998) developed a model for wet powder 

fluidization. To take into account the liquid bridge force between particles, a regression 

expression for the liquid bridge force was developed as a function of dimensionless 

liquid bridge volume and the separation distance based on numerical solutions of the 

Laplace-Young equation. Fluidization behavior of wet particles is completely different 

from that of dry particles and the minimum fluidization velocity, the bed voidage and 

pressure fluctuations in a wet fluidized bed are higher than those in a dry fluidized bed. 

Kuwagi et al. (Kuwagi & Horio, 2002) developed a two-dimensional DEM to study the 

mechanism of fine particles agglomeration in which van der Waals interaction was 

taken into account as the cohesive force. They showed that agglomerates are formed in 

the bubble wake region while they break in the upper region of bubbles. Wet 

granulation processes were conducted in a rotating drum with the DEM approach by 

Mishra et al. (Mishra et al., 2002). By applying this technique, steady state size 

distribution of agglomerates was obtained. Groger et al. (Gröger et al., 2003) performed 

a cohesive DEM to investigate the internal tensile strength and shear strength. Inter-

particle cohesion was taken into account by modeling the liquid bridge. Their results 

showed that the surface roughness has a great influence on the stresses in wet particle 

systems. 

 

A mechanistic study of de-fluidization based on the DEM-CFD simulation was 

conducted by Wang and Rhodes (Wang & Rhodes, 2004). They applied an artificial 

cohesive force between particles and investigated effect of a wide range of inter-particle 

forces as well as mobility of individual particles on the fluidization condition of the bed. 
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They found that transition from free-bubbling to de-fluidization state by increasing the 

inter particle force is gradual and de-fluidization occurs more gradually at higher excess 

velocities. A mathematical model based on the DEM was developed by Limtrakul et al. 

(Limtrakul et al., 2007) to simulate the hydrodynamics of a vibrated fluidized bed. 

Effects of vibration, particle type, amplitude and frequency of vibration and superficial 

gas velocity on improvement of fluidization quality were studied in their work. Their 

results showed that the fluidization state can be observed by enough total forces of 

vibration and fluid provided to the particles. Yang et al. (Yang et al., 2008) presented a 

numerical study based on the DEM in which the agglomeration of fine particles was 

considered with van der Waals attraction. Agglomerate structure, packing density, 

coordination number and tensile strength were analyzed with particular reference to the 

effect of particle size associated with the van der Waals attraction. Their results showed 

that the spherically formed agglomerates were not homogenous, but had the packing 

density and coordination number decaying exponentially with the agglomerate radius.  

Li et al. ( Li et al., 2011) reviewed recent advancement of the DEM technique in 

adhesive particulate flows and compared the DEM approach with other similar 

Lagrangian methods.  

 

Although many reports exist on simulating the agglomerating phenomenon in fluidized 

beds by evaluating the cohesive force between particles through liquid bridging and 

interaction of particles with van der Waals force, a few reports exists on simulation of 

the whole mechanism of agglomeration in fluidized beds at high temperature. Kuwagi et 

al. (Kuwagi & Horio, 2002) developed a model for metallic solid bridging by the 

surface diffusion mechanism, including the effect of surface roughness, by the DEM-

CFD technique in a fluidized bed with uniform temperature distribution. They described 

the agglomeration process of particles and observed a decrease in the pressure 
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fluctuations. Mansourpour et al. (Mansourpour et al., 2013) proposed a model to 

improve the simulation of agglomeration process at high temperature compared to 

previous models. They used a DEM-CFD approach in which agglomerates were tracked 

as real objects and their translational and rotational motions were calculated according 

to the multi-sphere method. In simulations of Mansourpour et al. (Mansourpour et al. 

2011), particles stick together and form agglomerates with an irregular shape, instead of 

clusters of primary particles as defined in previous researches. Their model included the 

energy balance equations for both gas and particles in order to consider the effect of 

temperature distribution on the agglomeration phenomenon. The cohesive force 

employed by Mansourpour et al. (Mansourpour et al., 2013) was based on a time 

dependent model, developed for solid bridging by the viscous flow. The surface of the 

particle becomes sticky when its temperature increases to a value greater than the 

softening point. Colliding particles with sticky surfaces join together and form larger 

agglomerates by forming permanent solid bridges. Applying these improvements 

resulted in gradually de-fluidization of the bed in simulations of Mansourpour et al. 

(Mansourpour et al. 2011). 

 

Figure 2.16 illustrates snapshots of agglomerate formation in a fluidized bed of 

polyethylene particles (Mansourpour et al., 2013). The agglomerates are colored 

according to the number of particles in agglomerates. This figure demonstrates gradual 

defluidization of the bed by the progress of agglomeration of particles. At early stages 

of fluidization (t =1 sec.), agglomerates have not been formed and the bed is completely 

fluidized. Formation of bubbles at the distributor, their rise and grow through the bed 

and their burst at the bed surface can be seen in this figure.  
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Figure 2.16: The snapshots of agglomerate formation in the bed. Reproduced with 

permission from John Wiley and Sons (Mansourpour et al., 2013). 

 

After elapsing 6 seconds of fluidization, small agglomerates (containing two or three 

particles) are formed in the dense regions as well as the vicinity of the distributor. 

Increasing the number of agglomerates in the bed boosts the possibility of particle-

agglomerate and agglomerate-agglomerate contacts. When these agglomerates grow in 

size, their movement becomes more restricted. Consequently, bed expansion and size if 

t= 1 sec 
t= 6 sec t= 12 sec 

t= 20 sec t= 30 sec t= 60 sec 
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bubbles are reduced (t = 20 sec.). In this situation, the gas passing through the bed 

cannot exert enough drag force on the agglomerates to compensate their weight. On the 

other hand, large agglomerates hinder the movement of smaller species in the bed. 

Therefore, the majority of the gas injected to the bed passes through the channels 

formed by agglomerates. It can be seen in Figure 2.16 that at ~60 sec., massive 

agglomerates are accumulated at the bottom and a de-fluidized layer is formed on the 

distributor. Nevertheless, in this situation particles and agglomerates at a higher level 

are still fluidized and the height at which bubbles are formed is shifted to the top of the 

de-fluidized layer. De-fluidization due to agglomeration occurs as a consequence of two 

different mechanisms: agglomeration and segregation. Formation of large agglomerates 

which have minimum fluidization velocities higher than the gas velocity leads to 

accumulation of a large fraction of agglomerates at the bottom of the bed. This is likely 

to be the cause of beginning of segregation with worsening the fluidization quality and 

eventually occurrence of de-fluidized zones at the bottom of the bed. It is worth noting 

that the agglomeration is probably promoted by a reduction in momentum of particles 

which is a result of segregation. Moreover, segregation influences the hydrodynamics of 

the fluidized bed as it influences the bubble characteristics. 

 

In order to gain more insight in the effects of segregation on the fluidization behavior, 

several numerical investigations based on the CFD concepts were conducted. Dahl and 

Hrenya (Dahl & Hrenya, 2005) investigated segregation of particles with Gaussian and 

log-normal size distributions by the DEM technique. Annaland et al. (Annaland et al., 

2009) calculated the rate of particle segregation in a bi-disperse freely bubbling 

fluidized bed with both a novel multi-fluid model (MFM) based on the KTGF for multi-

component mixtures and the DEM.  The granular temperature of the segregating system, 

as calculated with the MFM, agrees reasonably well with the granular temperature 
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found in the DEM simulation. Fan and Fox (Fan & Fox, 2008) integrated the direct 

QMOM into the multi-fluid model to represent the PSD with a finite number of nodes in 

MFIX. They compared their simulation results with results of Dahl and Hrenya (Dahl & 

Hrenya, 2005) and showed that the multi-fluid model can capture occurrence of 

segregation along the bed height while this model cannot detect horizontal segregation. 

Tagami et al. (Tagami et al., 2009) used CFD–DEM to investigate the fluidization 

behavior of binary and ternary mixtures. They indicated that momentum transfer is 

enhanced when the size ratio of particles is increased in polydispersed systems. It was 

also shown that a wide size distribution enhances bubble growth and rise velocity of 

bubbles through the bed. Norouzi et al. (Norouzi et al., 2012) conducted a numerical 

study for investigating size segregation of particles in the presence of fines in a bubbling 

gas–solid fluidized bed based on the DEM technique. They investigated the effect of 

adding fines at different concentrations and with various sizes and showed that 

segregation is enhanced by adding fine particles. Furthermore, reducing the size of fines 

initially enhances the final extent of segregation while further decrease in size of fines 

diminishes the segregation. 

  

Univ
ers

ity
 of

 M
ala

ya



91 

2.10 Summary 

The incredible advancement in the computer hardware engineering, upshot in boosted 

memory with capability of high performance computing workstations, has facilitated 

solving equations of momentum, heat and mass transfer with a wide range of numerical 

methods. These progresses inspired the beginning of more practical numerical 

techniques resulting the arrangement of a sequence of CFD codes. Due to the well-built 

accomplishment achievement in single phase flow simulation, CFD is regarded as a 

significantly promising tool for modeling multiphase flow. Nevertheless, CFD is still 

being considered at the level of verification and validation for modeling multiphase 

flows for modeling multiphase flow systems such as fluidized beds and more progress 

concerning the flow dynamics and computational models are needed to make it a 

standard tool in designing large scale industrial reactors. The up to date issues in the 

CFD modeling and its applications in fluidized bed of olefin polymerization system 

design and various reaction parameters have been shown in this study. The 

hydrodynamic behavior in fluidized beds was found to be non-linear and complex as 

well. It was shown that conventional mathematical modeling and hypothesis of these 

hydrodynamic are not convenient enough for pilot to large industrial-scale reactors. The 

cost effectiveness and prompt solution capability have made the CFD approach as the 

best choice option for researchers and industrial users.  Therefore, CFD models seem to 

be properly fitted to scale up the full-scale reactor with detailed reaction mechanism. 

Availability of wide-ranging and multipurpose CFD commercial softwares has the 

proven track record to fulfill the requirements of giving details on complete fluidization 

factors. These are adequate to put up to any kind of analysis condition from prediction 

of fluid flow behavior, mixing effect, bubble phenomena, mass and momentum 

incident, inter-particle charging and so on to integrated rector design and optimization. 

Among these softwares, ANSYS FLUENT has been most widely employed for 
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simulating fluidized bed polymerization reactors, reaction mechanism and production 

optimization studies. Moreover, CFD simulation of a bubbling fluidized bed reactor has 

been carried out by several research groups who also included the chemical kinetics, 

bed dimensions and bubble formation confrontations into multiphase fluid dynamics. 

The axisymmetric of the reactor has given way to chaotic transient generation of bubble 

formation within certain time durations. Exothermic nature of the polymerization 

reaction causes heat transfer problems in particle-particle interactions and requires a full 

scale modeling approach. More detailed CFD investigations can provide results about 

the effect of gas temperature and particle size on gas-solid heat transfer and bed 

hydrodynamics.  A more clear understanding of effect of electrostatic charge on 

polymeric systems through a numerical implementation can be carried out in ANSYS 

FLUENT. CFD modeling is more feasible to obtain criteria for regulating the 

distribution of electrostatic potential by changing and observing its effect on the 

hydrodynamics of the gas–solid fluidized bed. Using porous media models for 

simulating the gas phase catalytic reaction through a multi-phase reacting system is 

common in mathematical modeling of such reactors. These models can be modified 

based on the scale and requirements of the simulation as well as the accuracy associated 

with their numerical implementation. It was also pointed out in this review that there is 

still a gap between experimental and CFD results in pilot and industrial scale systems. 

Experimental validations are extremely necessary to ensure that CFD simulations are 

more than just theoretical exercises. In the recent years, some studies have been carried 

both in the laboratory, closely resembling that in the industry . New technologies, such 

as particle image velocimetry, have also shown to provide valuable data for validating 

CFD predictions. Nevertheless, successful validation has been reported in many cases 

and even where there are discrepancies, deficiencies in the model or measurement 

technique were readily identifiable.  
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CHAPTER 3: POLYPROPYLENE PRODUCTION OPTIMIZATION IN 

FLUIDIZED BED CATALYTIC REACTOR (FBCR): STATISTICAL 

MODELING AND PILOT SCALE EXPERIMENTAL VALIDATION 

 

3.1 Introduction 

Polypropylene is a type of thermoplastic polymer resin and a superior quality polymer 

material that originates from olefins (Galli & Vecellio, 2004; Tian et al., 2013). 

Polypropylene and its composites have been given priority over all other polymers by 

engineers due to its diversified applications (Arencón & Velasco, 2009) from household 

stuffs to a wide range of industrial appliances (Bikiaris, 2010), as structural plastic or a 

fiber-type plastic. A number of conventional materials like steel, aluminum wood etc. 

have also been replaced by polypropylene and its composites since its superior physical 

and chemical properties such as its light weight, sophisticated structural stability, 

greater dielectric vitality, better mechanical strength, corrosion resistance capability and 

flexibility are better than these traditional materials (Glauß et al., 2013; Kennedy & 

Knill, 1994). However, Polypropylene and its composites hold only 20% share over the 

gross world polyolefin production (Balow, 2003) and hence an  optimization study on 

polypropylene production is important from a scientific and economical point of view to 

enhance its usages and to improve its share of the market. For its production, 

fluidization is considered as a well-established technology used in most cases. The 

capability to carry out a variety of chemical reactions, homogeneous particle mixing and 

extra ordinary mass and heat transfer characteristics are some of the major advantages 

of using Fluidized Bed Catalytic Reactors (FBCR) in industrial scale polypropylene 

production. Furthermore, the gas phase fluidization process has been recognized as an 

environmental friendly and convenient technology by a number of researchers (Lesage 

et al., 2012; Luo et al., 2009; Martinez et al., 2010).  Very important operating 
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conditions like temperature, pressure and composition can influence significantly the 

process of polymer fluidization and these operating conditions are necessarily to be 

controlled to produce different grades of polyolefin (Kumar et al., 2000; Prasetya et al., 

1999). Being an exothermic reaction, propylene polymerization generates heat when the 

reaction starts which principally influences the other operating factors and product 

quality. As a result of these mechanisms, proper process modeling to cater to these 

complicated reactions, hydrodynamic aspects as well as mass and heat transfer in the 

fluidized bed reactor, is necessary to engage engineers and scientists to design 

technically efficient and operationally  feasible reactors for these facilities (Jang et al., 

2010;  Li et al., 2010; Khan et al., 2014). Furthermore, the optimization of these 

operating parameters also requires functional relationship among the process variables 

through available process modeling techniques.  

 

A classical model for chemical engineering process which comprises chemical kinetics, 

physical property interactions, mass and energy balances is made up of a number of 

differential as well as algebraic equations for both dynamic and steady state processes. 

(Jarullah et al., 2012; Villarreal et al., 2013). Some  researchers considered the 

polyolefin reactor as a well-mixed reactor and just proposed a purely mathematical 

model where the temperature and monomer concentration in the reactor were calculated 

(McAuley et al., 1994; Shamiri et al., 2010; Xie et al., 1994). On the basis of a mixing 

cell framework a comprehensive mathematical model has also been proposed for 

simulation of transient behavior of a fluidized bed polypropylene reactor by using 

steady state population balance equation coupled with the proposed dynamic model 

along with incorporating multisite polymerization kinetics of multi-monomer (Harshe et 

al., 2004). Ibrehem et al. (Ibrehem et al., 2009) recently proposed that emulsion and 

solid phases are the stages where polymerization reactions take place during fluidization 
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and reports that alteration of catalyst particles with different porosity affects the rate of 

reaction and hence the model has been obtained taking these effects into consideration. 

However, all these models generally take into account partial assumptions on reaction 

rates which do not cover all reaction conditions and circumstances and are normally not 

validated experimentally. Furthermore, it is also challenging to formulate precise 

mathematical models to take all these operation and design aspects under consideration 

for such a complex polymerization process (Sassi & Mujtaba, 2013). 

 

Another feasible modeling approach is through statistical techniques that have been 

applied with the purpose  to predict the  optimum operating conditions in chemical 

processes to obtain the highest yield of desired product by a number of researchers 

(Basiri et al., 2013; Gonzalez et al., 2011; Hafizi, Ahmadpour, Koolivand et al., 2013). 

In fact, Response surface methodology (RSM) has been described as a very functional 

statistical tool for determination of optimum processes parameters both for lab scale to 

industrial scale, as highlighted by various workers(Kukreja et al., 2002; Rajković et al., 

2013; Srivastava et al., 2002). RSM covers experimental design, process optimization 

and empirical modeling where targeted response may fluctuate by numerous process 

variables (termed factors). RSM is principally appropriate for problems where the 

explanation of the process mechanism is inadequate and difficult to be characterized by 

first-principles mathematical model. Being contingent on definite objectives in reality, 

these RSM methods generally vary in the experimental design system, the selection of 

appropriate models and the mathematical equations of the optimization problem. Thus a 

precise design of experiment (DoE) is vital for a prolific experimental study(Shuaeib et 

al., 2007). The classical factorial and central composite designs can be utilized to 

investigate the interactions of process factors depending upon the polynomial models 

obtained in this method.  

Univ
ers

ity
 of

 M
ala

ya



96 

 

However, from literature studies, no work has been reported so far for the optimization 

of process variables of propylene polymerization in a fluidized bed catalytic reactor 

(FBCR) by applying these statistical modeling techniques. Also very few works have 

been reported to study  a pilot scale catalytic reactor although this is extremely 

important for predicting and validating the set of appropriate significant process 

variables and parameters for industrial use (Ibrehem et al., 2009; Shamiri et al., 2011; 

Shamiri et al., 2010). Hence, the objective of our work is to investigate the relationship 

among various operating parameters and to find out the optimum process parameters for 

propylene polymerization in a pilot scale fluidized bed using RSM modeling and 

Central Composite Design(CCD) technique. This novel pilot plant is a prototype of an 

industrial scale polypropylene production plant which is now in operation under 

management of the National Petroleum Corporation, Malaysia. Another novelty of our 

plant is that sampling of the gases in the system was conducted with an online Refinery 

Gas Analyzer (RGA). This type of real time and sophisticated sampling facilities is 

globally very rare even in industrial scale set up, although being highly necessary.   To 

the best of our knowledge, this is the first attempt to conduct research on polypropylene 

production applying RSM for process parameter optimization under various parameter 

interactions in an original designed FBCR pilot plant.  
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3.2 Experimental Studies  

3.2.1 Pilot plant description and operation 

The  pilot plant developed in our lab to produce polypropylene consists of a fluidized 

bed reactor zone and a disengagement zone designed for polymerization purposes which 

is shown schematically in Figure 3.1 and its 3D figure shown in Figure 3.2.  The inner 

diameter and height of the fluidized bed zone are 10 cm and 150 cm, respectively. The 

diameter is based upon the capacity of the production and the height of the reactor based 

on the fluid residence times. The disengagement zone has a diameter of 25 cm and a 

height of 25 cm.  Catalyst particles were injected at 9 cm above the distributor plate 

located at the feed gas entrance point. In this polymerization reactor, the bubbling 

fluidized bed operates by the mixed gas fluidization process. Granulated polymer 

particle was used as the bed material because of its suitable mechanical stability. The 

operating temperature range in the center of the fluidized bed is maintained at about 70-

80 °C.  A heater was used to regulate the gas inlet temperature of the reactor for startup 

condition to reach  the required reaction temperature. Unreacted Gas mixture from the 

top of the reactor is recycled and cooled by a shell and tube heat exchanger. One 

cyclone and four filters were fitted at the top of the reactor to remove fines entrained 

from the reactor. A buffer vessel is installed to control the pressure fluctuations in the 

system.  

 

Propylene, hydrogen and nitrogen are used as the main input gases during the 

fluidization process which acts as the medium of heat transfer  as well as the reactants 

for the growing polymer particles during polypropylene production in the fluidized bed 

catalytic reactor. Continuous charging of catalyst and co-catalyst is carried out into the 

reactor which activates the reactants (propylene and hydrogen) to produce an outspread 

distribution of polymer particles. The cocatalyst is also used to keep the moisture below 
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2 ppm while activating the catalyst, which is the requirement for producing industrial 

grade polypropylene.  After the bed has been fluidized, unreacted gases are separated in 

the disengaging section of the plant. The disengaged gases are recycled and mixed with 

fresh feed gases consisting of propylene , nitrogen and hydrogen This gas mixture  

passes through the heat exchanger in order to remove excess heat and is recycled  

through the gas distributor. The finished product is collected from the adjacent 

collection cylinder, whose connecting line is positioned just above the distributor plate. 

Propylene can be converted to polypropylene as much as 2% to 3%   per pass under 

fluidization conditions while the overall conversion can reach up to 98% (McAuley et 

al., 1994; Shamiri et al., 2011). The system is designed to run at a maximum pressure of 

30 bar.  

 

 

Figure 3.1: Schematic diagram of fluidization of the polypropylene production system. 
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Figure 3.2: Detailed experimental set up of a pilot scale fluidized bed catalytic reactor 

(3D). 

 

3.2.2 Pilot plant instrumentation 

Temperatures in the reactor were measured at 6 different vertical positions, starting at 

16 cm above the distributor plate. A temperature controller is used to control the 

temperature of this recycled gas entering the reactor. The air driven piston compressor 

was used to compensate for the pressure drop through the system. A flow meter and 

control valves were added just before the gas enters the reactor to regulate and measure 

the flow rate and circulation flow through the reactor system. The flow of catalyst is 

adjusted by a measuring valve, which revolves at a constant speed and inserts the 

catalyst into the reactor. Pressure and differential pressure indicators were placed in 

different points to check the pressure changes in the system and over pressure is avoided 

by placing a relief valve on the top of the reactor set at 30 bar. 
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An online integrated Refinery Gas Analyzer (RGA) was used for analyzing the gas 

composition analysis where wide-ranging automatic data recording devices and 

measuring equipment were employed in the pilot plant. The gas components consisting 

of hydrogen, nitrogen and propylene were analyzed online (with accuracy of + 0.03%) 

with a real time Refinery Gas Analyzer (RGA), a device of Perkin Elmer Clarus 580 

series. The Gas chromatography engineering software which was developed by Perkin 

Elmer was used for the gas composition analysis that analyzes the multi component 

hydrocarbon and light gases. The three channel model in the data acquisition system 

provides a guaranteed analysis of the compositions of hydrogen, nitrogen, oxygen, 

carbon monoxide, carbon dioxide and propylene in approximately 8.5 minutes using 

two thermal conductivity detectors (TCD/TCD) and a flame ionization detector (FID).  

 

3.3 Experimental design and optimization: 

In this study, the statistical analysis of propylene polymerization was performed using 

the Stat-Ease  software where the CCD (Center Composite Design) is applied to analyze 

the interactions among the process variables and to identify the optimum process 

condition (Islam et al., 2007; Setiabudi et al., 2013). After collection of experimental 

data along with the design procedures, an empirical model was developed according to 

the RSM procedure. In this work, the polynomial function is to be fitted with the data at 

the initial stage after which the factor values are identified to optimize the objective 

function. The accuracy of the polynomial model fitting was determined by the 

coefficient of determination R
2
 and R

2
adj in  Eqs. (3.1) and (3.2) correspondingly: 

residual

residual

SSQSSQ

SSQ
R




mod

2 1

                                                            (3.1) 
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The performance of the system was evaluated by analyzing the response of percentage 

of propylene conversion per pass and the following is the mathematical equation related 

to the composite design i.e. 
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where, Y is the response vector,  taking into account the main, pure-quadratic, and two-

factor interaction effects while ε is the error vector. Regression  and  graphical  analysis  

of  the  experimental  design data  and  evaluation  of  the  statistical  significance  of  

the  various equations obtained were  carried  out in this analysis. The optimum  

preparation  conditions  were  estimated  through  regression  analysis  and  three-

dimensional  response  surface  plots  of  the independent  variables with each  

dependent  variable. Furthermore, the P-value is considered as a feature to measure the 

level of significance of all independent variables which at the same time signify the 

interaction intensity between all independent variables where the smaller P-value 

indicates the higher level of significance of the related variable. 

 

The consequence of the second-order regression models was tested by the use of 

ANOVA and F-value analysis. This calculated F-value can be expressed from the 

following equation: 

F= RD

RG

MnS

MnS

                                                                                                  (3.4) 

where the meaning of these terms can be referred to the nomenclature.    
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The DgF based F distribution for residual and regression is applied to compute the F-

value in the particular point of importance. From these analysis, regression coefficients 

are obtained based on their significances with respect to the P-value 

 

The coefficient of variation (CV) indicates the extent of error of any model which is 

measured as the percentage of standard deviation over mean value given as: 

C.V=
100

.


mean

DS

                                                                                                  (3.5) 

If the CV of a model does not exceed 10%, the model can be rationally regarded as 

reproducible. 

 

3.4 Results and Discussion 

3.4.1 Verification on Statistical Models  

The independent variables considered important in this process are reaction temperature 

(A), system pressure (B) and hydrogen concentration (C). Reaction temperature  refers 

to the temperature used during the initiation of the polymerization process, while system 

pressure  refers to the required pressure of 20 bar process maintained at the starting 

point of reaction even though the system can be sustained at 30 bar. The range and 

coded level of the polymerization process variables studied are listed in Table 3.1. The 

independent variables were coded to the (-1, 1) interval where the low and high levels 

were coded as -1 and +1, respectively. According to the CCD, the total number of 

experiments required to be conducted is 20 runs. The polynomial equations were further 

used to plot three dimensional (3-D) surfaces and two-dimensional (2-D) contours to 

visualize the individual and interactive effects of the process factors on the response 

variables within their predefined ranges. 
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Table 3.1: Coded levels for independent variables used in the experimental design. 

Factor Name Units Type 
Low 

Coded 

High 

Coded 

Low 

Actual 

High 

Actual 

A Temperature °C Numeric −1.000 1.000 70.00 80.00 

B Pressure bar Numeric −1.000 1.000 20.00 30.00 

C 
Hydrogen 

(%) 
% Numeric −1.000 1.000 2.00 10.00 

 

Batch experiments for 20 runs with different combinations of the process variables were 

carried out in the experiments. The percentage of polypropylene production was 

considered as the response. The proposed combination parameters for the experimental 

design and consequent results of the response using CCD are listed in Table 3.2. The 

Mean Square Error (MnSer ) of the center point is 0.00005, which shows the accuracy of 

the data points taken and justify the use of these data to obtain the model coefficients in 

Eq 3.7. 

Experimental results showed that the polymer conversion ranged from 3.1% to 5.82%. 

The  maximum  yield  (5.82%)  was  found under  the  experimental  conditions  of  

A=75
0
C,  B=25 bar and C=2% which shows that for achieving perfect coordination of 

experimental parameter for propylene conversion, precise optimum process conditions 

are mandatory to be observed.   
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Table 3.2: Central Composite Design (CCD) experimental design and results of the  

response surface. 

 

Run 

Factor A, 

Temperature 

(°C) 

Factor B, 

pressure (bar) 

Factor C, Hydrogen      

(%) 

Response, Y, 

Polymer conversion 

(%) (Experimental 

result) 

1 70 20 10 3.10 

2 70 20 2 5.20 

3 75 20 6 4.53 

4 80 20 10 3.32 

5 80 20 2 5.40 

6 75 25 10 3.86 

7 70 25 6 5.00 

8 75 25 6 5.20 

9 75 25 6 5.20 

10 75 25 6 5.21 

11 75 25 6 5.20 

12 75 25 6 5.21 

13 75 25 6 5.19 

14 75 25 2 5.82 

15 80 25 6 5.10 

16 70 30 2 5.38 

17 70 30 10 3.10 

18 75 30 6 5.00 

19 80 30 2 5.68 

20 80 30 10 3.57 
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3.4.2. Model Fitting 

By  the analysis of variance (ANOVA) method, the consequent F-value and P-value 

analysis were utilized. The summary of the Linear , Quadratic, 2FI (2 Factor 

Interaction)  and Cubic model is  shown in Table 3.3  .  The linear model represents the 

sequential sum of squares for the linear terms (A, B and C). The 2FI model implies the 

sequential sum of squares for the two-factor interaction terms (AB, BC and AC).  

Quadratic model exhibits the sequential sum of squares for the quadratic (A
2
, B

2
 and 

C
2
.) terms. For all the above models small P-value (Prob>F) indicates that selected 

model terms can improve the model significance. The F-value is also associated with 

these models. The larger F-value indicates more of the variance can be explained by the 

model; a small number says the variance may be more due to noise.  

 

Table 3.3: Model selection. 

Source 
Sum of 

squares 

Degrees of 

freedom 

Mean 

square 

F-

value 
p-value 

Linear 11.39 3 3.80 21.55 
<0.000

1 

2FI 0.025 3 8.446 × 10
−3

 0.039 0.9891 

Quadratic 2.73 3 0.91 130.90 
<0.000

1 

Cubic 0.066 4 0.016 28.79 0.0005 

 

It is observed from Table 3.3 that the quadratic model is the best fit model in terms of 

its significance and for this experimental design, the 2
nd

 order model is suggested as the 

P-value of this model is also smaller than that of other models.  

 

For the proposed quadratic equation, the independent variables matched were also tested 

for the integrity of fit. The suitability of the fitted model was assessed using numerous 

indicators and the outcomes were presented in Table 3.4.  
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To evaluate the appropriateness of the model, the R
2
, the adj. R

2
, CV and F-value were 

used (Chen et al., 2012). According to the Table 3.4, the F-value of model at 226.46 

indicates the significance of this model, which also shows negligible tendency towards 

noise (Ayeni et al., 2013; Chatterjee et al., 2012). The probability value was found to be 

extremely low (P-value < 0.0001) since less than 0.0500 for the P-value indicates that 

the model terms chosen are considerably important. The value for the coefficient of 

determination, R
2
 can be used to judge the precision and accuracy of the proposed 

model. The acquired value at 0.9951 specify that 99.51% of the variability in the 

dependent variable could be justified through the model, and only 0.49% of the overall 

variations cannot be clarified (Dora et al., 2013; Kumar et al., 2000). Furthermore, the 

obtained value of the adjusted determination coefficient (adj. R
2
) is 0.9907, which 

shows good relationship among the independent variables. In the current work, an 

incredibly low value of CV (1.75%) indicates a high level of accuracy and an excellent 

consistency of the model for the experimental results. The  results  shown  in  Table 3.4 

proves that  all the  linear  terms (A, B & C) and the  quadratic  terms (A
2
, B

2
& C

2 
) 

were  important  model  terms due to their small P-value. 

 

Table 3.4: Statistical parameters for sequential models. 

Source Sum of Squares df Mean Square F-Value p-value (Prob >F) 

Model 14.14 9 1.57 226.46 <0.0001 

A-Tempeature 0.17 1 0.17 23.98 0.0006 

B-pressure 0.14 1 0.14 20.06 0.0012 

C-Hydrogen 11.09 1 11.09 1597.78 <0.0001 

AB 0.015 1 0.015 2.21 0.1683 

AC 4.513 × 10
−3

 1 4.513 × 10
−3

 0.65 0.4388 

BC 5.513 × 10
−3

 1 5.513 × 10
−3

 0.79 0.3937 

A
2 

0.038 1 0.038 5.49 0.0411 

B
2 

0.45 1 0.45 64.27 <0.0001 

C
2 

0.30 1 0.30 42.56 <0.0001 

Lack of Fit: 0.069; R-Squared: 0.9951; Adj. R-Squared: 0.9907; CV%: 1.75. 
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In order to show the significance of the individual parameters on the response, another 

effectiive statistical tool, t-test, has been carried out. The t-test can show the level of 

significance of every individual parameter. From Table 3.5 it can be observed that P-

value obtained from the t-test analysis is much more lower than 0.05 for every 

individual factor (A,B, & C) which indicates that each of the factor [temperature, 

pressure and hydrogen (%) ] taken under consideration is a highly significant factor for 

this polypropylene production process.  

 

Table 3.5: t-Test result for testing the significance of individual parameters. 

One-Sample Test (Individual Parameter) 

Factor t DgF p-value 

Factor, A 92.466 19 0.00001 

Factor, B 30.822 19 0.00001 

Factor, C 9.247 19 0.00001 

 

The subsequent second order polynomial equation was established by the application of 

least squares method and multiple regression study on the obtained data and given by 

Eq (3.7) below i.e. 

Polymer conversion (%),  Y = (0.13 A) + (0.12  B)-(1.05C) + 

(0.044A  B) + (0.024A   C) – (0.026  BC) -0.12A2 -0.40B2-0.33

C2+5.19                  (3.7)                           

Where Y is the predicted percentage of polypropylene conversion, whilst A 

(temperature), B (pressure) and C (Hydrogen) are the coded form of independent 

variables of the model.  
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3.4.2.1 Diagnostic Statistics for Model Adequacy 

Usually,  it is essential to  confirm first whether the  fitted  model provides  an adequate  

approximation  to  the  actual  values or not. Even though the model  explains  an  

acceptable fit,  further continuation  with the  analysis and  optimization  of  the  

integrated  response  surface  tends  to prevent inadequate or  misleading results. In this 

study, several diagnostic tools have been used to check  the adequacy and process 

parameters. The  appropriateness  of  the  models  was  also estimated  by  the  influence  

plots   and  the residuals (difference  among  the anticipated response value  and the 

actual value) in  order  to  determine the coefficient for  the data obtained 

experimentally in  this  work. Residuals  are usually  considered  as  components  of  

variations, imprecisely  fitted  to the model  and  subsequently it  is  predicted that they  

behave according   to  a  normal  distribution feature.  For the evaluation of normality of 

the residuals, a graphical visualization for the normal probability plot is considered as 

the proper method. In Figure 3.3, the scrutinized residuals are plotted  against  the  

predicted values,   where, they lie rationally close on a straight  line  and  exhibit no  

digression of  the  variance. By this way, the normal distribution of data can be 

confirmed. Furthermore, the regression model was used to calculate the predicted values 

of the polypropylene production (%) and were compared with the experimental results 

which are shown in Figure 3.4. As shown in Figure 3.4, there is a suitable relationship 

between the experimental values and the predicted values that were distributed 

comparatively adjacent to the straight line. This  phenomenon proves  that the  

presented  regression  equation  used for fitting the data was appropriate,  and  the CCD  

model  in conjunction with the experimental  design  is efficiently  functional for  

optimization  of  the polypropylene conversion (%). 
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Figure 3.5 shows the residuals and predicted polymerization capacity per pass of the 

batch reaction. The general trend is that the plot is scattered randomly, suggesting that 

the variance of the real findings is constant for every response value and the results 

indicate that the response variable  does not require any modification since this result 

does not indicate any existence of large biased errors in the experiments performed, 

which can also be seen in the results of Table 3.2 

The outliers would be cautiously tested in the experimental design, since they may 

correspond to   data acquisition error or rather of more severe error (Aktaş et al., 2006). 

The batch runs of polypropylene polymerization rate in percentage per pass are shown 

in the outlier t plot in Figure 3.6. The plot of outlier t is a calculation of the degree of the 

standard deviation i.e. intensity of deviation of actual value from the predicted value. 

Maximum standard residuals  are required to be in the range of ±3.50 and any observed 

value alongside a standardized residual beyond this value is  not totally related to its 

experimental response (Montgomery, 2006). In this study almost all values for outlier t 

are lower than the interval of ±3.50 which proves that the estimation of the fitted model 

against the response surface is justifiably good enough without biased unknown errors. 

Only one data was found to be beyond this value which contributed to the lesser 

significant term of the model (Myers & Cook,2009).  
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Figure 3.3: Normal probability plot. 

 

Figure 3.4: Linear correlation between actual and predicted values. 
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Figure 3.5: The residuals and predicted response plot for propylene polymerization. 

 

 

Figure 3.6: Outlier t plot for propylene polymerization per pass. 
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The perturbation diagram for the polypropylene production rate with respect to the three 

input process factors is shown in Figure 3.7 where the influence of a process variable 

around a specific point in the design range is illustrated by the perturbation plot. In this 

method the response (the value of Y) is plotted with respect to only one variable of the 

overall process one at a time over its range considering the additional process variables 

remaining constant in its center point. A steep slope or curvature in a factor shows that 

the response is sensitive to that factor and a flat line demonstrates insensitivity to 

modification in that specific factor. The relative effects of every independent variable 

on the response (polypropylene production, %) can be seen in the perturbation plot of 

Figure 3.7. The sharp curvature of temperature (A), pressure (B) and hydrogen 

concentration (C) obtained, demonstrates that the  propylene production (%)  was 

responsive to all three process variables as expected. However, the perturbation analysis 

clearly shows that among three parameters, hydrogen concentration (C) affects the value 

of Y more than the other two parameters as would  be expected in such a process. This 

is also clearly shown for the value of coefficients as indicated in Eq. 7. 

 

 

Figure 3.7: Deviation graph of process parameters. 
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3.5  3D Response Surfaces and their corresponding analysis 

RSM provides several benefits in observing the effect of interaction within independent 

parameters and to recognize the effects of binary combination of linking two 

independent factors efficiently. However, it is easier to understand the interactions 

between factors graphically and the application of three-dimensional plots of the model 

is further useful for the graphical explanation of the interactions in this study (Mason et 

al., 2003). Here the 3-D response surfaces were plotted by applying  Eq. (7) in order to 

show the polypropylene production rate which was affected by the various levels of 

other process variables. The interaction character between two process parameters can 

be explained by the response surfaces whilst the other process parameter remained 

constant at their center point. To identify the optimum levels of process parameters, the 

3D plot line can also be used to find  the optimum response of polymer conversion yield 

at the highest point of the surfaces. In these figures, the color line levels indicate the 

various effects on the polypropylene production rate. 

 

The polypropylene production rises with the decrease of hydrogen percentage.  It can be 

observed from Figure 3.8 that the hydrogen percentage showed a positive linear 

influence on the polypropylene production and the  production increased  notably  in  

lower concentrated hydrogen regions. From the 3D graph of Figure 3.8 it is depicted 

that the combination of temperatures of 75
0
 C, pressure of 25 bar and hydrogen of 10% 

shows a 3.86% polypropylene production per pass whereas  at temperature of 75
0
 C and 

pressure of 25 bar with hydrogen of 6% and 2% shows the polypropylene production at 

5.2% and 5.82% respectively.   
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Figure 3.8: 3D Response surface and contour plot of hydrogen concentration vs. 

pressure on polypropylene production (%). 

 

Figure 3.8    shows  the  response  surfaces  of  the  combined  effect  of  hydrogen 

concentration and  pressure  on  the  polymer conversion.  Hydrogen concentration and 

system pressure both showed positive effect on polypropylene production. From the 

contour plot, it can be clearly seen that decrease of hydrogen concentration increases the 

polypropylene production percentage while the increase of pressure also speeds up 

polypropylene production. The red colour zone indicates the optimum results while the 

other colors shows the lower values of the response.  

Hydrogen is well recognized for its role as a chain transfer agent in industrial scale 

polypropylene production. The initial insertion of hydrogen decreases the molecular 

weight of polypropylene, which increases the diffusion rate of monomer on to the 
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catalyst active site. It is also reported that the nature of catalyst, monomer, and reaction 

conditions can also significantly affect the hydrogen effect on polypropylene production 

(Alshaiban & Soares, 2012; Faldi & Soares, 2001). Researchers have also shown that 

the polypropylene polymerization rate significantly increases due to the increase in 

hydrogen concentration in the system up to a certain extent and further increment of 

hydrogen concentration did not show any change for the  polypropylene production rate 

(Guastalla & Giannini, 1983). The adsorption of hydrogen on the catalyst surface was 

identified as the cause of  this phenomenon. 

 

In the literature, the local bed pressure variation has been reported as one of the major 

parameters for olefin polymerization in gas phase catalytic fluidization (Sedighikamal & 

Zarghami, 2013; Shamiri et al., 2011; Shamiri et al., 2010). The reason is that pressure 

fluctuations can influence the effect of the dynamic phenomena taking place in the 

fluidized bed, such as from gas turbulence, bubbles hydrodynamics, and bed operating 

conditions (Shamiri et al., 2010) . The effect of pressure can also significantly affect the 

fluidized bed polymerization through the minimum fluidization velocity and particle 

size. Naturally a pressure increase raises the inlet gas momentum and reduces the 

bubble surface tension, which boosts the disengagement of the bubble and the pressure 

intensification also enhances the fluid viscosity and reduces the buoyancy force, which 

slows down the detachment of the bubble from the particles (Fan et al., 2001).   

 

3.6 Summary  

The optimum experimental conditions for the production of polypropylene in a pilot 

scale fluidized bed catalytic reactor (FBCR) was verified by response surface 

methodology coupled with central composite design. The set of equations and predicted 

value from the statistical model were compared with experimental data. Independent 
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variables such as temperature, pressure and hydrogen concentration were identified as 

the most important parameters that need to be determined to optimize the polypropylene 

production. The optimum condition for polypropylene production was found to be at a 

temperature of 75
0
C, pressure of 25 bar, and hydrogen concentration of 2% from this 

study. The projected polypropylene production from the statistical model was found to 

be at 5.2% , whereas from the experimental data it gives 5.82%. Correlation between 

system pressure and reaction initiation temperature shows interaction among them and 

the outcomes of various statistical techniques applied in this study have proven that the 

proposed model is an excellent alternative to conventional first principle models. Finally 

we can conclude that the excellent correlation coefficients obtained for the developed 

correlations for the three responses can be successfully used with over 95% confidence, 

for  operation of the process to produce optimum polypropylene production in the real 

plant. This would in turn accelerate the global usage and availability of this versatile 

plastic which is inexpensive and an excellent alternative for many other materials in the 

market. 
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CHAPTER 4 : DEVELOPED HYBRID MODEL FOR PROPYLENE 

POLYMERISATION AT OPTIMUM REACTION CONDITIONS 

 

4.1 Introduction 

Polymer-based materials have been a focal point in researches over the last few decades, 

due to noticeable advancement in improved material properties, compared to other 

conventional micro- and macro-level materials (Arencón & Velasco, 2009; Delva et al., 

2014; Tian et al., 2013). Among polymer-based materials, polypropylene is considered 

a high-class thermoplastic polymer resin, generated from olefins (Galli & Vecellio, 

2004; Nguyen et al., 2015). The extensive applications, from home appliances to all-

encompassing industrial usages, have positioned polypropylene as the leading polymer 

(Bikiaris, 2010; Umair et al., 2015). Numerous traditional materials have been replaced 

by polypropylene, due to its greater physiochemical properties. Several industrial 

sectors have directly benefited by using polypropylene and its composites (Pracella et 

al., 2010). For example, fuel consumption has been reduced remarkably in the 

automobile sector by replacing metals with polypropylene, as it is lighter. Other 

physiochemical properties such as cutting-edged structural stability, superior dielectric 

vitality, and better corrosion resistance competency, have impressed consumers, and the 

choice of polypropylene is the best alternative to conventional materials (Glauß et al., 

2013; Hisayuki et al., 2008). Although it has wide acceptability in the global materials 

market, polypropylene and polypropylene base materials comprise just 20% of the 

polyolefin market share. Therefore, from a scientific and economic perspective, it is 

relevant to conduct research on optimising propylene polymerisation, to increase its 

application and expand its market share (Balow, 2003). 
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Multidisciplinary efforts have been made to develop the polymerisation process and its 

procedures, to better understand of the complicated flow behaviours and process 

parameters are necessary for improving the reactor performance (Gharibshahi et al., 

2015; Syamlal et al., 1993). As an example, the fluidisation technique has been applied 

commercially and is a well-recognised technology. Excellent mass and heat transfer 

rates, uniform particle mixing, and an ability to achieve diverse chemical reactions, are 

some of the special features of fluidised bed reactors (Ahmadzadeh et al., 2008; Aysar 

et al., 2011; McAuley et al., 1994). Gas phase polymerisation has been acclaimed as a 

more sustainable and user-friendly technology by several researchers. A number of 

factors such as fluidised bed components, system temperature, and gas–solid alignment, 

can influence the polymer fluidisation performance. Ironically, all these impelling 

factors make reaction regime analysis difficult. However, the quality control of different 

grades of polypropylene is highly correlated with these factors. The exothermic nature 

and sensitivity to system pressure of the propylene polymerisation reaction, can also be 

broadly influenced by the overall operating conditions (Shamiri et al., 2011). The 

development of a valid model to clarify the functional relationship among the process 

variables is vital, to design a robust reaction system to carry out the reaction safely, and 

to produce uniform and consistent product quality. The model would also support better 

decision making in many industrial applications (Ibrehem et al., 2009; Jang et al., 2010; 

AJarullah et al., 2012; Kaushal & Abedi, 2010). 

 

Statistical modelling with response surface methodology (RSM) has been employed in 

lab-scale to industrial-scale research, to ascertain the optimum operating conditions of a 

process by several research groups (Mansouri et al., 2014; Sulaiman, 2013). RSM is 

typically suitable to solve complexities where the explanation of the process dynamics 

is indistinct, and it is complicated to justify it by a first-principles mathematical model. 
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Under RSM, the standard factorial and Central Composite Design (CCD) are generally 

proposed to scrutinise the interactions of process factors, based on polynomial models 

(Özer et al., 2009; Wachem et al., 2001). Alternatively, purely mathematical models 

have also been described, by assuming the hydrodynamics of the fluidised bed reactor in 

propylene polymerisation (Shamiri et al. 2012b; Sridhar et al. 2001). However, it has 

also been reported that developing a mathematical model for a pilot-scale polyolefin 

production plant is difficult, as the rate of polyolefin production is very sensitive to the 

essential process parameters of temperature, pressure, feed concentration, and the 

geometry of the reaction unit (Shamiri et al., 2010). 

 

Correspondingly, the literature does not provide any evidence that any optimisation 

study has been carried out so far, by considering the integrated process parameters with 

CFD method on propylene polymerisation. Although conducting pilot-scale research is 

very important for any industrial decision making procedure, it is rarely reported. The 

purpose of this study is to examine the multidimensional approaches (from the statistical 

and CFD point of views) among specific operating parameters for propylene 

polymerisation in a real reaction pilot-scale environment, and to identify the optimum 

process parameters by the combination of a predictive CFD coupled RSM model and 

experimental validation. The operating parameters that have been chosen are reaction 

temperature (RT), monomer concentration (MC), and system pressure (SP).  

 

An integrated method for identification of optimum process parameters and dynamic 

transformations of bed for propylene polymerisation has been described in this study. 

The experiments were conducted in a pilot-scale plant which is a prototype of an 

industrial-scale plant, and is currently in the full-range production facilities under the 

Malaysian National Petroleum Authority (PETRONAS). The sampling and 
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measurement facilities confirmed the uniqueness of our engineered pilot plant, as this 

system was integrated with a real time data acquisition system and cutting-edge online 

sampling capacities by a Refinery Gas Analyser (RGA). On a global scale, this type of 

pilot plant is very exceptional, although it is demanded in industrial production 

facilities. As there are no indications to the contrary, we consider this to be unique 

research on the optimisation of propylene polymerisation by employing RSM and 

investigational validation, in a novel engineered pilot-scale plant.  

 

One of the main concepts of the hypothesis is to apply the well-recognised central 

composite design (Ahmadzadeh et al., 2008; Armstrong et al., 2010) to propose easy to 

understand and industrially applicable optimum process parameters, together with their 

detailed interaction along with fluidized bed dynamic behaviours. The robustness of the 

experimental design is also discussed in terms of the composite design, and emphasis on 

constructing an adequate precision ratio, the analysis of variance (ANOVA), and the 

significance of second-order models, determined by the F-value, normal percentage 

probability, and an interaction graph. The quadratic model provides better evaluation 

capability for the response surface, and is given in general and actual equations. The 

face-centred option was chosen to attain the least possible number of experimental runs 

and the highest possible 3D value. 

 

4.2: Experimental study 

4.2.1 Description of experimental setup  

A pilot-scale fluidised bed catalytic reactor was built to conduct the gas phase 

polypropylene production, comprising of a fluidised bed and a disengagement section. 

The detailed schematic diagram and a 3D illustration of the production process are 

shown in Figures 4.1–4.2 respectively. The height of the fluidised bed was 150 cm and 
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the diameter was 10 cm. The volume of the disengagement region was fixed at 625 cm
2
. 

A specially-fabricated catalyst container was installed at a point 9 cm higher than the 

metallic distributor mesh. The final product haul out points were set at three different 

heights above the distributor plate. To maintain proper mechanical stability inside the 

reactor system, the granulated polymer powder was always retained.  

 

Figure 4.1: Detailed process diagram of fluidization of polypropylene production 

system  
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Figure 4.2: Sampling and Analysis system integrated with a pilot scale fluidized bed 

catalytic reactor 

 

 

As temperature control is a very sensitive issue for fluidised catalytic polymerisation 

reactions, the system was kept within a 70–80 °C range. To achieve the reaction 

initiation temperature, a heater was used to heat up the inlet gas mixture. To obtain a 

detailed temperature profile in the system, six temperature sensors were installed 

vertically at different points of the pilot plant, starting at 16 cm above the metallic mesh. 

The unused gases were passed through a heat exchanger to be cool down, as the mixture 

had a higher temperature than required. The cyclone was integrated with four filters, 

equipped to eliminate fines entrained from the reactor. For the purpose of keeping the 

system pressure always stable, an air plunge compressor was used. A control valve was 

attached to the reactor system, to regulate the inlet flow and flow circulation inside the 

reactor. A nitrogen gas cylinder, used as a buffer container, was installed to balance 

pressure fluctuations. Several gas cylinders of propylene, nitrogen, and hydrogen were 

used for feedstock loading. The co-catalyst was dosed after confirming and fixing the 
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gas composition. The objective of injecting the co-catalyst was to keep the moisture 

level below 2 ppm and activate the catalyst, which is a prerequisite for manufacturing 

commercial grade polypropylene. The mass flow for the co-catalyst was adjusted by the 

control valve, which revolved at a regular, very fast speed, and injects the co-catalyst 

into the reactor. In the pilot plant, unreacted gases were recycled through the cyclone 

and four filters described earlier. The Ziegler–Natta catalyst container was always kept 

above atmospheric pressure with nitrogen, to avoid contamination. Three different gas 

purifiers were added to the source line of propylene, hydrogen, and nitrogen, to remove 

traces of O2, H2O, CO. Three flow meters were used to measure the flow feed gases. 

The system was fabricated to withstand a maximum pressure of 30 bar. A relief valve, 

pre-set at 30 bar to avoid over pressure inside the system, was placed at the top of the 

reactor. 

 

Propylene, nitrogen, and hydrogen, used as feed gases in the fluidised bed reactor, all 

work as heat transfer agents. Nitrogen is used as the reactant carrier gas, and hydrogen 

as the polymer chain disassembly agent. These gases were passed through the 

distributor flanking the bottom of the reactor. The disengaging region of the rector 

system is where unreacted gases and solid particles are separated from each other. Fresh 

feed gases are introduced with the solid-free gases, and recycled back into the system 

through the metallic mesh. The polypropylene produced is continuously withdrawn 

from the product discharge line, located at the bottom of the reactor. The propylene 

polymerisation can fluctuate 2–3% per cycle, while the complete reaction cycle can 

produce nearly 98% polymerisation, if the gas–solid fluidisation techniques have been 

adopted (Shamiri et al., 2011). 
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4.2.2 Measurement and analysis system 

To test the gas composition, the online refinery gas analyser was connected to the 

sampling line of the reactor system. A set of comprehensive computing equipment and 

hi-tech data logging tools, were deployed at the pilot plant. The real time data on 

components of H2, N2, and propylene, were examined through updated RGA 

(PerkinElmer Clarus® 580 HYBRID series). Engineering gas chromatography software 

upgraded by PerkinElmer, USA and University of Malaya, Malaysia, which is capable 

of analysing a wide-range of hydrocarbons and light gases, investigated the gas 

composition. The real time data, delivered by this integrated measuring system, were 

collected. At intervals of 8.5 min, the data acquisition system delivered three types of 

data, channelled through double Thermal Conductivity Detectors (TCD) and a single 

Flame Ionisation Detector (FID). The TCD channel displayed data mainly on the carrier 

gas (nitrogen) and hydrogen. The FID channel provided data for a wide range of 

hydrocarbons. However, in this study we will only consider the data for propylene. 

 

4.2.3 Model development for optimization: 

The response surface methodology is an assemblage of both statistical and mathematical 

approaches that comprise the experimental blueprint, for expressing the scope of the 

input variables, and observed mathematical model, in order to examine a suitable 

estimating relationship amid the achieved responses (Cloete et al., 2015; Cloete et al., 

2013). This methodology can also anticipate the optimisation structures, for 

accomplishing the optimum outputs for the process variables that generate the predicted 

response.  
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If each independent input parameter (x1, x2. xk) is determinate, governable, and random 

in the experiment environments, with slight minimum error, then linear yield (response) 

YR can be expressed as: 

RY
=

),........,( 21 kxxxf
 (4.1) 

Additionally, in the RSM the relationships can be given by the polynomial equation 

expressed as: 
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where 0  i  ij
 represent the regression coefficients which might be determined by 

mathematical model. The value of rtP
 has been showed in later section. 

CCD was employed to study the interaction of the process parameters and to predict the 

optimum polymerisation conditions. After completion of the data acquisition from the 

experimental study, the next step was to explain an empirical model for the response 

surface. The level of fit of the polynomial model can be explained by the coefficients of 

determination R
2
 and R

2
adj., determined by equations 3 and 4 respectively.  
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In equations 3 and 4, SSQ is the sum of squares, and DgF the degrees of freedom from 

the ANOVA table. The three-factor experiments were conducted at the design centre to 

evaluate the pure error and were carried in randomised order, as required in many 

design procedures. Reaction temperature (A), system pressure (B), and monomer 

concentration (C), were selected as the input process variables. Reaction temperature 

refers to the temperature maintained at the reaction start-up point, while system pressure 

refers to the prerequisite pressure inside the system. For fluidised bed polymerisation, a 
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minimum pressure of 20 bar is mandatory for a reaction, although pressure can be raised 

to 30 bar. The coded value with lowest (–1) and highest (+1) icons of the 

polymerisation process are given in Table 4.1.  

 

Table 4.1: Range of the independent process variables employed in the experimental 

design and physical properties of the reaction system. 

 

Code of 

the 

Factor 

Factor Name Units Type 
Low 

Coded 

High 

Coded 

Low 

Actual 

High 

Actual 

A 
Reaction 

Temperature 

(RT) 

°C Numeric −1.000 1.000 70.00 80.00 

B System Pressure  

(SP) 
bar Numeric −1.000 1.000 20.00 30.00 

C 
Monomer 

Concentration 

(MC) 

% Numeric −1.000 1.000 70.00 80.00 

 

Physical properties  

bubble diameter (m) 550 × 10
−6

 

gas velocity (m/s) 0.50 

gas density (kg/m
3
) 23.45 

gas viscosity (Pa s) 1.14 × 10−
4
 

polymer density (kg/m
3
) 1000 

void fraction of the bed at minimum 

fluidization  
0.45 

 

4.3 CFD Modelling of Gas–Solid Phenomenon in FBCR 

A two-phase gas-solid model was analysed to explain the fluidized bed dynamic 

behaviour at optimum process conditions.  The commercial software package, ANSYS 

16.1 (latest version), was used as it provides integrated and parallel computational 

facilities for complex multi-phase flows and process parameter optimizations under the 

options of FLUENT and Design Exploration, respectively. In the present work, in order 

to simulate a multiphase flow, the Eulerian-Eulerian approach was applied. A built-in 

model, known as the PBM (population balance model), and a moment method were 

used to measure the polymer production percentage.  
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The method includes mathematical evaluation of the emulsion and bubble phases, 

classifying them as intrusive sequences, whose dynamics is responsible for the value of 

the production proportion. In the cases when the method of moment and population 

balance are used, the polymer‘s physiochemical properties, including monomer 

conversion, active site information and polymer production rate, can be conjectured. 

Below is the population balance characteristic of living chains dwelling on active sites, 

whose dimensions are r = 1: 
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Living chains, whose length is more than 1, have population balance of: 
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Dead chains are characterised by length smaller than 2 and their population balance is: 
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By merging Eqs. (5), (6) and (7) and summing upon all r values, the subsequent mass 

balance on Y(0, s) can be obtained: 
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The equation used in the RSM model has considered the population balance as constant 

for response calculation purposes. The model has also adopted the notions of multisite 

polymerisation kinetics and rigorous multi-monomer.  
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4.3.1 Phase Sequestration 

This function was calculated as the volume quadratic mean of the volume fraction 

(solid-gas) over the bed apportioned by the preliminary static bed height. Greater values 

of this function measurement specified greater volume fraction oscillations throughout 

the averaging procedure, and consequently the substantial solids volume fraction 

showed heterogeneities in the two phases. The phase sequestration measurement is also 

an indicator of the quality of the gas–solid contact attained in the reactor. A high degree 

of phase sequestration implies improved contact between the solid and the gas and 

thereby, an enhancement in the performance of the reactor (Shamiri et al. 2012a).The 

necessary correlations involved in the fluidization of both the phase models are given in 

Table 4.2: 

It was assumed that propylene consumption took place immediately after the catalyst 

dosing, where hydrogen depletion transpired due to the engagement of hydrogen in the 

polymer chain expurgation.  

ii mwrt RPP  


2

1  
(4.9) 

Ri is the instantaneous rate of polymerization 

The mass, momentum and energy interactions between both phases were also taken into 

account. The energy equation was considered in this case since the flow was in 

exothermal conditions. Here, the noticeable forces on the particles were the drag and 

gravity, while the virtual mass and lift effects were neglected due to the higher density 

ratio of the solid to the gas phase. The standard k − ϵ turbulence model was used to 

model the solid phase. It should be highlighted that the granular temperature was solved 

for each phase. The solid shear viscosity consisted of collisional, kinetic and frictional 

effects.  Schaeffer's expression (Armstrong et al., 2010) was used to model the frictional 

viscosity in the dense cases.  The solid pressure consisted of two terms. The first term 

represented the kinetic term and the second term, which accounted for the particle 
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collisions, was calculated using the Maxwellian distribution. The radial distribution 

function modified the probability of the particle collisions as the phase became denser 

(Akbari et al., 2014). A two-dimensional physical model of the reactor system must be 

available in order to study the pilot FBR plant. Although it has been pointed out that the 

differences between 2D and 3D-simulated void fractions, the 2D model is still 

recommended to reduce the cost of calculation while maintaining accuracy (Bi & Grace, 

1995; Xie et al., 2008a). In addition, the 2D simulation has always been applied for 

much cheaper numerical costs and less computational time (Alchikh et al., 2015; 

Armstrong et al., 2010; Xie et al., 2008b). The next sections describe the main 

governing equations behind the developed model. 

 

Table 4.2: Dynamic Correlations and Formulas Applied for the CFD Model for the 

Bubble and Emulsion Phase: 

parameter formula Ref. 

Bubble 

velocity breob vvvv 
 

(Lucas et al., 

1986) 

Bubble rise 

velocity 
2/1)(7119.0 bbr gdv 
 

(Kunii et al., 

1991) 

Emulsion 

velocity 




1

0 b
e

vv
v

 

(Mostoufi et 

al., 2001) 

Bubble 

diameter 

)84.61()](271[ 3/1

0 Hvvdd ebrb 
 

0085.0brd
 (Geldard B category) 

(Silva et al., 

2001) 

bubble phase 

fraction 






 


413.0
exp1[534.0

0 mfvv

 

(Cui et al., 

2000) 

emulsion 

phase 

porosity 







 


429.0
exp059.02.0

0 mf

mfe

vv


 

(Cui et al., 

2000) 

bubble phase 

porosity 






 


439.0
exp146.01

0 mf

b

vv


 

(Cui et al., 

2000) 

volume of 

polymer 

phase in the 

emulsion 

phase 

  )1(1  epe AH 
 

(Shamiri et al., 

2011) 

volume of 

polymer 

phase in the 

bubble 

  bpb AH  1
 

(Akbari et al., 

2014) 
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Table 4.2: Dynamic Correlations and Formulas Applied for the CFD Model for the 

Bubble and Emulsion Phase: 

parameter formula Ref. 

phase 

volume of the 

emulsion 

phase 

 be AH   1
 

(Shuya et al., 

2014) 

volume of the 

bubble 

phase 

HAb 
 (Kunii, 1991) 

Minimum 

fluidization 

velocity 

   529
21

Ar35702529mfe .
/

.. 
 

(Kunii, 1991) 

Mass transfer 

coefficient 

5/4
prd

1/4PPC.g
5.85+)

prd

mfβe
4.5(=sgK

 
 

3
prd

b0.45vgD
6.77=gsK

 

(Ibrehem et al., 

2009) 

Momentum 

exchange 

coefficient 
eb

pr

gs

prg

g
2
s

mn vv
d

ρα
75.1

dα

vα
150=K +

 

(Syamlal, 

1993) 

 

 

 

4.3.2 Mass balance model 

The continuity equation for the gas and solid phases are as follows: 

The continuity equation for gas phase: 
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(4.10) 

The continuity equation for solid phase: 
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4.3.2.1 Conservation of Momentum 

The momentum balance for gas phase 

∇∇ gvr,glt,g

n

1=s

gsgssgsgsgggggggggggg F+F+F+vmvmR+gρα+τ.+∇P=ννρα+νρα
∂t

∂ 








 ∑
 

(4.12) 

Where g is considered as the specific gas phase stress-strain tensor and can be defined 

as 

g
Ιv∇.μ

3

2
λα+v∇+v∇μα= gggg

T
gggg



 
(4.13) 

The momentum balance for solid phase 
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(4.14) 

Stress-strain tensor solid phase: 

s
Ιv. μ

3

2
λα+v +v ∇μα= ssss

T
ssss


∇∇

 
(4.15) 

The solid phase stresses were described according to the KTGF theory [(Batchelor, 

1967)], where the random particle motion is modelled by analogy with the thermal 

motion of molecules in a gas using the concept of granular temperature.  

The given solids‘ granular temperature is corresponds to the kinetic energy of the 

particles‘ random motion. The equation below is derived from the kinetic theory for 

granular temperature: 

( ) ( ) ( ) gsssΘssssssssss φ+λΘΘ k(+υ :τΙp=Θυρα. +Θρα
t2

3
s

- )∇∇∇-∇
∂

∂
+




 
(4.16) 

where ssp  = the generation of energy by the polypropylene particle stress tensor;

sΘ Θk
s

 ∇
= diffusion of energy (

s
k is the diffusion coefficient); s = collisional 

dissipation of energy; gs = energy exchange between the certain point of gas phase and 

solid phase or vice-versa.  
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Equation 16, comprises the term  sΘ Θ ∇k
s

, relating the diffusive flux of granular 

energy. When the default Gidaspow et al. (Gidaspow et al., 1991) model is enabled the 

ANSYS FLUENT uses the following expression: 

=
sΘk ( ) ( ) ( )

π

Θ
ge1αρ2]e1gα

5

6
1[

ge1384

πΘdρ150
s

ss,ossd
2

ss
2

sss,os
ss,oss

ss

s
++++

+
                  (4.17) 

 Where, sse refers to the restitution coefficient of the granulated solid particle (particle-

particle), 
ssog ,

 refers the radial distribution function and s  represents the polymer‘s 

granular temperature. ANSYS FLUENT is characterised by a 0.9 default. However, it 

can be tailored with accordance to the particle type.Several research groups (Cloete et 

al., 2013; Van Wachem et al., 1998; Van Wachem et al., 2001) support the notion that 

the diffusive terms and the convection can be disregarded, given a local occurrence of 

the granular energy‘s dissipation and its constant condition.Taking into account the 

complicatedness of the partial differential equation, overlong computational hours and 

instabilities in the solution method, the algebraic type of the equation has been 

suggested by many research groups for simulating fluidized beds (Bi & Grace, 1995; 

Klimanek et al.; Syamlal et al., 1993). Therefore, an algebraic equation can be derived 

to calculate the granular temperature on the basis of Equation 4.16 

0=
( )ss τΙp  +-  ss λΘυ : -∇


                                                         (4.18) 

The granular temperature can be wholly or partially computed using the options and 

preferences listed below: 

 the default algebraic equation based on Equation 4.16, which disregards any 

diffusion and convection in transport; 

 a partial equation of the differential based on Equation 4.16, which uses various 

property options; 

 the constant value of the granular temperature which can be applied in the cases 

of small arbitrary variations; 
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4.3.3 Solids Pressure 

The total solid pressure was calculated and included in the mixture momentum 

equation: 







N

s

grsolid
pP

1  

(4.19) 

For the granular particulate flow in the fluidized bed regime, the solid pressure was 

calculated independently and used for the pressure gradient term, sp ∇  in the granular-

phase momentum equation. The solid pressure was composed of a kinetic term and a 

second term due to particle collisions: 

  ss
ssssssgr gep 

 ,0

212 
 

(4.20) 

The value of se  in this study was set at 0.9, but the value can be adjusted according to 

the particle type. The granular temperature s  is proportional to the kinetic energy of 

the fluctuating particle motion. The function 
s

g
,0 is a distribution function that governs 

the transition from the minimum fluidization velocity. The simulation criteria for the 

pilot scale fluidization study generally suggest and advise that the gas velocity be varied 

from 3 to 7 times that of the minimum fluidization velocity. (Dompazis et al., 2008; 

Syamlal et al., 1993)  Since the ANSYS FLUENT provides a default value of 0.63 for 

s
g

,0  a minimum fluidization value of 0.1 m/s was considered for the simulation in this 

study. 
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4.4 Results and Discussion: 

According to the design, 20 batch experiments were performed with various 

combinations of the process parameters. The propylene polymerisation percentage 

(Yppc) was considered the response to the developed model.  

 

Table 4.3: Experimental design and results of the response surface design: 

Run Factor A RT 

(°C) 

Factor B SP 

(bar) 

Factor CMC 

(%) 

Response, Yppc, (%) 

(Actual ) 

1 70 25 75 5.96 

2 70 25 75 4.83 

3 70 20 70 4.53 

4 80 30 70 5.10 

5 75 20 75 5.90 

6 70 30 70 4.57 

7 75 25 70 5.62 

8 75 25 75 5.98 

9 75 25 80 5.94 

10 70 20 80 5.63 

11 75 25 75 5.96 

12 75 25 75 5.97 

13 75 25 75 5.95 

14 80 25 75 5.89 

15 70 30 80 5.53 

16 75 25 75 5.95 

17 75 30 75 5.92 

18 80 30 80 5.95 

19 80 20 70 4.98 

20 80 20 80 5.93 

 

The design of the experiment on the process parameters under consideration and the 

achieved results are listed in Table 4.3.  
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4.4.1 RSM analysis 

It is highly desirable to study the correlations between process variables and responses, 

and RSM is exceptional well-suited for extensive chemical reactions comprising single 

or multiple respons (Chen et al., 2012; Thouchprasitchai et al., 2011). The RSM-based 

quadratic model for the propylene conversion rate can be presented by Equation 21: 

Yppc = (0.28 x A)+(0.002x B)+(0.42 xC)+(0.025 x AB) –(0.032 x AC)-(0.030 x 

BC) -0.55x A2 +0.038 B2 -0.13 x C 2 +5.94 

(4.21) 

where Yppc is predicted monomer concentration and A, B, and C, are reaction 

temperature, system pressure, and monomer concentration respectively.  

 

The 3D surface and 2D contour plots are shown in Figures 4.3–4.4. The interaction 

structure of two process parameters can be explained by setting another fixed parameter 

at the central level by applying Equation 21. The 3D plot in conjunction with the 

contour investigation has also been employed to verify the optimum process parameters 

for the highest response of polymer conversion yield at the surfaces. 
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(b) 

Figure 4.3: 3D Response surface 3(a) with 2Dcontour plot 3(b) of reaction temperature 

(RT) and system pressure (SP)  
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(b) 

Figure 4.4: 3D Response surface 4(a) with 2Dcontour plot 4(b) of reaction temperature 

(RT) and monomer concentration (MC) 

 

Each combined 3D and 2D figure signifies the optimum results of two independent 

process variables, where the blue to red coloured line signifies the lowest to highest 

response level ranges respectively. The highest response value was found on the area 

separated by the red coloured lines in the 3D and contour diagram. Figures 4.3–4.4 

direct the major interactions amid any two process parameters on the polymer 

conversion, when the other process parameter was fixed at their central points. 

 

Figure. 4.3 (a)–(b) show the effect of temperature and pressure on the polymer 

conversion rate. The conversion rate showed a rising trend with increments of reaction 

temperature and system pressure, up to a certain level. From the response plot, the 

increment of response values can be clearly seen. At a temperature of 75 °C the 

response point value is 5.98%, and when the temperature increased to 77.5 °C, it gave 

the same response value. Further increments in temperature showed a decrease of 
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response. The conclusion can be drawn that the optimum temperature is 75 °C. 

However, most of the optimum responses values are at the 25 bar point, noticeable from 

the contour plots. At 25 bar the propylene polymerisation percentage response value 

remains at about 5.93–5.98%. The increase in pressure above 25 bar does not show any 

significant improvement in the response value, whereas the optimum zone starts at 25 

bar. In the literature, system pressure fluctuation has been described as an important 

parameter for olefin polymerisation with the fluidisation technique, as it can affect the 

bed dynamics (Harshe et al., 2004). Optimum fluidisation yield was studied by 

researchers at pressure ranges of 1–16 bar (Sidorenko & Rhodes, 2004). Experimental 

results reported a substantial boost in the total fluidisation performance with pressure 

increases up to 15 bar (Rietema & Piepers, 1990). However, it is noteworthy that the 

reports were derived from lab-scale virtual analysis and were not results from real 

reaction conditions, and a minimum pressure of 20 bar is mandatory to produce 

industrial grade polypropylene (Shamiri et al., 2012).    

 

The 3D surface plot in Figure. 4 (a)–(b) express the propylene conversion rate sharply 

increases due to increments in reaction temperature and monomer concentration. 

However, a consistent rise of monomer concentration also shows significant changes in 

the propylene conversion rate. The optimum response value was obtained at 75% MC 

and further increments did not show any notable changes on response. Therefore, it is 

concluded that at 75% MC the response value 5.98% is achieved. From the literature, 

seen through purely mathematical modelling, it is evident better polypropylene 

production rates can be achieved at the emulsion phase with consistent increments in 

temperature and propylene concentration (Ibrehem et al., 2009). Some studies (Shamiri 

et al., 2010; Shamiri et al., 2012) showed at higher emulsion phase temperatures and 

lower monomer concentrations, the propylene yield was unchanged, which indicates  to 
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a certain extent variation of the monomer concentration does not affect the production 

rate. The finding strongly supports the result of this study.  

 

A thorough analysis of previous literature regarding gas-phase propylene 

polymerisation models has indicated that the topic of significant polymerisation 

examined through the bubble size effect has been neglected so far. According to 

Shamiri et al. (2010) (Shamiri et al., 2010), however, this catalyst action during the 

bubble phase is mandatory to be considered when building a model. Both the emulsion 

and bubble phases witness polymerisation reactions due to the fact that the bubbles also 

include solids. Figure 4.5 shows estimated total propylene polymerisation with regards 

to the bubble size and system pressure in the bubble phase. This is so because 

fluidisation is expected to lead to variation in the bubble size. The diameter of the 

bubble can vary between 450× 10-
6 

m and 550 × 10
−6

 m. This formula demonstrates that 

the smaller the bubble size is, the higher the polymerisation percent will be. On the 

other hand, the highest value of the bubble size (450× 10-
6 

m) along with bar pressure of 

25 results in the highest rate of polymerisation (5.92%/pass). 
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(b) 

 

Figure 4.5: 3D Response surface 4.5(a) with 2Dcontour plot 4.5(b) of Bubble diameter 

and pressure on polymerisation.  

 

4.4.2 Effect of Process Conditions on Bed Structure during Reaction: 

In this section, the hydrodynamic features under specific operating conditions will be 

explored. The current study has adopted a fluidised bed reactor from the simulated gas 

phase, which is identical with the propylene polymerisation reactor in its pilot scale 

used by the University of Malaya‘s Department of Chemical Engineering. The 

fundamental reason for this setup adoption is to examine operating conditions 

comparable to the ones in the industrial units, as well as olefins‘ catalytic 

polymerisation when subjected to high pressure. Section 2.1 elaborates on the pilot 

plant‘s specific characteristics. The medium of the fluidisation contains a monomer gas 

combination of hydrogen, nitrogen, also called inert gas, and propylene.  
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4.4.3 Boundary conditions 

The uniform inlet velocity was conceived as inlet boundary condition, while the top of 

the bed took the form of fixed pressure outlet. Table 4.4 depicts the thorough plan 

summary of the fluidised bed reactor‘s CFD simulation pilot scale. The functional 

superficial gas velocity was set between 0.5 m/s and 0.75 m/s in the pilot plant, which 

accounts for its cylindrical geometry. The superficial gas velocity dimension was thus 

evaluated in terms of rectangular geometry due to the overwhelming calculation 

expenses, in order to coordinate the accessible plant information with the height of the 

bed and process parameters. Last but not least, existing literature has deemed 0.5 m/s an 

appropriate gas velocity value, thus it has been assigned to the experiment. Front and 

back walls aftermath has been disregarded. The gas phase was assigned no slip wall 

boundary conditions, while the solid phase got the free-slip ones. For the cases when 

there is no solid phase, a uniform gas inlet velocity was induced by applying the 

Dirichlet boundary condition. At t equalling zero, all velocities were also assigned zero 

value. The bed‘s assumed condition was the initial well-mixed one, while the condition 

of the outlet pressure boundary was given a 25-bar value. The current study operates 

with one gas phase and three particle ones (quadrature points). The primary phase was 

assumed to be the gas phase. The particle phases, involving polymer particles, were 

distinguished by multiple properties, such as volume fraction, particle shape factor, 

length, density, etc.; the quadrature weights and the variations of the weighted nodes 

have been nullified. Particle density was assumed to be 910 kg/m3, and the viscosity 

and inlet gas densities as 1.14 × 10
−4

Pa s and 23.45. The values were set to match a pilot 

scale gas-phase polymerisation reactor‘s characteristics. The packing fraction was 

assigned a maximum value of 0.75 because the space surrounding the larger particles 

was presumed to be filled by the smaller ones. The coefficient of the restitution was set 

to 0.8. Another important inference was that the heat emitted during the reaction has 
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been thoroughly removed and the bed was able to maintain an isothermal condition  

(Ahmadzadeh et al., 2008). Table 4.4 presents the simulation and wall boundary 

conditions accordingly. 

 

4.5 Model Validation and Grid Sensitivity Analysis 

Model validation required time step and grid sensitivity analysis, executed by 

correlating the information from the pilot scale gas-phase polymerisation reactor and the 

results from the simulation. Table 4.3 and 4.4 illustrate the conditions of the simulation. 

The phase formation event determines the median bed high on the basis of its catalyst 

properties and injection, product separation devices and withdrawal position, particle 

residence time, and operating condition. Hence, affirmation purposes appealed for 

propylene conversion inside the reactor. Variations in the bed height are determined by 

changes in the process parameters, which represent vital fluidisation attributes like 

bubble hydrodynamic, the bed‘s operating conditions, and gas turbulence. The bed 

height and the pressure drop‘s transient behaviour are compared to the data acquired by 

the pilot plant, as displayed in Figure 4.7. It is evident that the simulation course 

comprises start-up and quasi-steady fluidisation stages. Pressure drop oscillation most 

often occurs within the operational range, which is caused by the attributes of the 

fluidisation, while the gas-solid flow can witness a steady state of the bed height after 

73 s. 
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Table 4.4: Boundary conditions for simulation set ups:  

Factors   value 

Reaction zone Inner diameter 0.1016 m 

 Cross sectional area 0.00785 m
2
 

 height 1.5 m 

 volume 0.011775 m
3
 

Disengagement zone Inner diameter 0.25 m 

 Cross sectional area 0.0490625 m
2
 

 height 0.25 m 

 volume 0.0097 m
3
 

Reactor volume  0.0215 m
3
 

 

Initial bed height (m) 

 1.5 

 

Initial void fraction 

 0.431 

Gas density (kg/m
3
)  23.45 

 

Gas viscosity (Pa s) 

 1.14 × 10
−4

 

 

Particle density (kg/m
3
) 

 910 

 

coefficient of restitution 

 0.8 

 

angle of internal fraction 

 30 

 

Maximum solid packing 

volume fraction 

 0.75 

 

Time step (s) 

 0.001 

 

Activation energy, E (J 

mol
−1

) 

 7.04 × 10
4
 

 

Active site of catalyst (mol 

m
−3

) 

 1.88 × 10−4 

 

Feed monomer concentration 

(mol m
−3

) 

 0.75 

 

Pre-exponential factor, kp0 

(m
3
 mol

−1
 s

−1
) 

 1.2 × 10
4
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4.5.1 Grid Independent Analysis 

With the help of a 2D analysis and a boundary-and-gradient adaptation technique, it was 

confirmed that the higher the resolution the more independent of grid the outcome is. In 

this way, the adjoined mesh points could be situated in high-gradient areas in the inlet 

and fluidisation regions. The response variations at three mesh resolutions with 50464, 

87009, and 101343 node numbers correspond to Figures 4.6 (a) to 6(c). The parameters 

for the simulation include 1.5m of bed height, 1000 s real time, and 0.5 m/s superficial 

gas velocity. Figure 4.6 illustrates the three separate grids, which were used to partition 

the 2D flow domain into square cells.  

 

 

 

Figure 4.6 (a) : Changes of  polymerization rate  at node number 101,343 at various 

pressure and  amount of  monomer (propylene). y-axis indicates the polymerization 

changes.  
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Figure 4.6 (b) : Changes of  polymerization rate  at node number 101,343 at various 

pressure and  amount of  monomer (propylene). y-axis indicates the polymerization 

changes.  

 

 

 

Figure 4.6 (c ): Changes of  polymerization rate  at node number 87,009  , at various 

pressure and  amount of  monomer (propylene). y-axis indicates the polymerization 

changes 
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0.07–0.14% range, according to the nodes variation, which ranges from 87009 to 50464. 

Nonetheless, with the upsurge of the grid resolution (from node number 87009 to 

101343), the response value also increases in the 0.14–0.19% range. Hence, the smaller 

the variation is, the more accurate the response calculation will be. What is preliminary 

is this scenario is for a compromise to be established between the time for calculation 

and the necessary accuracy. As a result, adequate grid convergence with a minute 

polymerisation difference of 0.07% at 87009 nodes is needed to attain more precise 

results during the simulation in pilot scale.  However, overall computational domain and 

mesh generation has been depicted in the figure 4.7.  Sketch of fluidized bed filled with 

granulated particle has been shown in figure 4.7 (a). Meshing and the marked domain 

has been given in the figures 4.7 (b) and 7 (c ).  

 

   

a b c 

   

Figure 4.7: General computational domain and mesh generation ; (a) Framework of the 

gas-phase fluidized bed polymerization reactor used in simulation, (b) Generated Mesh 

for fluidized bed simulation,  (c ) Computational  region marked. 

 

Univ
ers

ity
 of

 M
ala

ya



147 

Fourteen sets of process conditions were selected for the simulation study as this 

combined set of 8 process parameters covered the remarkable range of polymer 

conversion percentages. The inlet gas mixture velocity was fixed at 0.63 m/s in the 

simulations, and the corresponding simulated results are shown in Figure 4.8.  

 

Figure 4.8 depicts the solid volume fraction profiles at different fixed gas velocities and 

time under diverse operating conditions. As clearly indicated in the figures, an alteration 

in the temperature, pressure and propylene concentration led to a rising trend in the bed 

expansion height and an increase in the bubble size. It was also obvious that probable 

negative deviations were noticed over the common parameter space, but strong positive 

variations were detected for variations in the system pressure, which also led to 

developments in the bed heights. This suggests that within these ranges the simulations 

that were exclusive of the presence of variations of pressures forecasted better reactor 

performance (higher degree of polymerization) even with the much denser (and lower 

penetrable) emulsion phase. The cause of this fact was best portrayed by animations of 

the volumetric segment of the two phases, which can also be seen in the figures. 

Fundamentally, the alteration in the system pressure expressively raised the solid phase 

trajectories, instigating the bed to act more solid-like to a certain degree. This initiated 

the appearance of bigger sized bubbles at the reactor inlet point and the construction of 

consistent channelling for the fluid (gas) through the bed. Individually, these trends 

reduced the characteristics of the gas–solid contact and hence, lessened the reactor 

performance. Conversely, however, if the system pressure increased to certain level 

(from 20 bar to 25 bar), the bed acted very liquid-like. Small bubbles were formed at the 

inlet and less channelling was observed. The most likely reason is that with the 

alteration of the bed, the thermo-physical vectors affected the particle movement in the 

bed sharply and assured more uniform contact between the gas, solid and catalyst. This 
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would have resulted in an increase in the inter-particle forces (including the drag force) 

between the gas and solid phases acting on the particles. At a lower system pressure, the 

particles accumulated in the lower portion of the bed. As the gas pressure increased, the 

solid volume fraction at the bottom of the bed increased gradually. Thus, the bubble size 

and the bed expansion height apparently increased. The systematic bubble development 

and movement are very important for the expected mixing of the solid and the gas, 

which also ensures the achievement of a better polymer conversion rate (H. R. Norouzi 

et al., 2011).  On the other hand, Figure 4.5 illustrates the bed condition at a 

comparatively lower pressure (20 bars) and temperature (70
0 

C), and expresses a 

comparatively mediocre bubble orientation. At this set of operating conditions (Run No. 

2) the rate of propylene conversion was also lower. As depicted in Figure 4.8, the solid 

volume fractions became uniformly distributed in the core region across the bed, and 

significant differences were found at the upper region of the reactor. This means that 

after the gas had carried the granules to the top of the bed, they were jetted out and the 

polymer particles were circulated back down along the bubbles for the impact of the bed 

expanding section. The comparison and analysis of the hydrodynamic characteristics in  

 

 

Figure 4.8: Bed dynamic conditions at various process combinations at inlet gas 

velocities 

 

VoF 
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Figure 4.8  shows that when the pressure and temperature were at optimum conditions 

(run 8) in the bed, the bubble formation and movement, which are responsible for 

imparting the gas-solid contact, were remarkably changed. The wide-ranging contact is 

responsible for higher polypropylene production in real conditions (Akbari et al., 2014).   

 

4.6 Examining the model accuracy:  

Varying in the response value can take place if the factor level is altered by coding a 

particular unit, represented by the coefficient of the developed equation. Analysis of 

variance and F-value were considered to examine the equation model and the 

consequence of second-order models at 95% confidence level. In practice, a larger 

calculated F-value than tabulated F-value suggests the null hypothesis should be 

avoided, as the values of individual regression coefficients trend to zero. The F-value 

can be formulated by the following equation: 

RD

RG

MnS

MnS
F 

 

(4.22) 

ANOVA findings were used to check model accuracy, together with other significant 

statistical diagnostic tools. Normal probability and residuals plots for the propylene 

conversion rate are shown in Figure 4.9. The normal probability test evaluates the data 

set applied in the model and whether or not it is normally distributed. According to 

normal distribution theory, the plotted data should be compared to a projected straight 

line. Any divergence of the plotted data from the projected line would signify a 

digression from normality. If a linear shape is formed from the plotted data, it can be 

concluded that the data is distributed normally. In Figure 4.9, the fit of the model data 

and of the degree of concurrence with the results of the ANOVA are shown, where the 

residuals calculate the quantity of standard deviations in both experimental and 

predicted values. Figure 4.9 also suggests that response transformation analysis can be 

avoided as no further perceptible problem is not found with normality. 
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Figure 4.9: Normal % probability and residual plot for propylene polymerization (%) . 

 

Residuals are considered as estimations of experimental error, attained by deducting the 

actual from the estimated response. Theoretically, the estimated response can be 

determined from the selected model, as the model parameters are assessed from 

experimental data. Precise investigation on residuals can express whether the 

hypotheses are satisfactory and the model selection is suitable. In a regression model it 

is expected that the error should appear randomised. The conclusion would be if the 

estimates of the model are greater than the actual values, but lesser than the actual with 

identical probability. Furthermore, the range of the error must also be independent 

otherwise the scope of the observation may remain predicted. It could be expected that 

the pattern of the residuals would have a scattered form. Accordingly, graphical 

methods are important to observe residuals. A randomly scattered plot of residual and 

predicted values can be seen in Figure 4.10. The collective impression is that as the plot 
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is randomly scattered, the variance of real observations is stable for each response 

value. This also suggests there is no need for transformation of the response variable. 

 

Figure 4.10: The residuals and predicted response plot for propylene polymerization.  

 

The measurement of the number of deviation points of experimental values from 

predicted values is an important step for statistical digenesis of an experimental design. 

The outlier t measurement can provide a clear explanation on this matter. Figure 4.11 

illustrates the outlier t plot for propylene polymerisation (%) over the batch reactions 

carried out. All the standard residuals positioned between ± 3.50 suggest the estimation 

of the fitted model towards the response surface was positive, which also suggests data 

recording errors are negligible. However, any data that falls outside this range indicates 

the presence of insignificant terms in the model, and further investigation of the 

nonlinear influence of the specific parameters on response is required. In this type of 

situation, certain combinations of process parameters need to be repeated. 
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Figure 4.11: Outlier t plot for propylene polymerization (%) per pass. 

 

4.6.1 Interaction graphs 

Investigation of the interaction effect among the process variables is essential to make 

decisions on optimisation in any chemical process. The RSM offers a convenient 

approach to monitor this issue, as it can clearly characterise the effects of binary 

arrangement by relating two independent variables. Interaction takes place once a 

specific factor does not generate the identical effect on the response at discrete levels of 

a new factor. So, if the graph curves of two factors are running parallel, there is no 

possibility for interaction to take place. If the interaction graph displays non-parallel 
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curves, it indicates a relatively robust interaction between the process variables. 

 

Figure 4.12: (a) Interaction between temperature and pressure 

 

Figure 4.12 (a) shows a strong interaction effect between reaction temperature and 

system pressure, where the effects of binary combination of two independent factors can 

be easily recognised. However, Figure 4.12 (b)–(c) do not show any non-parallel curves, 

signifying there was simply no interaction possible during the propylene polymerisation 

reactions. Figure 4.12 (a)–(c), confirm the process variable interaction for each of the 

responses. 
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Figure 4.12 (b) Interaction between temperature and propylene concentrations; (c) 

Interaction between pressure and propylene concentration 
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4.6.2 Perturbation graph 

The specific effect of every parameter on the response is another important concern in 

process modelling, which can be shown by a statistical measure termed a perturbation 

plot. This plot facilitates the comparison of the influences of every process parameter 

based on the centre point inside the design plot. Figure 4.13 is the perturbation chart for 

the polymer conversion rate with respect to A, B, and C. The perturbation plot signifies 

the effect of a certain parameter at a specific designed point of extent. The response, i.e. 

the polymer conversion rate (in percentage) of propylene is plotted by altering just one 

process parameter at a time over its extent, while maintaining the two other process 

parameters constant, at its centre point.  

 

A perturbation plot shows the comparative influences of every independent process 

parameter on the polymer conversion rate. In Figure 4.13, a sharply bending curve in 

temperature (A) and monomer concentration (C), confirm that the response polymer 

conversion productivity was identically sensitive to these two process variables. 

Comparatively, the semi-flat system pressure curve (B) displays less sensitivity to alter 

the response efficiency, in respect of a change in propylene concentration. In other 

words, the monomer concentration has no major function in the polymerisation process, 

when comparing reaction temperature and pressure. 
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Figure 4.13: Deviation of individual parameter from the response 

 

4.7 Statistical diagnosis of the model through ANNOVA analysis  

To analyse the most imperative effects and interactions, ANOVA analysis was applied 

and the results are given in Table 4.4. The F-value of the model at 14.80 specifies the 

significance of the model, and there is a negligible chance of error due to noise being 

present. Smaller Prob > F values (less than 0.05%) are a powerful indicator of the 

significance of model variables. Values greater than 0.1000 determine the model 

variables are non-significant. In this study, reaction temperature and monomer 

concentration are significant model variables. As the Prob > F values for RT and MC 

are 0.008 and <0.001 respectively, it gives the idea that the response can be severely 

affected when the reaction temperature range fluctuates and the monomer concentration 

is not properly controlled within a specific range.  
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Table 4.5: Statistical parameters for developed model and process parameters. 

 df Mean Square F-Value p-value (Prob >F) 

Model 9 0.57 14.80 <0.0001 

A-RT 1 0.76 22.50 0.0008 

B-SP 1 0.003 0.006 0.867 

C-MC 1 1.75 51.62 <0.0001 

A
2 

1 0.82 24.29 0.0006 

B
2 

1 0.009 0.018 <0.9777 

C
2 

1 0.044 1.31 <0.2796 

R-Squared: 0.9302; Adj. R-Squared: 0.8673; Adequate Precision: 13.091. 

 

In statistical modelling R
2
 is considered as one of the measures which results in the 

reduction of variability of the response. In spite of this, a greater R
2
 value does not 

suggest a better fit for a regression model. Adding more variables increases the R
2
 value 

without considering the statistical significance. The value of R
2
 lays fractionally 

between 0.0 and 1.0 and without units can be determined by Equation 1. Achieving 

higher values indicates a better fit of the model to the data set. The R
2
 value of the 

model is 0.9302 which is very close to 1, thus it can be agreed the developed model 

comprises the best fitted data. 

 

The term adjusted R
2
 (R

2
adj) is applied for the purpose of adjustment of the number of 

terms in the model. If the addition of model terms does not add any value, then the R
2

adj 

value is lower than regular R
2
. In other words, if R

2
adj is less than regular R

2
, it already 

indicates there is no necessity to add extra terms in the model. In this study, R
2

adj is 

0.8673, which suggests that the model does not need to consider any additional terms. 

Principally, adequate precision is a measure of the signal to noise ratio. This statistical 

tool can provide information about factors by which the model can be judged through 

examining if it is adequate to navigate amid the design space, along with being capable 

to predict the response. The desired value of adequate precision is more than 4.0. In this 
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case, the value of adequate precision gained is 13.091. This was defined by the 

following equation:  

4
)min()max(

2




n

p

YY pp



 

(4.23) 

 

4.8 Financial Benefits 

As mentioned previously, PETRONAS Malaysia (one of the biggest petrochemical hubs 

for national and multinational players, such as BASF, Reliance, Kaneka, Eastman and 

Polyplastics) is the industrial collaboration partner of this research project and the pilot 

scale reactor is the prototype of the industrial scale reactor. The capacity of this plant is 

80,000 TPA (tonnes per annum) of Polypropylene production through gas phase 

catalytic technology. In fact, it is predicted that a 5.98 % increase in production, from 

this advanced research, will generate extra profits of over € 5.194 million per annum (at 

a cost of €1,197/metric ton) for this single polyolefin plant in Malaysia. However, a 

market research has predicted that the global demand for polypropylene will grow to 

102 million TPA in 2016  (Pandia, 2014) . From this estimation, the additional 

6,411,981.74 TPA of polypropylene can be produced to meet this global demand; which 

may generate extra profits in the global market, to reach more than € 7,675.14 million in 

2016. 

 

4.9 Summary 

The process parameters of the optimisation phenomenon in a fluidised bed reactor have 

been investigated and associated with the prediction of reaction temperature, system 

pressure, as well as monomer concentration. As gas phase catalytic fluidisation is a 

complex and exothermic reaction, the polymer production rate and product quality is 

highly affected by temperature, availability of an appropriate quantity of monomer, and 
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fluctuations in reactor pressure. Therefore, all of these process parameters are 

imperative when designing and constructing a fluidised bed reactor. These values need 

to be controlled as accurately as possible from an engineering point of view. The 

optimal polymerisation was achieved at 5.98% per pass at a reaction temperature of 75 

°C, a system pressure of 25 bar, and with a controlled monomer concentration of 75%. 

The literature reports a 3–4% polymer conversion per reaction pass, by applying 

fluidisation technology. Therefore, the findings of this study may be extremely helpful 

to decision making, not only in the polyolefin sector, but also could open new doors of 

research in the overall petrochemical industry. Analysis, using the response surface 

methodology in conjunction with central composite design, has been used to model the 

influence of three process parameters on propylene polymerisation. Mathematical model 

equations were derived for the single response by using sets of experimental data and 

ANOVA. The normal probability test, residual test, and outlier t plots, showed the 

developed model had a significant fit with the experimental outcomes. However, the 

interaction graphs clearly depicted that only reaction temperature and system pressure 

show trends to interact with each other. Conversely, the perturbation test showed that 

reaction temperature and monomer concentration hade a very sharp effect on 

polymerisation. One of the unique findings from this study is the bed structure changes 

in course of polymer conversion changes.  However, system pressure variation did not 

affect the production rate significantly. Therefore, the model and its correlated findings 

can be efficiently exercised within the design space, together with an excellent 

correlation coefficient with a 95% confidence level, on the design and suitable 

parameters of a fluidised bed reactor system. 
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CHAPTER 5: MULTIPHASIC REACTION MODELING FOR 

POLYPROPYLENE PRODUCTION IN A PILOT-SCALE CATALYTIC 

REACTOR 

 

5.1 Introduction 

The operational performance of the Fluidized Bed Reactors (FBRs) depends on their 

capacity to execute many multiphasic chemical reactions, uniform fluid mixing, a 

higher rate of heat and mass transfers, and operating in a continuous state (Brosh et al., 

2014;  Khan et al., 2014; Shaul et al., 2012). Consequently, a lot of interest has been 

generated by the propylene polymerization model in an FBR (Khan et al., 2014; Ushak 

et al., 2016; Valdesueiro et al., 2015). In the industrialized gas-phase polypropylene 

FBR, smaller particles of the Ziegler-Natta catalyst along with triethyl aluminium are 

continuously charged in the bed reactor and they react with the various reactants for 

producing a wide distribution of the polymer particles. Several studies have indicated 

that the foremost aim of engineering the gas-phasic olefin polymerization reaction is to 

comprehend the way the reaction mechanism works, along with studying the physical 

transportation process, the reactor configurations and the reactor operational conditions, 

which can influence the properties of the polymer product (Nguyen et al., 2015; Rault et 

al., 2015; Umair et al., 2015). It should be noted that the polymer products in the FBRs 

exhibit several types of properties, such as the morphological property and the 

molecular property (Ibrehem et al., 2009; Iwamoto et al., 2014; Lin et al., 2015; Pan, et 

al., 2015; Rault et al., 2015). Generally, the polymerization processes are classified as 

homogeneous and heterogeneous processes. In the homogeneous polymerization 

process, the reaction takes place in a single phase, while the polymerization takes place 

in different phases in a heterogeneous process. Hence, the heat transfer, the inter-phasic 

mass transfer, and the chemical reaction are very important to study (Bhuiya et al., 

2012; Bhuiya et al., 2012; Breault & Guenther, 2010; Khan et al., 2014; Shamiri et al., 
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2010; Wu et al., 2014). Moreover, the multiphasic properties are connected to the 

industrial-scale polymerization reactor behavior from the pilot scales and are greatly 

impacted by the operational conditions of the reactor, such as gas–solid flow fields (viz., 

the gas and the solid fractions). Due to this, detailed modeling describing the pilot-scale 

phenomenon is a very difficult task. The modeling of the pilot-scale FBR should take 

into consideration the complicated two-phase gas–solid flow, the interaction between 

the particles and the particle-reactor, along with microscale phenomena such as the 

chemical interactions and the kinetic reactions between catalyst-active sites and the 

molecular movement and particle collision. A multiphase reaction approach serves to 

solve the problems described above and establish the relation between the multiphasic 

polymerization rate and the operating conditions. 

 

There have been very few research articles describing the pilot-scale, multiphase olefin 

chemical polymerization process. In the heterogeneous systems, the polymerization 

reaction takes place during the occurrence of the various phases that have an inter-phase 

mass, heat transfer and the chemical reactions. The actual modeling approach should 

incorporate the complicated gas-solid flow characteristics, kinetics of the heterogeneous 

polymerization reaction and different heat and mass transfer procedures. There are 

several protocols that describe the hydrodynamics of the polyolefin FBR. Some 

researchers (Kiashemshaki et al., 2006; Luo, Su, Shi, et al., 2009; McAuley et al., 1994) 

took into account the polyolefin FBR along with the well-mixed reactor. The authors 

compared their model and the uniformly mixed model under steady-state parameters 

and observed that the even-mixed model did not present any substantial error while 

predicting the monomer amount in the fluidized bed reactor and the temperature in 

comparison to the developed mathematical model. In their study (Alizadeh et al, 2004), 

Alizadeh et al. (2004) described a gas–solid model wherein the reactor consisted of the 
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emulsion and the bubble phase. They hypothesized that the polymerization took place in 

the emulsion phase only as the bubble phase was free of solids. A heterogeneous three-

phase model was proposed by Caliani et al. (2006) (Caliani et al., 2006), in which they 

considered the emulsion, bubble, and particulate phase having the plug flow behavior. 

In their work, Hatzantonis et al. (Hatzantonis et al., 2000) presumed that a reactor which 

is comprised of the mixed bubble and emulsion phases can be divided into many well-

mixed, solid-free sections in a series. Generally, the polymers and the gaseous phases 

present in the FBR are considered to be evenly mixed. However, in several huge 

industrial FBRs, particle separation is seen to occur, indicating that particle dispersal 

varies with relation to the height of the bed. Also, it is noted that particle segregation 

could appear in the FBRs, which are run at very low gas-flow velocities (viz., ug ≈ 0.2 

m/s), when the reactor contains larger particle sizes or greatly differing particle 

densities. A tank-in-series model was proposed by Satish et al. (2005) (Satish & Pydi 

Setty, 2005) to depict the reactor hydrodynamics. Harshe et al. (Harshe et al., 2004) 

developed a thorough mathematical approach which was based on a mixing cell for 

simulating the transient behavior of the polypropylene FBRs. This model used the 

population balancing steady-state equations, along with incorporating the complex 

multisite, multi-monomer, polymerization kinetics. Also, Ibrehem et al. (Ibrehem et al., 

2009) suggested that the bed could be comprised of the bubbles, emulsion, cloud, and 

solid phases and also took into account the polymerization reactions which occurred in 

the emulsion phase and the solid phase. This model considered the influence of the type 

of catalyst particle and particle porosity on the reaction rate. 

 

In all of the above-mentioned models, the authors presumed that no chemical reaction 

occurred in the gas bubble phase. However, Kiashemshaki et al. (Kiashemshaki et al., 

2006) presented a study, where they had sectioned the reactor in four serial sections, 
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where every section contained the bubble gas phase as the plug flow and the emulsion 

phase as the uniform-dispersed phase. The system was modeled at the steady-state 

condition and it was hypothesized that the polymerization reaction occurred in the 

bubble and the emulsion phases. 

 

Dompazis et al. (Dompazis et al., 2005) described a complex multi-scale and multi-

compartmental dynamic model for analyzing the degree of solid dispersal in the 

catalytic olefin-polymerizing FBRs. This model used the ―linking‖ model for four 

separate time and length scales, i.e., the kinetics model, the single particle model and 

the multi-zonal mixing models. However, they were unable to couple the four models at 

their individual scales. Moreover, they implemented the integrated CFD–PBM–PMLM 

model for describing the gas–solid flow fields in the FBRs. 

 

In our study, we aim to develop a novel polyolefin-based engineering process which 

minimizes the computational and the experimental attempts in the presence of a novel 

pilot-scale experimentation design. The study includes a modeling and a pilot-scale 

experimental validation, for designing a high-performance production system with 

additional advantages. As the multiphase model helps in the prediction of the relation 

between the PP (polypropylene) production rate and the reactor operational parameters, 

it is possible to develop some novel PP production processes that possess very good 

productivity and it is also possible to obtain their processing parameters in advance, 

which would help in their industrial and experimental development. 

 

Moreover, in our study we have also employed the homopolymerization CFD scheme 

for understanding propylene homopolymerization in comparison to the heterogeneous 

Ziegler-Natta catalyst in the FBRs. We have assumed that the heat and mass transfer 
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resistance between the emulsion gas and the polymer particles are almost negligible. 

Hence, we have carried out a comprehensive and extensive study for the gas–solid 

phase conversion and bubble formation caused by the hydrodynamic behavior, and an 

improved multiphase model was proposed to examine the effect of major parameters on 

the presumed bed reactor process variables and the polymer properties. 

 

5.2 The Reactions and Kinetic Model for Polymerization 

In our study, we have considered a complex catalytic (Ziegler-Natta catalyst) reaction 

mechanism for describing the propylene homopolymerization kinetics. The 

polypropylene production rate factors were explained using the momentum method. The 

necessary mass balance equations in the case of the reacted monomers (that are 

described by a sequence of differential and algebraic equations) were applied separately 

for the different emulsion and the bubble phase, as the plug flow reactor contains the 

very active sites of the catalyst. This was a better depiction of the situations faced by the 

heterogeneous Ziegler-Natta catalysts. 

 

The Euler-Euler technique has been introduced for the analysis of the interphase 

phenomena taking place in the fluidized conditions. In this technique, the phases are 

mathematically modeled as the interpenetrating continua. As the phase volume is not 

taken over by other phases, this technique uses the theory of the phase volume fraction. 

The phasic volume fractions are supposed to be a continued function of space and time, 

with their summation equal to 1. The conservation equations, in the case of every phase, 

are derived for obtaining the equations, and they have analogous structures for the 

phases. The equations can be terminated after constitutive relations have been provided, 

and these are derived from the empirical statistics or by using the kinetic theory based 

on granular flow (Adamczyk et al., 2014; Herzog et al., 2012). In the ANSYS FLUENT, 
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two different multiphasic models can be obtained, from which the Volume of Fluid 

(VOF) model and the Eulerian model are used and integrated to form the mathematical 

models (Banaei et al., 2015; Che et al., 2015a; Gharibshahi et al., 2015; Julián et al., 

2016). One of the most complicated multiphasic models in the ANSYS FLUENT is the 

Eulerian model. This model contains a group of momentum and continuity equations for 

every phase. The coupling can be possible by the pressure and the interphase exchange 

coefficients. The way the model handles the coupling is based on the categories of 

phases that are involved, i.e., the granular (gas–solid) flows are treated differently as 

compared to the non-granular (fluid–fluid) flow. This study obtains the properties by 

applying the kinetic theory for examining the granular flow. The mixture which is being 

modeled also affects the exchange of momentum between the phases. Moreover, it is 

highly recommended to use the feature of User-Defined Functions (UDF) that permits 

the customization of the momentum exchange calculation. 

 

Though the polymerization mechanism is similar in both phases, the reaction rate 

between the bubble and the emulsion phase are very different. This is mainly because 

the dynamic two-phase model consists of varying concentrations of the solids in every 

phase and also differs in the amount of polymer present in the bubble (Vpb) and 

emulsion phases, which has been elaborated on in Section 4.2. Variations in the catalyst 

flow rates in the emulsion and the bubble phases result in differing reaction parameters 

for both the phases and influence the temperature, and production rate, along with the 

monomer conversion in these two phases. Applying the Eulerian multiphasic model 

along with the kinetic model helps in the analysis of the fluidized beds as certain 

mathematical hypotheses are important for developing the comprehensible reaction 

models, which are explained in further detail in the subsequent sections. 
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In our study, we have presumed that the main consumption of the monomer is only in 

the polymerization reaction and hydrogen consumption is through the transfer of 

hydrogen to the reaction. Hence, the consumption rate for the components (in the case 

of the monomer and the hydrogen) is obtained as follows: 

The generalized equation describing the rate of the rth catalytic reaction is as follows: 
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(5.1) 

For the forward rate coefficient for reaction (rth), the f,rk
 is computed by using the 

Arrhenius expression: 

f,rk
 = 

rβ /

r
r E RTAT e

 (5.2) 

where 

Ar = pre-exponential factor (consistent units) 
βr   temperature exponent (dimensionless) 

Er = activation energy for the reaction (J/kmol) 

R = universal gas constant 

It is logical to use the specific method to characterize the rate expression in pressure-

dependent reactions (Balaji et al., 2002; Orava et al., 2015). The gas-phase 

polymerization reaction is one in which the temperature and pressure are such that the 

reaction takes place between Arrhenius maximum-pressure and minimum-pressure 

limits, and as a consequence is no longer exclusively dependent on temperature. 

However, based on the above equation, the net molar rate for the consumption or the 

production of specific species in various phases can be described as: 

∑
buN

1r

rr,ir,i)bu(j,i BB

=

′′′=

 i = 1,2,3…..Nbu 

(5.3) 

∑
euN

1r

rr,ir,i)eu(j,i EE

=

′′′=

 i = 1,2,3…..Neu 

(5.4) 
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∑
ctN

1r

rr,ir,i)ct(j,i CC

=

′′′=

 i = 1,2,3…..Nct 

(5.5) 

For monomer: 

( )∑
asN

1j

pip,i jk)j,0(Y)M

=

=

 i = 1 
(5.6) 

For hydrogen: 

( )( )∑
asN

1j

hih,i jk)j,0(Y)M

=

=

 i = 2 

(5.7) 

The reaction rate coefficients were taken from the literature and are given in Table 5.1 

(Ibrehem et al., 2009; Shamiri et al., 2010). 

 

Table 5.1: Kinetic mechanism of gas-phase catalytic propylene polymerisation  

Reaction Description 
Rate 

coefficient 
Unit Value 

   i ( )

i0, 1,
k j

N J M N j 
 

initiation of 

polymerization 
)j(ki  m

3
·kmol

−1
·s

−1 
54.9 

   p ( )

i, 1,
k j

N r J M N r j  
 

propagation 
p

( )k j
 

m
3
·kmol

−1
·s

−1 
208.6 

   fm ( )

i, 1, ( , )
k j

N r J M N j Q r j  
 

chain transfer 

to monomer fm
( )k j  m

3
·kmol

−1
·s

−1 
0.253 

   h ( )

H i0, 1,
k j

N J M N j 
 

transfer to 

hydrogen h
( )k j

 
m

3
·kmol

−1
·s

−1
 0.1 

    ( )fh

H 2 H, 0, ) ,k jN r j H N j Q r j  
 

transfer to 

hydrogen 

(cocatalyst) 
( )fhk j

 
m

3
·kmol

−1
·s

−1
 7.54 

   fcat ( )

cat, 1, ( , )
k j

N r J M N j Q r j  
 

transfer to 

catalyst fcat
( )k j

 
m

3
·kmol

−1
·s

−1
 0.12 

 

In our study, we considered the impact of temperature (i.e., the activation energy) on the 

polymerization kinetics for the polymerization reactions only. There have been many 

reports which have stated that in the cases where the Ziegler-Natta particles are very 

small and their activity is not very high (low or moderate rate of polymerization), then 

the mass and the heat transfer resistance present in the polypropylene and within the 

unreacted solid and the gas particles play an insignificant role and they will not 

influence the reactor behavior or even the polyolefin properties (Zacca et al., 1996). 
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The FBRs are not very ideal and are tough to characterize due to the presence of 

complicated mixing and the contact flow patterns, the transportation phenomenon and 

the various polymerization reactions. Several researchers have tried to model this type 

of non-ideal system by developing numerous mixing models for describing this kind of 

behavior. These types of reactors, generally, need to combine the hydrodynamics, 

kinetics, and transport phenomena for their modeling. In one study, the dynamic 

performance of the FBR was described by Choi and Ray (Choi & Ray, 1985), wherein 

they suggested a steady bubble-sized model which comprised the well-mixed emulsion 

phase along with a plug flow bubble phase. Researchers also developed a very simple 

evenly mixed model by hypothesizing that the reaction contained an unobstructed 

transfer of heat and mass within the emulsion and the bubble phases (McAuley et al., 

1994). In this study, we have adopted the unified modeling method for studying the 

gas–solid fluidization. A bubble-emulsion phase flow model has been developed for 

describing the dynamic behavior, which involves the multidimensional flow pattern and 

the multifaceted mixing of the polymer, PP, and gaseous phase FBR. For estimating the 

mean value of the bed voidage and the energy and mass balance equations, we have 

derived the dual-phasic model by combining the previously described kinetic 

developments and the dynamic two-phase model. 

 

5.2.1. The Multiphasic Hydrodynamic Models 

In this model, it has been assumed that the bubble phase does not contain any solids and 

the emulsion phase continues at minimal fluidization conditions. However, the emulsion 

phase voidage may differ from that in the minimum fluidization conditions. 

Additionally, the bubble phase could also contain different solid particle fractions (H. 

Cui, Sauriol, & Chaouki, 2003). Using this idea as the basic step, Cui et al. (Cui et al., 

2003) suggested the dynamic inter-phase flow for studying the hydrodynamics of the 

fluidized bed (the concentrations of the solid particles vary in the emulsion and the 
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bubble phases depending on the gas velocity). Hypothesizing the emulsion phase 

minimal fluidization conditions in the PP reactor (for a conventional two-phase model) 

is unrealistic, hence, in this study, the dynamic two-phase flow of the fluidized beds, as 

suggested by Shamiri et al.  (Shamiri et al., 2010), has been incorporated along with the 

CFD model. This would help improve the multiphasic model used in our study and 

would also help in the calculation of the mean bed voidages. The correlation required 

for the estimation of the bubble volume fraction in the fluidized beds, the emulsion and 

the bubble phase velocities, the emulsion phase and the bubble phase voidage, and the 

mass and heat transfer coefficients in the case of the two-phase model and the steady 

bubble-sized model have been summarized in Table 5.2. 
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Table 5.2: Dynamic correlations and formulas applied for the multiphasic model (Khan, 

Hussain, & Mujtaba, 2016; Kunni, 1991; Shamiri et al., 2010) 

 

Parameter Formula 

Bubble velocity b o e br  v v v v
 

Bubble rise velocity 
1/2

br b0.7119( )v gd
 

Emulsion velocity 0 b
e

1






v v
v

 

Bubble diameter 

1/3

b br 0 e[1 27( )] (1 6.84 )   d d v v H
  

br 0.0085d
 (Geldard B category) 

Bubble phase fraction 
0 mf

0.4130.534(1 e )




  

v v

 

Emulsion phase porosity 
0 mf

0.429
e mf 0.2 0.059e




    

v v

 

Bubble phase porosity 
0 mf

0.439
b 1 0.146e




  

v v

 
Volume of polymer phase in the 

emulsion phase 
 pe e1 (1 )   AH

 

Volume of polymer phase in the 

bubble phase 
 pb b1   AH

 

Volume of the emulsion phase  e b1  AH
 

Volume of the bubble phase b  A H
 

Minimum fluidization velocity  
1/2

2

mf 29.5 0.357Ar 29.5    
 

e
 

Mass transfer coefficient 

1/4β
mf=4.5( )+5.85

sg 5/4
pr pr

 
  
 
 
 

e PPC g
K

d d

0.45
g b

=6.77
gs 3

pr

 
 
 
 
 

D v

K
d

 

Momentum exchange coefficient 

2

s g s g

mn b e

g pr pr

α
=150 1.75

 
 



v
K v v

d d
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5.2.2. The Emulsion Phase Model 

In their study, Hassani et al. (Hassani et al., 2013) developed a simple well-mixed 

model in which they assumed that the bubbles are very small and possess an 

unobstructed heat and mass transfer within the emulsion, and the bubble phases, the 

composition and the temperature were homogenous in the gaseous phase present in the 

fluidized bed. A good solid mixing is vital for ensuring a consistent distribution of 

product quality and maintaining a constant solid temperature or concentration in the 

bed. Also, the hydrodynamic elements such as bed porosity and bubble motion directly 

affect the solid flow mixing/pattern in the bed. It is also suggested that developing 

programming codes based on the requirement to elucidate the unsteady dynamic helps 

reduce the CPU (central processing unit) time. In this study, coding was developed 

through the use of user-defined functions (UDF) to serve this purpose. Some significant 

assumptions also made for this modeling are mentioned below: 

 

The heat and the mass transfer rates in the bubble and the emulsion phase were very 

high and the bubbles were very small; hence, the polymerization reaction is a single-

phase reaction, while the reactor is believed to be a single-phasic (emulsion phase), 

well-mixed type of reactor. 

The emulsion phase continues in minimum fluidization conditions. 

The bed consists of uniform composition and temperature. 

Considering the above-mentioned assumptions, the energy-balance and the dynamic 

material equations in the case of the monomer and hydrogen concentration are written 

depending on the above assumptions. The equation for estimating the mole balance can 

be calculated as follows: 

 
        i

R min 0 i i min i min p( ε ) ε 1 εvin

d M
V U A M M R M R

dt
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The energy-balance equation considers the monomer internal energy as negligible. 

Therefore, the primary conditions that help in solving the equations are described 

below: 

           

       

i pi min min pp p,sol i pi in r i pi in r

1 1 1

vol i pi min min pp p,sol r min R p

1

ε 1 ε

ε 1 ε ρ 1 ε

m m m

o o

i i i

m

i

dT
M C V V C U A M C T T U A M C T T

dt

R M C C T T H R


  



 
      

 

 
       

 

  


 

(5.8) 

 

5.2.3 The Bubble Phase Model 

Shamiri et al.(Shamiri et al., 2010) proposed the constant bubble-sized model which 

assumes that the emulsion phase (or the dense phase) is present in the minimal 

fluidization conditions. This model was adapted in several earlier reports which studied 

the gas-phase olefin chemical polymerization reaction. 

The hypotheses for the bubble phase model have been described below: 

1. The fluidized bed contains two different phases, i.e., the bubble and the 

emulsion phase, and the chemical reactions generally take place in the emulsion 

phase only. 

2. The emulsion phase is believed to be mixed completely, at minimum 

fluidization, and it exchanges mass and heat at uniform rates with the bubble 

phase above the height of the bed. 

3. The bubbles are spherically shaped and have varied sizes and are in a plug flow 

with a constant velocity. 

4. The heat and mass transfer resistances which occur between the solid polymer 

and the gas in the emulsion phase are very small (i.e., presence of very minute 

catalyst particles, low-to-moderate catalytic activity or very low polymerization 

rates). 
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Based on these hypotheses, the energy balance and the steady-state mass can be 

estimated to describe the difference in the temperature and monomer concentration 

present in the bubble phases. The equation for the mole balance in the case of hydrogen 

and the monomer is as described below: 

[ ] [ ]( )
eui

bu

ebbui
M(

U

K

dt

Md 

=

−
[ ]

buiM
 

(5.9) 

Integration of the neighboring monomer concentration [Mi]b present in the bed helps in 

the estimation of the average concentration for the i
th

 monomer present in the bubble 

phases. 

[ ] [ ] [ ]

)
U

HK
-exp(1(

HK

U

)M[]M([MdhM
H

1
M

bu

eb

eb

bu

]i)in(euieuibui

H

0
i in



 ±×

±+== ∫

 

(5.10) 

The bubble phase energy balance is expressed by the following equation: 

)T_T(
U

H

dt

dT
C]M[ cb

b

ebbu
m

1i

pibui



=

=

∑
 

(5.11) 

Integration of Equation (10) for the overall height of the bed estimates the mean 

temperature of the bubble phase, which can be expressed as: 

 













  pb

eb

eb

pb
euineu

H

bbu
CU

HH

HH

CU
TTTdhT

H
T



 exp(1
1

0  
(5.12) 

where the mean heat capacity for the reacting participants is as follows. 

 
ipM

Ni

N

buip CMC 




1  

(5.13) 

The dynamic molar balance for the i-th component for the emulsion phase may derived 

as 

 
  

   

min min ,

min min

( ε ) ε [ ]

[ ] [ ] ε [ ] 1 ε
(1 )

i eu
eu eu eu i eu in i eu

eu eu be
i bu i eu v i eu i

eu

d M
V U A M M

dt

V K
M M R M R





 

    


 

(5.14) 
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The emulsion phase energy balance was expressed as 

   
 

 

     

       

i

eu mn i pi eu min pol p,sol eu min pi e r

1 1

eu min

eu eu min pi e r e r,
1 min

v min pol p,sol min i pi e r min r p,
1

ε 1 ε ε

ε
ε ,

(1 ε )

(1 ε ε ) (1 ε

m m
eu eu

eu
i i

m
be

i eu in
i

m

eu in
i

d MdT
V M C V C V C T T

dt dt

V H
U A M C T in T T T

R C M C T T H R





 





 
     

 

   


      

 




 

(5.15) 

The following equations have been used as initial conditions: 

   
inizbui MM 

0,  

  inb TzT 0
 

   
initeui MM

0,   

  ine TtT  0
 

 

5.2.4 The Inter-Phase Hydrodynamic Model 

Generally, in the traditional constant bubble-sized and the well-mixed models, it is 

assumed that the emulsion would remain at its minimum fluidization ( minε εeu  ) 

condition and the bubbles would be solid-free (
ε 1bu  ). However, these assumptions 

do not permit the prediction of the impact of the gas-solid dispersal on the actual 

reactions along with the mass/heat transfer rate which would be present in the beds at 

velocities which are greater than the minimal fluidization velocities. On the other hand, 

experimental and theoretical data have shown the presence of the solids in the bubble 

phase (Gilbertson & Yates, 1996). Also, (Abrahamson and Geldart, 1980) (Gilbertson & 

Yates, 1996) stated that the emulsion phase would not stay at the minimal fluidization 

condition and it would also a greater gas concentration at greater velocities. When these 

two phases get mixed properly, it leads to an increased number of solid particles which 
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enter the bubble phase and also more gas (propylene) that enters the emulsion phase, 

whereas it also leads to an increase in superficial gas velocities in the bed. The phase 

interface(s) can be tracked by applying the continuity equation to the volume fraction 

for one or more than one phase. The equation can be calculated for the i
th

 phase as 

follows: 

[ ] ( ) ( ) ∑∇

n

1j

i,jj.iαiiiii
ini

)mm(SvMα.Mα
dt

d

M

1
i

=

±+=+ 


 
(5.16) 

where
 i.jm

refers to the mass transfer from the i phase to the j phase. By default, the 

source term on the right side of the equation would always be iα
S  = 0; however, it could 

also be stipulated by the constant value or by the user-defined mass source value for 

every phase particulate loading 

(
 pt ), which also affects the phase interactions. Particulate loading can be defined as 

the emulsion phase‘s mass density ratio to the mass density ratio for the bubble phase: 

 pt  = 
 

i eu

i ppin

[ ]ρ

ρ

M

M
 

(5.17) 

The multiphasic model was studied for determining the behavior of the dynamic 

fluidized bed for the various important process parameters. This was conducted by 

using the software ANSYS 16.1 (ANSYS Inc., Berkeley, CA, USA), as this software 

provided a parallel and well-integrated computational service for estimating 

complicated multiphasic flows and the effect of the process parameters on the propylene 

production rate. We have applied the Eulerian-Eulerian method for simulating dynamic 

phase behavior. The built-in mathematical PBM (Population Balance Model) and the 

moment methodology were applied for evaluating the production rate of the polymer in 

actual reaction environments. To explain further, the second-order time method is 

applied for all transport equations, which include the mixture-phase momentum 

equations, all the species transport equations, the energy equations, the turbulence 
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model, the phase volume fraction equation, the pressure-correction equation, and the 

granular flow model. It should be noted that solving a multiphasic system is quite 

complicated and it could encounter several stability and convergence issues. Instabilities 

generally arise from the poor initial field, and, hence, this requires a stable initial field. 

Moreover, the CPU time also poses a concern with respect to the transient issues; 

therefore, we considered the PC-SIMPLE option. In this study, the momentum equation 

which was used depends on the fraction volume of all the phases throughout the 

material characteristics. We have suggested the multiphasic mass transfer model which 

considers the mass transfer occurring between the species that belong to various other 

phases. In the model, rather than having a matrix type of data input, one needs to input 

the several mass transfer procedures.  

 

Table 5.3: Transport equations for dynamic multiphasic fluidized bed reaction system 

No. Type of equations Equations 

1 General transport equation 
( ) ( ) φSτ.φυαρ.
dt

αρφd
+′′=+ ∇∇



 

2 
The volume fraction dual-phase 

density 
( ) 1222 ρα1ραρ +=

 

3 Momentum Equation 

( ) ( )∇ =+ υυρ.υρ
dt

d 

-

Fgρ)υυ.[(μ.p T


+++∇∇+∇

 

4. 
The energy equation shared between 

the phases 
( ) ( ) +=++ heff S)Tk.pEρ(υ.Eρ

dt

d
∇∇∇



 

5. Inter-phase species transport equations ( ) =∇+ )Yυρ.(Yρ
dt

d
ii



- iii SRJ. ++∇


 

6. Mass transfer in bubble phase )MM(RS bpibibib ±=
 

7. Mass transfer in emulsion phase )MM(S epieiReu ei
±=  

8. The net velocity of the reactants 
∑

∑
=

r
j

r
j

j,r
r
j

r
j

net
Mγr

uMγr
u




 

9. 
Momentum transfer for the bubble 

phase 
 ibpinetbipi

U
bu

UMUMS


 ,  

10 
Momentum transfer for the emulsion 

phase 
 ieuieuipi

U
eu UMUMS



 ,  
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Every procedure then describes the mass transfer occurrence from a particular entity to 

other entities. An entity refers to either some species present in the phase or to the 

overall bulk phase if this phase contains no mixture in it. The mass transfer phenomena 

have been described using the user-defined functions, which have been developed. The 

dynamic multiphasic fluidized bed requirements have been explained using the 

following transport equations in table 5.3. 

In our present study, we have used the dynamic multiphase model, which was partially 

suggested by Khan et al. (Khan et al., 2016), and this model provided a better 

knowledge of the various hydrodynamic phenomena and also improved the quantitative 

knowledge of the real process. In any bubbling FBR, the upward movement of the 

bubbles can lead to better mixing of the solid particles within the emulsion or the dense 

phase. This can lead to a uniform concentration of the different particles and even 

temperature within the dense phase. Hence, a CFD-based pseudo-homogeneous model 

is also adopted for this phase. The gas bubbles move upwards in the bed with a fixed 

velocity while the particles move downwards, and they display an increase in size and 

mass when they flow in the downward direction. This justifies the use of the plug flow 

within the bubble phase. We have made the following assumptions for developing 

equations for the proposed improved model: 

1. The polymerization reaction takes place in both the emulsion and the bubble 

phases. 

2. The emulsion phase would be well mixed and it would not stay at minimal 

fluidization conditions. 

3. We have assumed that the bubbles are spherically shaped and possess a uniform 

size. They have also been assumed to travel upwards in the fluidized bed in a 

plug flow with constant velocities. 
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4. The resistance of the mass and heat transfer within the gas and the solid particles 

present in the bubble and the emulsion phases have been assumed to be 

negligible (refers to very low or moderate catalytic activities. 

5. The agitation which results from the upwards flow of the bubbles leads to 

negligible radial concentrations and temperature gradient in the FBR. 

6. Elutriation of the solids on the upper layer of the FBR is considered to be 

negligible. 

7. It has been assumed that the size of the particles is constant within the bed. 

8. The reactor uses materials that flow in a pseudo-homogeneous phase. The 

hydrodynamic features of the bed are defined using the average hydrodynamic 

properties of the existing phases (emulsion and bubble). 

Considering the above-mentioned assumptions, we present the dynamic material 

balance equations for all components present in the FBR: 

For bubbles: 

       

    

i bu bu i bu bu v bu i be i bu i eu bubu,(in) bu bu

bu
bu i,bu b bu i bu

br

ε [ ] [ ]

1

M U A M U A R M K M M V

A d
R dt V M

V dt
 

   

  
 

(5.18) 

For emulsion: 

       

  

i eu eu i eu eu v eu i i bu i eu eubeeu,(in) eu eu

i,eu b bu i eu
eu

ε [ ] [ ]

1
ε

1 ε

M U A M U A R M K M M V

d
R V M

dt

   

 
  

   

(5.19) 

Moreover, we have assumed that the mass transfer direction is from the bubble phase to 

the emulsion phase. The energy balances can be expressed as for bubbles: Univ
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bu bu bu,(in) r i pi bu bu bu r i pi v bu rbu,(in) bu
1 1

bu pi i bu pol p,pol e b b b b bu r pi ibebu bu
1 1

b bu pi i bu pol p,pol bbu
1

( (1 ε )ρ ) ( ) ε

ε (1 ε )ρ )

m m

i i

m m

i i

m

i

U A T T M C U A T T M C R T T

d
C M C H T T V V T T C M

dt

d d
V C M C T

dt dt



 

 



    

     

  
    

  

 

 

  u rT

 

(5.20) 

 

For emulsion: 
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(5.21) 

 

5.2.5 Coupling Steps of Multiphasic CFD-Based Reaction Model 

To correlate the turbulence, population balance and energy equations in a multi-fluid 

UDF framework, a systematic CFD reaction kinetic coupled modeling framework 

application of multiphase polymerization in the fluidized bed reactor was executed. The 

CFD-based coupled model constitutes a flexible platform. Hence, its applications can be 

expanded to different polydisperse multiphasic FBRs by altering the geometry and 

constitutive equation. The generic model comprises four main steps, as shown in Figure 

5.1: 

 Problem definition 

 Problem specification 

 Model structure/solution 

 Model applications 

The concentrations of the species (propylene) for which the source term is a nonlinear 

function determine the stability of the UDF-coupled CFD simulation. This shows that 
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the reaction rate is highly sensitive, and hence cannot be eliminated in the multiphasic 

reaction simulation procedure. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.1: Steps of CFD-based multiphasic reaction model development. 
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5.2.6. Grid Sensitivity Analysis 

The greater the resolution, the more independent the grid outcome is. This was 

confirmed with the help of a two-dimensional (2D) analysis that employs the boundary-

and-gradient adaptation technique. In this procedure, the adjoined mesh points could be 

present in high-gradient areas in the inlet and fluidization regions. The response 

variations at three mesh resolutions with 56,834, 89,101 and 111,143 node numbers are 

shown in Figure 5.2a–c. The parameters considered for the simulation include 1.5 m of 

bed height, 1000 s real time and 0.2 m/s superficial gas velocity. Figure 5.1 

demonstrates the three separate grids used to divide the 2D flow domain into square 

cells. Hence, it can be said that grid resolution plays an influential role for the response, 

as evident in Figure 5.2 a–c. 
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Figure 5.2: (a) Changes of the polymerization rate at node number 111,143 at various 

superficial gas velocities. Contour lines indicate the polymerization (%) changes; (b) 

Changes of the polymerization rate at node number 89,101 at various superficial gas 

velocities. Contour lines indicate the polymerization (%) changes; (c) Changes of the 

polymerization rate at node number 56,834, at various superficial gas velocities. 

Contour lines indicate the polymerization (%) changes. 

 

Thus, according to the nodes‘ variation, it is found that the polymerization percentage 

variation is in the range of 0.699%–1.779% when the node number is at 111,143. 

However, with the decrease in grid resolution (from node number 111,143 to 89,101), 

the response value also reaches a range of 0.926%–1.919%. Hence, the response 

calculation becomes less accurate as the node number decreases. Moreover, at node 

number 56,834 the polymerization percentage varies in wider range from 1.064%–

 
(a) node number 111,143 

 

3.0 
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(b) at node number 89,101  

3.0 
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(c) at node number 56,834  
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Figure 2. (a) Changes of the polymerization rate at node number 111,143 at various superficial gas velocities. 

Contour lines indicate the polymerization (%) changes; (b) Changes of the polymerization rate at node 

number 89,101 at various superficial gas velocities. Contour lines indicate the polymerization (%) changes; 

(c) Changes of the polymerization rate at node number 56,834, at various superficial gas velocities. Contour 

lines indicate the polymerization (%) changes. 
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2.067%. In this scenario, it has been verified that node number 111,143 should be 

considered as a compromised establishment for calculation and necessary accuracy. 

Thus, during the simulation on the pilot scale, sufficient grid convergence with a small 

polymerization difference from 0.699% to 1.779% at 111,143 nodes is required to 

achieve a more precise outcome. Figure 5.3 depicts the overall computational domain 

and mesh generation.  

   

(a) (b) (c) 

Figure 5.3: General computational domain and mesh generation. (a) Framework of the 

gas-phase fluidized bed polymerization reactor used in the simulation; (b) Generated 

mesh for the fluidized bed simulation; (c) Computational region marked. 

 

 

Figure 5.3a shows a sketch of the fluidized bed packed with granulated particles. The 

meshing and the marked domain are shown in Figure 5.3 b & c respectively. 

 

5.3 Experimental Facilities 

A pilot-level fluidized bed reactor has been built in the pilot-scale Research Laboratory 

at the University of Malaya. The major aim of constructing this kind of experimental 

unit was to examine the catalytic polymerization reaction of the olefins at actual 

operating conditions which are similar to industrial parameters. In Figures 5.4–5.6, we 
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have described the picture, the data acquisition method and a detailed diagram of the 

pilot-level fluidized bed reactor. 

This reactor consists of the fluidized bed and the product discharge zone. The reactor 

has an inner diameter of 10 cm while the fluidized bed zone height is 150 cm. Both the 

diameter and the height of the discharge zone are 25 cm. The catalyst particles have 

been introduced into the fluidized bed in the form of an injection at 9 cm above the gas 

distribution point. The product specimens were then withdrawn from three separate 

locations, i.e., at the points which were 16, 26, and 40 cm above the position of the 

distributor plate. The polymer that is produced is discharged in a semi-continuous 

manner by opening the valve that is attached to the vessel at the point which is 5 cm 

over the gas distribution point. The gas distributor consists of a stainless steel plate 

which is perforated and consists of a fine mesh. The gas flow is controlled with the help 

of the control valve and is measured using the flow meter situated in front of the reactor. 

The fluidized bed reactor has one important requirement, wherein the recycled gas 

stream velocity should be enough so that the bed is always in a fluidized state. 

 

Very pure quality raw material is needed for the catalytic olefin polymerization reaction 

to prevent the catalyst from being poisoned. The nitrogen, hydrogen and propylene have 

been purified in different purification systems (i.e., Entegris Gate Keeper gas purifiers) 

for removing any traces of impurities of water vapor, oxygen, or carbon monoxide. For 

measuring the flow of hydrogen, nitrogen and propylene, three separate mass flow 

meters (Brooks, Hatfield, PA, USA) have been applied in the fresh feed streams. 

For temperature measurements, it is hard to combine a high enough sample frequency to 

obtain a dynamic signal with the robustness of the equipment needed for industrial 

measurements. To overcome this problem we have fabricated seven temperature sensors 

at various points of the reactor. Secure and resilient pressure sensors with a high 
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frequency of response have been set up at four positions (see in Figure 5.6). If a probe 

of appropriate size is selected, direct contact between the fluidized particles and the 

sensor can be prevented without interrupting the temperature and pressure signal. Also, 

the interaction between the highly reactive gaseous chemicals and the probe can be 

averted by directing a small purgative gas flow. 

 

Figure 5.4: Image of the pilot-scale FBCR for polypropylene production where the 

experiments were conducted for this study (detailed dimensions have been shown in 

mm). 
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Figure 5.5: A Real-time data acquisition system for the pilot-scale FBCR for 

polypropylene production. 

 

5.3.1 The Catalyst Dosing Measurement System 

In the actual world, engineers find the measurement of the catalyst dosing in high 

pressure and heated polymerization reactor systems very difficult. In this report, we 

have reported the first device that was designed in the Department of Chemical 

Engineering, University of Malaya (UM). KROHNE Messtechnik GmbH, Germany, 

manufactured the specialized solid powder measurement device according to the request 

of UM. All the device features and components are presented in Table 5.4 and Figure 

5.7. The device has been designed according to the FMCW (Frequency Modulated 

Continuous Wave), a radar level meter for measuring level, distance, volume and mass 

for several powder sizes, granules and all other solids. This form of measurement is 

more stable as compared to the pulse radar and is also better suited for dusty procedures. 

V-101 

PP Powder Feed Tank 

Stain less steel 304 

0.20 m( D)×0.35 m(H) 

Capacity Approx. 10-L 

V-102 

Catalyst Feed Tank 

Stain less steel 304 

0.10 m( D)×0.25 m (H) 

Capacity Approx. 2-L 

V-103 

CO-Catalyst Feed Tank 

Stain less steel 304 

0.10 m( D)×0.15 m(H) 

Capacity Approx. 500mL 

V-104 

Product discharge Tank 1 

Stain less steel 304 

0.20 m( D)×0.35 m(H) 

Capacity Approx. 10-L 

V-105 

Product discharge Tank 2 

Stain less steel 304 

0.20 m( D)×0.35 m(H) 

Capacity Approx. 10-L 

V-106 

Cyclone Hooper 

Stain less steel 304 

0.15m( D)×0.15 m(H) 

Capacity Approx. 2.5-L 

V-107 

Thermal Oil Bath 

Heater  4kW 

Capacity Approx. 20-L 

R-201 

Fluidized Bed Reactor 

 Stain less steel 304 

4” ( D)×1.5 m(H) 

Disengagement  10” (D) 

×10”(H) 

S-301 

Cyclone Hooper 

Stain less steel 304 

Body Dia 0.06 m 

S-302/S-304 

Inline Filters 

Aluminum  casing: SS wire 

mesh  

Max Operating Pressure 40 

bar 

Max particle size 40 micron 

E-401 

Gas cooler 

Shell &Tube Heat Exchanger 

Carbon Steel 

Exchange area Approx. 0.8 m2 

P-101 

Gas Booster 

Type: Air Driven Piston 

Pump 

Max Outlet Pressure 55 

bar  

W-107 

Cartridge Heater 
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This device operates at high and low temperature values when the chemical process-

connecting temperature values have been fulfilled. 

 

Figure 5.6: Pressure and temperature profile measurement scheme for real-time data acquisition 

system (fluidized bed has been shown before gas mixer introduction in the system). 

 

 

Figure 5.7: The catalyst dosing measurement device. (1) An elective touchscreen with a dose-

controlling optional button; (2) A dual-wire reading meter; (3) A changeable and a rotatable 

converter consisting of a rapid connector technique; (4) Horn antennas (made of stainless steel); 

(5) A flange plate protector (needed for aggregating products) with extension services; (6) A 

single converter for many applications. 

 

Table 5.4: Features of the catalyst dosing system. 

Issues Condition 

accuracy standard accuracy, ±10 n.gm (nano gram)/±0.4% 

Inserted antenna/sensors 
The shape prevents unexpected product build-up in complex 

dusty applications 

Stability in extreme 

reaction conditions 

Sensors can sustain at 200 °C(392 °F) temperature and 40 

bar/580 psig pressure 

Measuring range Wide-ranged measurement capacity (up to 80 m/260 ft) 

Data acquisition facility 

Directly accessible graphic touchscreen/wizard (option 1) 

and optional second station (connected desktop computer) 

output 

Prioritized particle Ziegler-Natta catalyst 
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5.4 Results and Discussion 

Using the improved multiphasic phase and conventional mathematical model, the 

phenomena of gas-solid reaction with dynamic fluidization behavior modeling and 

simulation investigations of the propylene polymerization in the pilot scale fluidized 

bed reactor was conducted to prove the effects on the dynamic response and phase shift 

of the process of various hydrodynamic sub-models, model assumptions, and mixing 

conditions. To calculate the effect of key parameters like U0, catalyst dosing rate, 

monomer feed concentrations on the polypropylene production rate and fluidized bed 

dynamic situation during real reaction conditions, comparative and comprehensive 

simulations were done. Table 5.5 shows the operating conditions where simulations 

were carried out. 
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Table 5.5: System boundary and operating conditions used for simulation. 

Factors Value 

Reactor volume 0.0215 m
3
 

Initial bed height (m) 1.5 

Initial void fraction 0.431 

Gas density (kg/m
3
) 23.45 

Catalyst diameter 3.0 × 10
−4

 m 

Gas viscosity (Pa·s) 1.14 × 10
−4

 

Mole fraction of hydrogen 2000 ppm 

Cocatalyst concentration (mol/L) 0.01 

Solid density (kg/m
3
) 1039 m

3 

Coefficient of restitution 0.8 

Angle of internal fraction 30 

Maximum solid packing volume fraction 0.75 

Time step (s) 0.001 

Activation energy, E (J·mol
−1

) 7.04 × 10
4
 

Active site of catalyst (mol·m
−3

) 1.88 × 10
−4

 

Feed monomer concentration (mol·m
−3

) 1.0 

Hydrogen concentration (mol·m
−3

) 0.02 

Inner diameter (Reaction zone) 0.1016 m 

Cross sectional area 0.00785 m
2
 

Height 1.5 m 

Volume 0.011775 m
3
 

Inner diameter (Disengagement zone) 0.25 m 

Cross sectional area 0.0490625 m
2
 

Height 0.25 m 

Volume 0.0097 m
3
 

 

Given the advantages that the improved multiphasic model has over the prior ones, one 

can expect the improved model to give a result that is more realistic when compared to 

the conventional mathematical model. Moreover, it is worth noting that experimental 

validation of this type of model has been done for the first time. The results obtained 

exhibited the fact that this system‘s improved multiphasic model agrees well with the 

experimental data. 
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5.4.1 Hydrodynamic Model in the Absence of Polymerization 

In the process of devising an FBR, the pressure fluctuations are considered a critical 

parameter. They help determine the bubble dynamics in the system and quantify the 

intensity of the fluidization regime, even at oscillated velocity levels, by adjusting the 

bed height. At the pre-polymerization phase, bed height and pressure drop are vital 

parameters to examine the overall fluidization structure. To validate the proposed 

model, a CFD simulation between literature data and the developed model of the bed 

height versus superficial gas velocity are compared thoroughly. In this model, the top of 

the bed was set as a constant pressure outlet and the uniform inlet velocity was designed 

keeping in mind the inlet boundary conditions. The pilot-scale reactor has a cylindrical 

geometry containing the operational superficial gas with the velocity ranging from 0.2 

to 0.6 m/s. We did not take into account the effects of front and back walls in this 

model. A no-slip wall boundary condition was used for the gas phase and a free-slip 

wall boundary condition was used for the solid phase. We assume that the bed is in the 

initial well-mixed condition and all velocities were set to zero at t = 0. The value of the 

void fraction was 0.53 and the static bed height was 1.5 m. The outlet pressure boundary 

condition was set at 25 bar. A detailed list of boundary conditions is provided in Table 

5.5 and a dynamic correlation among these conditions is presented in Table 5.2.  
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It was evident that a surge in the superficial gas velocity resulted in an increase in the 

bed height (see Figure 5.8). 

 

Figure 5.8: Dynamic bed behavior analysis between multiphasic and conventional 

model (without reaction). 

 

Both the models proved to be in a good agreement with regards to bed expansion and 

the initial bed was predicted at 1.5 m in both. It was also noted that on increasing the 

superficial gas velocity, the maximum bed expansion for the available literature model 

reached 2.9104 m, while the multiphasic model‘s highest bed expansion was found to 

be 3.1203 m, which proves the good agreement between the two models. 

 

5.4.2. Bubble Emulsion Phase Distribution and Model Verification 

Optimum propylene polymerization during the previous work Khan, et al. (Khan et al., 

2016) was discovered to have reached levels of around 6% per pass during the initial 

fluidization stage (Table 5.5 lists the simulated profiles). However, the very vital 

dynamic effects on the reaction rate were not considered in that work. By taking into 

consideration the dynamic parameters that are deemed as very significant process 

parameters for industrial-scale and commercial-grade propylene polymerization, this 

study has covered up that gap. As the reaction and fluidization proceed, the Ziegler-

Natta catalyst, the catalyst feed rate, the superficial fluid velocity, and the monomer 
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concentration in the reactor would change the fluidization dynamics. How these 

parameters are distributed in the reactor should therefore be investigated. 

Polypropylene concentration distribution and bubble and emulsion phase formation in 

FBR at U0 = 0.2, 0.25, 0.3, 0.35, 0.4, 0.45, 0.50 and 0.55 m/s can be seen in Figure 5.9. 

Because the inlet reactants have the highest concentration, the heat supplied from the 

system heating source heats up the particles when the mixed gases come in contact with 

the bed particles. The figures clearly show that the gas-solid distribution exhibits 

significant dynamic changes in the reactor. These simulation-derived results can also 

give clear information on the conception of bubble and emulsion phase formation. 

Figure 5.9 clearly demonstrates that the change distribution and the bubble size are 

greatly altered with a variation in the U0 value. The bubbles present at U0 = 0.2 m/s are 

lesser than those in other situations. Herein, the bubbles form and move upwards in the 

reactor system but there was no bubble breakage. This ensured that there were more 

options present for the solid and the gas phase to come into closer contact. On the other 

hand, by the continued increments of the superficial fluid flow rate, the phenomenon of 

the bubble collapse can be clearly noted, which leads to a lesser chance for the close 

contact of the solid and gas phase. Theoretically, this phenomenon has been previously 

supported (Che et al., 2015b). In this study, we have observed that the fluidized bed 

dynamics show a similar attitude when it reaches the U0 value of 0.4 m/s and continue 

until the value of U0 reaches 0.55 m/s. Figure 5.9 also shows the solid (bed particle) 

volume fraction development in the reactor where the average value is observed at 0.65 

m/s. However, it is very important to determine if the U0 value has any impact on the 

propylene production rate or not. These issues have been highlighted in the subsequent 

section. 
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 U0 = 0.2 m/s U0 = 0.25 m/s U0 = 0.30 m/s U0 = 0.35 m/s  

     

 

 U0 = 0.40 m/s U0 = 0.45 m/s U0 = 0.5 m/s U0 = 0.55 m/s  

Figure 5.9: Dynamic effect of superficial gas velocity on phase (bubble and emulsion) 

formation before catalyst injection. 

 

The fluidized bed dynamics after the catalyst‘s injection in the system are depicted in 

Figure 5.10. Catalyst dosing immediately starts the exothermic reaction and releases 

energy from the reaction. The heat transfer from the particles then heats up the gases 

surrounding the bed particles and also results in differences in the production rates of 

the polymer. Thus, throughout the reaction system, there is a change in the mass 
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fraction of the polymerized particle. Figure 5.10 shows the upward movement towards 

the bed of the polymer particle with the greater mass fraction. The figures also show the 

dynamic distribution in the FBR of the PP content profiles. This is due to the close 

positive relations among the reaction parameters. This also proves that dynamic catalyst 

activity determines the change in the gas/particle mass fraction in polymerization. 

Figure 5.10 shows how, at the initial stage, the entire FBR has an identical propylene 

mass fraction distribution. The consumption of propylene and hydrogen and the 

generation of PP take place as the polymerization reactions go on. The distribution of 

the propylene mass fraction shifts until the flows of emulsion and bubble phases and the 

polymer distribution reach a stationary state (i.e., 8 s). Along with the reactor height, the 

propylene mass fraction increases. This could be due to the fact that the hydrogen feed 

is limited and is consumed quickly to a relatively low level. Moreover, hydrogen has a 

significant impact on the reaction and deactivation rates. Under industrial conditions, a 

chain transfer with hydrogen is typically used to control the polypropylenes‘ molecular 

weight, as this method is considered the most efficient. The ratio between the overall 

propagation rate and the total chain transfer rate determines the molecular weight of a 

polymer sample. However, this weight is not influenced by the polymerization activity. 

During this period, a relatively small amount of low molecular weight polymers are 

produced through the supplement of a large amount of hydrogen to the system. At 

higher temperatures, degradation reactions of cocatalyst compounds may generate chain 

termination agents. Univ
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 t = 1 s t = 2 s t = 3 s t = 4 s  

Figure 5.10: Cont. 

 

      

 t = 5 s t = 6 s t = 7 s t = 8 s  

Figure 5.10: Mass fraction of monomer (propylene) during reaction at U0 = 0.2 m/s. 

 

On the other hand, there is continuous polymerization to form PP. Moreover, since the 

FBR bottom has the highest catalyst concentration, the propylene mass fraction obtains 

Univ
ers

ity
 of

 M
ala

ya



196 

a minimum at the FBR bottom, and shows a slight increase due to the decreases of the 

hydrogen mass fraction. The dynamic mass fraction for the hydrogen gas is illustrated in 

Figure 5.11. The hydrogen mass fraction goes on changing from the reactor bottom and 

it moves upwards in the system continuously. However, eventually, the mass fraction 

stabilizes at t = 1.2 s. However, it is worth mentioning that Figures 5.10 and 5.11 

illustrate the dynamic distributions of monomer (propylene) and hydrogen mass 

fractions, correspondingly. Additionally, one can also clearly compare the dominance of 

the propylene presence against hydrogen in the system from these snapshots, as it is 

very important in real reaction conditions to get a clear idea of this phenomenon. In 

literature it has been mentioned that the sum of the mass fraction values of propylene 

and hydrogen is near 1, which is in close agreement to our finding (Chen et al., 2011; 

Chen et al., 2011; Zheng et al., 2011). 

 

5.4.3 Model Validation Based on the Effect of Superficial Gas Velocity 

The superficial gas velocity is an important process parameter because of its direct 

relationship to the propylene production rate, monomer residence time in the system, 

fluidization conditions, and particle mixing. It is therefore vital to study what effects it 

has on these process conditions. Figure 12 illustrates the various models that have 

predicted the impact of superficial gas velocity on the polymerization rate in the system. 

As U0 increases, the polypropylene production rate drops. The monomer mean 

residence time decreases when there is an increase in the U0, which causes the monomer 

conversion and polymer production rate to decrease. Because the dominant emulsion 

phase is operating at conditions greater than the minimum fluidization velocity of gas, 

the production rate projected by the developed multiphasic model is greater than the 

conventional mathematical model. This leads to the emulsion phase having a lower void 

fraction and higher production rate. Compared to the predicted values of this 
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multiphasic model, the experimental values were a little bit higher. Similar trends of 

production rates were also revealed. However, due to the fact that the emulsion phase 

starts at conditions beyond the minimum fluidization velocity of fluid, the 

polymerization rate projected by the conventional model is lower. As a result, the 

emulsion phase has a greater void fraction and lower reaction rate. 

        

 t = 0.2 t = 0.3 t = 0.4 t = 0.5 t = 0.6 t = 0.7  

       

 

 t = 0.8 t = 0.9 t = 1.0 t = 1.1 t = 1.2 t = 1.3  

Figure 5.11: The dispersal transformation of hydrogen mass fraction due to alteration 

of time in the FBR at U0 = 0.2 m/s. 
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Figure 5.12: Effect of superficial gas velocity on the production rate (at optimum 

catalyst dosing 0.2 g/s). 

 

Figure 5.13 illustrates the effect that U0 has on the polymerization rate of emulsion and 

bubble phases at varying Ziegler-Natta feed rates calculated by the multiphase model. 

The polymer production rate in the emulsion and bubble phases decreases when there is 

an increase in the value of U0, because the monomer mean residence time is decreased. 

This results in a lower polymer production rate. 
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Figure 5.13: Effect of superficial gas velocity on the production rate of emulsion phases 

at various catalyst feed rates predicted by the multiphasic model. 

 

The multiphasic model was also used to predict the effect of superficial gas velocity on 

the polymer production rate by considering the proportion of the bubble phase 

polymerization rate to the overall polymerization rate, which is shown in Figure 5.14. 

The figure reveals how the increase of the superficial gas velocity results in an increase 

in the proportion of polymerization in the bubble phase over the total polymerization 

rate. When the superficial gas velocity is increased, more fresh reactant and solids enter 

the bubbles. This leads to a rise in the bubble impact on the polymerization rate. The 

bubble influence on the overall polymerization is approximately 9%–11%. This is 

already a noteworthy amount and it should be taken under consideration for a more 

consistent model projection. This model has underestimated the polymerization rate in 

the bubble, because, based on the bed hydrodynamics, it can clearly be observed that 

most of the reaction zone is occupied with a well-mixed emulsion phase. It is logical to 
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assume that increased gas-solid contact results in the presence of larger amounts of 

catalyst. More space of contact between mixed active gases (propylene, hydrogen, and 

nitrogen) and catalyst can lead to an improved production rate. 

To reduce the risks of agglomeration, high gas velocities are needed. However, the 

monomer conversion per pass through the reactor bed is reduced by high gas velocities 

and can result in greater elutriation of small particles from the bed. 

 

Figure 5.14: The ratio of polymer production in the bubble phase to the total production 

rate. 

 

5.4.4. Effect of Catalyst Feed Rate 

Another key process parameter in the controlling of polypropylene FBCRs is the 

catalyst feed rate. Simplified hydrodynamic models do not take into account the 

presence of catalyst in the bubbles and consider that polymer production only takes 

place in the emulsion. However, the use of the multiphasic model made it possible to 

see that the emulsion phase contained about 91.7% of the catalyst while the bubbles had 

about 8.3% of the catalyst that was continuously charged into the reactor. The part of 

the reaction that takes place in the bubbles is therefore significant and must be 

considered. 

When the fluidization is at a stable state, the polymerization reactions are at a steady 

state as well. In this case, the coupled model of the reacting flow can be verified using 

the product concentrations that are found in the FBR. 
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Figure 5.15 shows the catalytic dynamics. In the starting stage, catalyst particles that 

possess high active sites are produced at the bed bottom. Afterwards, particles with 

varying amounts are evenly mixed with gas. Solid also flows. In this situation, more 

polymer chain formation takes place by coordinating the monomer to the remaining 

active site of the Ziegler-Natta catalyst subsequently to insertion. Termination happens 

within a –β-hydride elimination process; consequently, the highest number of the chains 

is comprised of a terminal double bond. In this case, the sum of CH=CH2 groups is 

equivalent to the amount of methyl groups, which indicates that the chain transfer is 

progressing by β-hydride elimination. The activity of the catalyst particles in the FBR 

has been assumed to be taking place at a stable rate, but a snapshot of the catalyst 

dosing dynamics reveals that the activity is actually changing at a relatively slow pace 

because of the decentralized catalyst particles and unstable motion of the bubble. When 

hydrogen is consumed and its concentration along the bed height decreases, the rate of 

polymerization throughout the bed becomes high and results in a slightly higher catalyst 

presence on the upper part of the bed. 

 

One of the great aspects of this model is that the selectivity of ethylene and propylene, 

and even the other species of conversion catalytic reactions, is almost identical in the 

FBR during the propylene polymerization process, given the real reaction conditions of 

higher active catalyst. Despite being deduced at a pilot scale, this CFD-kinetic model 

can still be utilized for industrial-scale reactors because the reactor type‘s influence on 

the bulk reaction mechanisms can be neglected. The simulated data can be validated 

using the experimental data obtained from a practical FBR. 

 

In Figure 5.16, the effect that the catalyst feed rate has on the polymerization rate that 

the two models predicted, and the production dispersal rate in the phases that was 
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calculated by the multiphasic model, can be observed. One can clearly observe how the 

polymer production rate and the catalyst feed rate are directly proportional. The 

polymer production rate increases when there is an increase in the catalyst feed rate 

because of the increase in the available active sites. 

 

The improved multiphasic model predicts a polymer production rate that is lower than 

the conventional models in the bubble phase compared to the emulsion phase. This is 

because the improved dual-phase model takes into account the excess gas in the 

emulsion phase. This excess gas increases the void fraction and results in a decreased 

polymer production rate compared to the conventional models, which assume an 

emulsion phase that takes place at minimum fluidization. It can be seen in the improved 

dual-phase model that there is a higher rate of changes of production in the emulsion 

phase than that of the bubble phase. This is primarily due to the fact that there is more 

catalyst in the emulsion phase than in the bubble phase. 

       
 

 t = 10 s t = 15 s t = 20 s t = 25 s t = 30 s t = 35 s  

Figure 5.15: Snapshot of the solid volume fraction of catalyst particles with different 

time intervals in the FBR. 
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Figure 5.16: Effect of catalyst feed rate on polypropylene production comparison and 

validation. 

 

5.4.5 Effect of the Feed Composition 

Figure 5.17 demonstrates the comparison between the multiphasic and the conventional 

model results for the pilot plant data with respect to the propylene concentration within 

the reactor. As seen in the Figure 5.17, the predicted data for the multiphasic model 

agrees well with our experimental results, especially in the case of the long gap of the 

time points. The multiphasic model takes into account the solid particles present in the 

bubbles and the fact that the emulsion phase is at a condition which is beyond the 

minimal fluidization; hence, it provides more accurate and realistic results. On the other 

hand, the multiphasic model under-predicts the experimental results for shorter time 

durations. This is due to the fact that there is a very high heat and mass transfer rate 

between the bubble and emulsion phases in the beginning of the process, where the 

difference in the concentrations between both the phases is maximal. This situation, 

present in the initial fluidization stage, changes the reactor approach hydrodynamics to a 

well-mixed condition (McAuley et al., 1994). However, this type of mechanism 

becomes unrealistic further in the process as more and more bubbles are formed and the 

heat and mass transfer rate is decreased. The maximal variation that is seen between our 

experimental results and the predicted values for the multiphasic and the conventional 
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model is approximately 3.0 and 4.5 mol %, respectively. This difference results because 

of the influence of the inert gases on the fluidized bed reactor‘s hydrodynamic behavior. 

 

Figure 5.17: Effect of monomer composition (mol %) on polypropylene production. 
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5.5 Summary  

A coupled CFD-dynamic mathematical model that assimilates the sub-models which 

describe the polypropylene production resulting from phase transition and gas–solid 

flow behavior in a gas-phase fluidized bed reactor was formulated. The dynamic bubble 

and emulsion phase concepts of fluidization served as bases for the hydrodynamics of 

the fluidized bed reactor of polypropylene production. This model was able to 

successfully capture the important flow features in a pilot-scale catalytic FBR. These 

features include the superficial fluid velocity, monomer-hydrogen concentration, 

catalyst feed rate, and the product concentrations inside the reactor at reacting-flow 

conditions. Moreover, analyses of the polymerization rate in individual phases, the 

monomer concentration in individual phase distributions in the reactor, and the ratio of 

polymer production in the bubble phase to the total production rate were done. An 

analysis of the effects of the main operation parameters on the reacting flow field was 

also done. A summary of the findings can be seen below. 

(1) With the use of the multiphasic model, an investigation of the evolution of 

hydrodynamic phenomena in the FBR in typical fluidization states with different 

gas velocities was done. The developed model was also able to capture the gas-

solid flow pattern, especially the solid flow pattern, something that was 

unobtainable using only the Eulerian–Eulerian method. This particular particle flow 

pattern promotes exceptional particle mixing, catalyst activation efficiency, and 

heat transfer, all of which are essential to the FBCR since the catalytic propylene 

polymerization process is an exothermic one. 

(2) Under reaction-flow conditions, the simulation by the multiphasic model was 

conducted. Moreover, the effects of catalyst dosing, product mass fractions in the 

FBR at different regions, and the PP content bubble and emulsion phases were 

obtained. The results showed that the parameter distributions at different regions 
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have significant differences for the polymerization process. The dynamic particle 

density distribution in the FBR is determined after injecting the catalyst and at 

various times. Because there is excellent contact within the catalyst and the solid 

and gas capability of the FBR, there is a uniform product fraction distribution in 

FBR. 

(3) The conventional model was discovered to have predicted a lower emulsion phase 

production rate and propylene concentration under typical operating conditions. On 

the other hand, the improved multiphasic model agreed better with the experimental 

values. Compared to the conventional model, the improved multiphasic model also 

predicted a narrower and safer operation window at the same operating conditions. 

The improved multiphasic model showed that if one considers the practical range 

of the superficial gas velocity from 0.2 to 0.55 m/s and the catalyst feed rate from 

0.2 to 0.6 g/s, the ratio of polymer production in the bubble phase to the total 

production rate will be calculated at around 9.4%–10.89%. This amount is 

significant and should be considered in the model. Moreover, it was revealed that 

the hydrodynamics and the reaction rate are strongly affected by the superficial gas 

velocity and catalyst feed rate. As a result, there is greater variation in the total 

production rate ratio. The improved multiphase model reveals that, at the beginning 

of polymerization, there is dynamic behavior that is close to the experimental 

results, but those figures also start to differ as the time increases. 

In summary, this work has shown that a multiphasic polypropylene production model 

can be a useful guide in integrating process engineering efforts with reactor design 

efforts in the field of chemical engineering. 
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CHAPTER 6: EFFECT OF DYNAMIC PROCESS PARAMETERS ON 

PRODUCTION RATE OF POLYPROPYLENE AND THEIR MECHANICAL 

FEATURES: FROM VALIDATING MODELS TO PRODUCT ENGINEERING 

 

6.1 Introduction 

To eventually attain complete operational safety and consistent high quality of 

production, it is imperative to set up an effective process parameters monitoring system. 

The necessity to design processes and equipment in the chemical industry resulted in the 

origin of chemical engineering (Charpentier et al., 2002). It emerged as a discipline and 

was formally instituted more than a century ago. Customarily, the prime intent of 

chemical process engineering is to transform raw materials to functional products by 

using process design and analysis. On the other hand, chemical product engineering 

largely comprises the design of the product and the production process so as to meet the 

requirements of the customer and foster the competitiveness of the businesses.  (Hill et 

al., 2009; Santos et al., 2014). At present, it is very crucial for modern chemical 

corporations to develop chemical products with unique properties. Hence, both process 

engineering and product engineering are commonly identified as the two principal 

constituents of chemical engineering. Product engineering has become a fast evolving 

concept and it is inviting a great deal of interest from both academia and industry (Kim 

et al., 2004;  Kim et al., 2011; Park et al. 2003; Yang et al., 2014). However, it has to be 

considered that the advancement of product engineering is dependent on the 

fundamental theories of chemical process engineering.  

 

So far, new chemical products have been developed conventionally with modelling and 

simulation techniques based on the knowledge of prevailing products (Dubey et al., 

2016; Hadi et al., 2015; Khan et al., 2014). When product quality is of utmost 
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importance and the available knowledge on the development of industrial scale reaction 

system is inadequate, then product design essentially depends on real-time experimental 

data. Besides, the experimental expenses might significantly increase if industrial scale 

utilities are considered for trial and error-based experiments. Due to this, developing a 

systematic product design technique that can minimise experimental work in the 

absence of comprehensive data has become a difficult task. Hence, pilot scale 

experiments are commonly proposed by scientists and engineers for this purpose (Khan 

et al., 2014; Khan et al., 2016; Wang & Yuan, 2014). An industrial prototype that can 

create real reaction environments to establish the all-inclusive relationships between 

product properties and processing conditions from micro- to macro-scales can prove to 

be a promising tool for new and innovative chemical product development (Bayat et al., 

2015; Jang et al., 2010; Mahmud et al., 2008; Shum et al., 2008). In this research, the 

formation of commercial grade polypropylene (PP) was studied to explain the efficiency 

of our unique product development approach.  

 

For many years, intensive studies have been conducted to understand the mechanical 

properties of polymers. This class of materials has garnered a great deal of attention 

from the industry and academia solely due to its unique properties and immense 

potential for alteration of properties (Aharonovich et al., 2013; Krajenta & Rozanski, 

2015; Shim et al., 2002). Specifically for the automotive industry, the mechanical 

properties resulting from quasi-static tests are of importance (Schoßig et al., 2006). The 

mechanical properties of polymers, which also include plastic behaviour, are most 

significant for various applications of polymers (Ha, & Han, 2016; Wu et al.,2016). The 

effects of process parameters on supermolecular structures formed during 

polymerisation need to be considered to completely describe plastic deformation of such 

materials (Pešić et al., 2016). In most studies, the impact of real-time process 
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parameters, such as the system pressure and reaction temperature, was not evaluated. 

Only a few reports indicate the importance of impact of controlling the concentration of 

hydrogen on production rate but not on the structure and physical state of polypropylene 

(Hu et al., 2016; Nojiri et al., 2016) .To meet this objective, the mechanical tests that are 

performed in the plastic industries are considered. As APLACO, Saudi Arabia, is one of 

our research collaborators (product quality aspects), we have carried out the mechanical 

properties testing as APLACO practicing.  

 

However, fluidised bed reactors (FBRs) are one of the most widely used commercial 

reactors to develop polyolefin (Banaei et al., 2015; Che et al., 2015a, 2015b; Guidolini 

et al., 2016). Hence, high-performance product development is performed using FBRs. 

Meanwhile, some of the extremely important mechanical properties, such as Dynamic 

Mechanical Analysis (DMA), Tensile Strength, Hardness Test and Izod Impact Testing, 

and Melt Flow Index (MFI) are intensely impacted by the operating environments of the 

reactor, for example, the gas-solid fractions (that is, the gas and solid flow field) and are 

directly associated with the FBR behaviour of multi-scale polymerisation. It is already 

acknowledged that the polymerisation kinetics, along with the mechanical properties of 

the polymer product, are affected by hydrogen (Nojiri et al., 2016).  

 

In spite of this, it is challenging to perform a comprehensive experimental observation 

on multi-scale process parameters. In a complete real-time experimental project for a 

pilot scale reactor, it is necessary to consider composite gas-solid two-phase flow, and 

particle–reactor and particle-particle interactions, along with dynamic trends that 

include pressure, system temperature and hydrogen content. 

Four new concepts are presented in this study. The first would be the evolution of 

dynamic process parameters in combination with reaction models developed for olefin 
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polymerisation. A single experimental report is available which involved gaseous phase 

propylene homopolymerisation in fluidised-bed reactors, wherein polymerisation in 

batch was performed, in a basic dynamically-balanced scheme with a single phase as 

suggested by Meier et al. From this, a compartmented reactor scheme was developed 

from smaller-scale in their study and not just pilot-level reaction processes. Second, our 

research is the pioneering research where comprehensive processing parameters have 

illustrated the results of non-linear reaction conditions in reactors at pilot scale. Profiles 

of temperatures in seven varied zones of reactions are reported, while the profiles of 

pressures were also taken in four varied areas. The literature on propylene 

polymerisations has until recently only reported on explorations of profiled averaged 

temperatures and pressures. Third, the regulation of catalytic doses is seen as the most 

critical task in estimating propylene polymerisation. A distinct method for controlling 

catalytic doses has been evolved for our pilot-level production process, as well as the 

associated rules for dose estimations. And finally, industrial-standards characterisation 

studies on controlling hydrogen throughout the process have been carried out. Product-

quality trial studies involving hydrogen concentrations in the actual conditions of 

reactions have not been previously conducted. 

 

It is therefore our goal to provide clear-cut dynamic explanations of the concurrent 

process parameters and how these influence the physical properties of commercial-

grade polypropylenes, in order to assist industrial-engineering and academic specialists 

in their decision-making.  
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6.2 Choice of measurement technique 

In literature, it has been stated that because the industrial fluidised beds characterise 

harsh conditions, the only standard measurement methodologies in industrial fluidised 

bed reactors consist of pressure and temperature measurements. However, measuring 

and observing average pressures and temperatures does not always provide sufficient 

information (van Ommen et al., 2011).  Ommen et al. (Ommen et al., 2004) gave an 

example of average pressure and temperature measurements being insufficient for a 

process operator of a fluidised bed reactor to recognize the abnormal behaviour of 

multiphase fluid dynamic problems that took place in the bed. Bartels et al. (Bartels et 

al., 2015) presented that without the occurrence of defluidisation, the average decrease 

in pressure does not ascertain the rate of production and clustering of plastic particles in 

a laboratory-level fluidised bed at high temperature. 

 

More advanced measurement techniques could be used to obtain better data on the 

fluidized bed hydrodynamics in order to improve the operation quality. Many of these 

techniques are very local, i.e., they give information about a small measurement 

volume. Examples are capacitance and optical measurements for solids volume 

concentration, heat transfer measurements, and solids flow measurements by suction 

probes (Bartels et al.). Another possibility is provided by image analysis techniques for 

particle size measurements (Saayman et al., 2013). A point of attention is that some of 

these techniques may disturb the flow, and could consequently give measurement 

results that are not representative for the undisturbed hydrodynamics. Moreover, these 

techniques are less useful for obtaining a general impression of the overall state of the 

hydrodynamics in the whole fluidized bed (or at least in a substantial part of the bed) 

due to the small measurement volume. Rather than moving to other measurement 

techniques, one can also try to extract more information from the only two measurement 
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techniques that are routinely applied: pressure and temperature measurements (Khan et 

al., 2014). In our present research we have add another dominant process parameter, 

hydrogen, to measure. So far, there is not a single study has been reported on the 

combination of these three dynamic process parameters. By performing pressure, 

temperature or hydrogen measurements at a high enough data sampling frequency, 

dynamic information can be obtained instead of average data only. For temperature 

measurements, it is hard to combine a high enough sample frequency to obtain a 

dynamic signal with the robustness of the equipment needed for industrial 

measurements. To overcome this problem we have fabricated seven temperature sensors 

at various point of the reactor. Secure and resilient pressure sensors with high frequency 

of response have been set up at four positions [see in Figure-6.1]. 

 

 

Figure 6.1 : Pressure and temperature profile measurement scheme for real-time data 

acquisition.  (fluidised bed has been shown before gas mixer introduction in the system) 

 

6.3 Experimental setups :  

The experimental setup is illustrated in Figure-6.2. The experimental setup constituted 

of a pilot level fluidised bed reactor (150 cm long and 10 cm internal diameter) 

designed and developed by the Polyolefin Research Group of University of Malaya, 
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Malaysia and the Research and Development Centre of Malaysian National Petroleum 

Corporation (PETRONAS Research Sdn Bhd). The reactor with reactant gases that has 

the potential of operating at pressures up to 30 bar and temperatures up to 200 °C, was 

externally heated using electrical heater and regulated by an integrated control system 

(that enables control of flow, temperature, pressure and feeding control). A gas purifier 

ENTEGRIS (0.003 micron) is used for supplying gases, such as, Hydrogen, Nitrogen 

and Propylene. For the calculation of rate of gas flow, a calibrated ADMAG AXF 

(YOKOGAWA-Japan) flow meter was installed with the adoption of the Dual 

Frequency Excitation (DFE) technique. 

 

 
 

2 (a)                                                                         2(b) 

Figure 6.2: Detailed schematics of the pilot scale fluidised bed reactor for 

polypropylene production , 2 (a) and pilot scale fluidised bed reactor at University of 

Malaya, 2 (b) . 

 

Moreover, this enhanced Dual Frequency Excitation has been added to tackle more 

severe applications. The gas mixture was introduced into through the metal meshed gas 

distributor. The column was constructed of stainless steel. At seven points, the 

temperature of the fluidisation gas was recorded using Tz10X series thermocouples 

(SRU3G-F/C-60 model, Willium Inc. USA)   temperature sensors. The pressure was 

measured in four points using pressure transmitters (PzX1000). The Dactron‘s RT Pro 
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Dynamic Signal Analysis Series Software, BP-170, program was used to log all the data 

collected from the temperature, pressure, and gas  meter in a data file.  

 

The rate of reaction can be computed from the rate of hydrogen feed necessary for 

keeping the pressure and temperature constant throughout the experiment. This 

procedure was followed for producing the polypropylene for analysing mechanical 

properties. Only hydrogen concentration was varied.  To be able to carry out 

experiments up to 25 bar, the liquid propylene in the system is maintained at a minimum  

temperature of 70°C. Also, all the channels of the propylene supply system are kept at 

70°C, to avoid condensation of propylene. 

 

6.4 Model development  

We have taken the complex catalytic reactions under consideration for explaining the 

kinematic factors of propylene homopolymerisation. Factors for production rates of 

polypropylenes were described with the kinematic-momentum approach. In the cases of 

reactive monomers (as expressed in sequences of differential- and algebraic-type 

equation sets), the required mass-balance equations were independently employed in the 

various bubble/emulsions phases, for fluidized bed reactors contain the highly active 

catalyst sites. This resulted in an improved representation of the conditions confronting 

the diverse catalysts (Ziegler-Natta). 

 

This model comprises a set of continuity and momentum equation for the 

bubble/emulsions phases. Couplings of reaction rates and active parametric functions 

are achieved in the determinations of each pressure- and interphase-exchange co-

efficient. The manner in which the scheme manages the couplings is dependent on the 

phase classes which are included. For example, granular gases-to-solids flows are 
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handled differently in comparison to that of non-granulated or fluid-to-fluid flows. 

These properties were obtained by employing dynamic theories in the examinations of 

granular flows, and the modelled mixtures also influence momentum exchanges 

between each phase. The User-Defined Function, or UDF, of ANSYS FLUENT, which 

allows customisations of the momentum-exchange computations, was used in this 

study. 

The application of both multi-phasic and kinematic models supports the analyses of 

fluidised-bed reactions. As some mathematical theories are critical to the development 

of understandable models of reactions, their details are therefore further covered in the 

following parts. 

 

It was assumed in our research that the propylene are mainly consumed in the 

polymerisation reactions and the hydrogen is consumed in the hydrogen transfers to the 

reactions. A reasonable use of the specific approach typifies the expressions of rates in 

each pressure-sensitive reaction. That said, the pressure-base rate of reaction equations 

can be explained by considering following assumptions: 

1. Polymerisation reactions occur in dual emulsion/bubbling phases. 

2. Emulsion phases would be well homogeneously mixed and will not remain in a 

minimally fluidised condition. 

3. The assumption is that each bubble is spherical in shape. Most are also assumed 

to rise up in the fluidised bed in plug flows and with fixed velocity. 

4. The resistance within the gaseous and the solid particulates occurring in each 

bubbling and emulsion phase to the mass and thermal transfers is expected to be 

insignificant, with reference to very low-to-moderate catalyst reactions (S Floyd 

et al., 1986). 
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5. Gas-solid distribution resulting from the rising flows of bubbles will lead to 

minor temperature declines/inclines in temperatures and radial concentrations in 

the FBR but will affect the pressure significantly. 

6. The assumption is that particle sizes within the bed are unvarying. 

7. The reactions consume components which flow in phases displaying pseudo-

homogeneity. The hydrodynamic structures of the fluidised beds are delineated 

in the averaged properties of the occurring emulsion/bubbling phases. 

8. Adhesion forces between particles are assumed to be insignificant for the 

purposes of simplifying the problem in its thermal features 

9. Observed properties such as thermal capacities, thermal conductivities, 

viscosities, and densities of the gases and particulates are presumed to be 

physically unvarying. Values are determined for initial and final temperatures at 

70 ⁰C and 80 ⁰C, respectively. 

10. Heat losses via reactor walls are disregarded 

11. Conduction of heat in bubbling phases is disregarded 

12. All particles exhibit consistent temperatures 

13. For gas-particle local thermal transfer coefficients, the Ranz-Marshall 

correlations  are utilised for local particle conditions 

 

In consideration of the aforementioned assumptions, we offer here the important 

equation set for every necessary component occurring in the FBR. Mathematical terms 

are listed in the nomenclatures as well as in the manuscript.  

For Ti-Mg based (Ziegler–Natta)  catalytic reactions, the reaction rate equation of Floyd 

et al. (1986) is conveniently applicable, and is described according to catalytic volumes 

and transformed to the ensuing equation for single-polymer particles: 
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gs
pl

pexpd p)
RT

E
_exp(kR =

                                                                            (6.1) 

Where pexk  denotes the pre-exponential constants of polymerisation rate coefficients, E 

denotes activation energies for polymerisations, and gsp  symbolises reactor pressures. 

The pexk  and E parameters were established from the work of Kaneko et al (1999). In 

current expressions, the particle-size transitions are rendered insignificant due to the 

need to simplify the model. Transitions in temperatures therefore dominate transitions in 

reaction rates. In later modelling of instances featuring broad distributions of polymer 

particle sizes, equations of the kinetics which incorporate resistances of dilution 

monomers may need to be employed.  

Monomer mass balances correspond to: 

  22,2
2

HHinHin
H RyyF

dt

dy
m 

                                                                     (6.2) 

Where m  represents the total masses in each of the reaction mediums, where 2Hy  

represents hydrogen weight fractions in gH2/kg, and 2HR  represents their hydrogenation 

consumption rates. These seeming consumption rates are employed given that the 

reaction-rate factors for hydrogen reaction transfers and for reactivations of inactive 

sites are not available for the system of catalysts utilised in this research.  

The term 
dt

dy 2H   for stability calculations is governed by this associated expression of 

Tsuji et al. (1993): 

 

k

m

dt

dyH 2
5

12 
                                                                                       (6.3) 

The energy balances for particles follow the expression: 
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Wherein pV  represents volumes of particles, 
pp

c
,

 represents the specific heats of 

solids, HΔ  represents polymerisation heats, and PS  represents the exterior surface areas 

of particles. In fully-fluidised conditions, the appropriate Anderson & Jackson's 

equation set (1967) for application is for application is: 

Continuity equation 
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Momentum equation: 
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For the motions of particles in fluidised-bed reactors, the appropriate expression for 

application is: 

tnippi FFpVFmg
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                                                              (6.7) 

Rotation: 
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For gas-particle interactions, the forces applied to fluid cells if  Eq. (6) are provided by 

Eq. (9) which results from the Ergun correlation for < 0.8 or for  ≥ 0.8 via Eq. (10) 

which is derivative of Wen & Yu's correlation. 
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Where )μ/vudερ(R glpgel = , gμ  corresponds to gas viscosities, DlC′  corresponds to 

revised drag coefficients, v corresponds to average particle velocities in fluid cells, and 

1v corresponds to the velocities of discrete particles. It must be noted that both voidages 

and gaseous pressures are delineated at the centres of computational domains, while gas 

velocities are delineated at the centres of the boundary planes between cell units to 

maintain quantitative stability, i.e. staggered-grid. 

The terms ( )vu and vu  in equation can be determined with the appropriate equation 

set:  

       ∑1
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Where x)vu( and y)vu( correspond to the component x and y values signifying the 

relative velocities between gases and particles, cn corresponds to the particle counts in 

fluid cells ylv , and xlv  correspond to the component x and y velocity values of l 

particles. 

In evaluating ip∇ in Eq. (7), it is presumed that pressure gradients nearly equal those in 

beds which are adequately mixed at voidages,  .These involve the presumption that the 

acceleration terms of gaseous elements are insignificant in comparison to others. The 

left side of Eq. (6) therefore approximately equals 0 where we gain: 
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Where n corresponds to the particle counts. Similar techniques were assumed by 

Mikami et al. (Mikami et al. 1998), but were not examined fully. As the aim of the 

current research is to explore the temperature behaviours of gas-phase polymerisation 

reactors, the further enhancement and advancement of phase-formation simulations is 

beyond our current area of emphasis, and phase-change details have been covered in 

prior research by Khan et al. (Khan et al., 2016). 

For energy balances, the proper derivative expression is: 

pgg

g
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∂
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∂
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                                                          (6.16) 

Where pgC  corresponds to the thermal capacities of gases, gT  corresponds to gas 

temperatures, and gQ corresponds to the rates of thermal transfers between gases and 

particles in unit volumes, which is stated in the ensuing expression in accordance with 

above mentioned presumptions . 
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Where ph represents the coefficient of thermal transfers between gases and particles, pd

represents particle diameters, and pT represents particle temperatures in fluid cells. 

The coefficient of thermal transfers ph  is approximated with the appropriate Ranz-

Marshall correlations (Ranz, 1952): 
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Where gλ  denotes the thermal conductivities of the gases, g,pC   denotes the thermal 

capacities of the gases, gμ  denotes the gaseous viscosities, and lvu  denotes 

particle-to-gas relative velocities. 

 

Gas velocities are delineated at the centres of boundary planes between cell units in 

order to eliminate quantitative instability. Voidages as well as gaseous temperatures and 

pressures are delineated at the centre of cells. To resolve calculations for fluidic motion 

in Eqs. (5), (6), and (16), SIMPLE (Semi-Implicit Methods for Pressure Linked 

Equations) algorithms and explicit techniques using the upwind-order system were 

applied. The dynamic process parametric sets and coefficients assumed in this research 

can be located in the specified literature of Shamiri et al (2010), with quantitative 

conditions and computational details provided in Table -6.1. In this research, the 

influence of temperatures, or the activation energies, on polymerisation dynamics was 

studied for the propylene polymerisation reactions. Many research findings have shown 

that in those instances when Ziegler-Natta particulates are tiny and do not exhibit high 

levels of activity due to low-to-moderate rates of polymerisation, the existing 

resistances to thermal and mass transfers within the polypropylene and the un-reacted 

particulate solids and gases have inconsequential roles which would not affect reactor 

behaviours or the properties of the polyolefins. We have also utilised the active dual-

phase scheme that had been partly recommended by Khan et al. (Khan et al., 2016). 

This offers a superior description of the many hydrodynamic events as well as enhanced 

our quantifiable understanding of the actual processes. 
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Table 6.1 : Computational conditions for modelling 

Initial flow conditions:  

Fluids Mass Flow rate (kg/hr) 

Propylene 145 

Hydrogen 0.414 

Nitrogen 73.87 

Bed materials  

particle density (kg/m
3
) 950 

Particle diameter, (μm) 500 

Restitution coefficient, e 0.9 

Friction coefficient, k 0.3 

System specifications    

Reactor inner cross sectional area, m
2
 0.00785  

Reactor inner diameter, m 0.1016  

Bed height at minimum fluidization, m 0.17  

Bed height, m 0.24 

Height of reaction zone, m 1.5 

maximum cross-sectional area of the 

disengagement zone, m
2
 

0.0490625  

Reactor disengagement zone diameter, m 0.25                                   

Height of disengagement zone, m  0.31  

reactor volume, m
3
 0.0215                                                    

Bubble  

Maximum bubble diameter, m 0.08 

Types of distributor perforated plate (stainless steel) 

Number of fluid cells 41105 

Time step, s  1.29810 
-5

  

Process Parameters   

Reaction temperature 70 
0 -

80 
0 
C 

System pressure 20-30 bar 

Propylene concentration (%wt) 75 

Hydrogen concentration (%wt) 2 

Nitrogen concentration (%wt) 23 

Overall heat transfer coefficient, 410.22 

rate constant 8.94810
-6

 

activation energy  10585 

heat of polymerization 2.5110
3
 

viscosity 0.01412 

thermal conductivity, 0.03623 

 

In all bubbling FBRs, the rising movements of bubbles can result in improved blending 

of the particulate solids in the emulsions or the denser phases. This can bring about 

uniform concentrations of the various particulates as well as temperatures in the denser 

phases. Thus a CFD-derived scheme displaying pseudo-homogeneity is also 

implemented for these phases. The gaseous bubbles rise in the bed with set velocities 
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while particulates fall, exhibiting mass and sizing increases as they stream downwards, 

thus validating the usage of plug flows in the bubbling phases. 

 

6.5 Sample preparation for mechanical testing  

For mechanical property analysis, polypropylene samples (see figure-6.4.a ) were 

prepared by compression moulding method. In the compression moulding approach, the 

polymer was melted at 180
0
C, compressed by hot press and after 2 min cooled by 

blowing the air. Compressed polypropylene sheets had 1 mm thickness. 

 

6.4. a 

 

6.4. b 

Figure 6.4: Produced granular Polypropylene (6.4.a) and dog-bone shape 

polypropylene bars (6.4.b) for thermo-mechanical testing 
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Samples for mechanical test were cut out from sheets. The sample was a long bar and 

had a dog-bone shape (figure 6.4.b), with a gauge length of 25 mm, width of 9 m and 

thickness of 1 mm. In these samples, the formation and propagation of neck was not 

restricted by the shape of specimens. 

An Instron® Universal Materials testing machine was used for tensile testing. In this 

process, a specimen was stretched and the weight bore by the specimen was measured 

to check the tensile strength. Consequently, a stress-strain curve was derived from the 

load and deflection data that are determined from the specimen dimensions. The stress-

strain curve presents different types of tensile properties. The standard tests were carried 

out in accordance with the ASTM D638-03 procedure.  

 

6.5.1 Impact property testing of plastics 

ASTM impact tester model 43-02 was used to carry out Izod impact tests. These tests 

were done at the room temperature on notched specimens, which were sliced with a 6.8-

J hammer from the far-end and gate-end of injection moulded Izod bars at an impact 

velocity of 3.5 m/s. Mostly, the Izod impact strength at the far-end was similar to that at 

the gate-end; in case the former is a little lower than the latter, an average of the two 

values was considered. 

 

6.5.2 Dynamic mechanical analysis 

One of the several configurations was used to carry out dynamic mechanical analysis. In 

this analysis, stress was applied in tension, compression, shear, flexure or torsion. 

Dynamic mechanical analysis experiments were executed at a temperature range of 

room temperature to 180 
0
 C , typically at a 5

0
 C/min  heating rate . The type of modulus 

estimated depends on the mode of the analysis used. Temperature sweep testing refers 

to the measurement of modulus across a varied range of temperatures. In the dynamic 
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mechanical analysis, the resultant modulus is continuous across the temperature range 

of interest, which is an advantage of this method over conventional tensile or flexural 

testing methods. The third generation Dynamic Mechanical Analyser (DMA), Q800 

series from TA instrument comprising with ultramodern linear drive technology was 

used to get the detailed, accurate control of stress, and air bearings for lesser friction 

support. Every factor was measured by using optical encoder technology that offers 

supreme sensitivity as well as  resolution.  

 

6.6 Results and Discussion 

6.6.1 Dual phase (bubble-emulsion) dynamics behaviour: 

The motive behind this phase modelling is to give a clearer idea of the dynamic bubble 

movement during reaction. As the bubble formation and headway plays a vital role in 

gas-solid mixing which can significantly affect the polymerisation rate in real reaction 

conditions. Conversely, pressure fluctuation in the different portion of the reactor may 

be altered due to the variability of the bubble shape. Snapshots of the patterns of phases 

(bubble and emulsion)  transformation found in the pseudo-2D fluidised beds at various 

points in time can be useful in analysing their bubbling behaviours. These shots were 

caught at a similarly superficial velocity (u0=0.25 m/s) after thermal steady-states were 

reached in the simulated models. The general formation of phases and changes in bed 

elevations were also utilised to measure time-varying effects on the hydrodynamic 

properties.  

 

Once inlet gas velocities are fixed(in minimal fluidisation)  and the simulation time 

interval varied as in the initial snapshot in Figure 6.5, small spherically-shaped bubbles 

are observed to stream to the bed surfaces. Increases the times lead to increases in the 

size of bubbles due to rate increases in coalescence. The fluidised bed displays 
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chaotically disordered movements. When bed fully fluidised (at t=3s and onwards), 

bubbles are difficult to distinguish discretely. Owing to severe disintegrating and 

coalescing behaviours among bubbles, particulate movements in the bed do not display 

characteristic bubbling features, and instead manifest odd-shaped void structures.  

   

 

 

     

     t=1 s t=2 s t=3 s t=4 s t=5 s 
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     t=6 s t=7 s t=8 s t=9 s t=10 s 

          

Figure 6.5: Dynamic phase transformation of fluidised bed during propylene 

polymerisation  

 

It should be noted that bubble movements and distributions have critical roles in 

mediating fluctuating reactor temperatures and pressures. Accordingly, these 

occurrences can influence aggregate rates of production, which has been demonstrated 

in the following sections. 

 

6.6.2 Dynamics of temperature on reaction system and production rate 

The dynamic profile of temperature during polymerisation has been examined at 

different temperatures at 25 bar pressure and 2 mol% of hydrogen. As shown in figure 

6, the dynamic temperature oscillation along with the polymer production rate vary at 

certain section of the reactor. The experimental results showed a higher temperature at 

the point, Tz 104, at the section where gas-solid possible uniform mixing is considered 
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to be took place. The two thermocouples T 104 and T106 showed a substantially higher 

temperature compared to other thermocouples in the bed, which shows that there has 

been relatively high polymerisation activity in the proximity of the exothermic nature of 

the reaction. 

 
 

6 (a) 6 (b) 

 Figure 6.6: Online temperature monitoring during reaction and effect on reaction rate. 

(system pressure 25 bar and hydrogen concentration at 2 mol%)  

 

It is well documented that catalytic activities significantly influence the reaction rate 

temperature dynamics in the olefin polymerisation. But, the performance of catalyst 

symmetrically depends upon the uniform mixing of solid particle and the gases.     Once 

the catalyst injections are performed, there is a quick rise in the temperature, which 

attains the highest limit after approximately 45 minutes. The next step involves the 

deactivation of the catalyst, which subsequently leads to a dip in the temperature inside 

the reactor that returns to its initial value after about 90 minutes. The highest 

temperature attained in this experiment was about 82°C. However, model predicted 

consequences exhibited that temperature increased sharply from 70
0
C to 75

0
C

 
at 30 

minutes of residence time, after that a stationary phase demonstrated. 
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There is a high probability for chemical reactions among different catalyst components 

owing to high reaction temperature. Shamiri et al. (Shamiri et al., 2011) suggest that for 

gas phase polymerisation that uses a Ziegler-Natta catalyst, the catalyst is deactivated 

quickly when the temperature exceeds a certain limit. Moreover, a micro level thermal 

runaway can be avoided by prepolymerisation. In the prepolymerisation step (at the 

zone T-103), the reaction rate is much lower than that in the main polymerisation, which 

gives particles enough time to grow to a size where the exterior surface is large enough 

to eliminate all the reaction heat.  

 

6.7 Real-time pressure profile during reaction  

Pressure fluctuation measurements do not give a direct measure of some fluidization 

characteristics, such as the local solids flux or the voidage profile; however, they help to 

determine various important gas-solid fluidisation dynamics like, bubble motion 

direction, bubble coalescence, and bubble bursting (Jang et al., 2010). While pressure 

fluctuations between two nearby points indicate local hydrodynamic phenomena (like 

the flow of a bubble through the measurement points), oscillations in absolute pressure 

largely indicate overall hydrodynamic behaviour, which can be measured anywhere in 

the system (like eruption of bubble on the surface of the bed). As this study focuses on 

the global characterisation of hydrodynamics, we consider real-time pressure 

fluctuations to arrive at the results. The deviations observation of high-pressure reaction 

at different part inside the reactor has not been found in the works published before. It 

should be stressed here that monitoring based on pressure fluctuations should not be 

seen as a replacement of the current routine measurements of average temperature and 

pressure drop, but as a valuable analysing tool for observing the fluidization state of 

industrial fluidized beds.  
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The dynamic pressure consequence was studied between 20 and 26 bar at 75°C. The 

hydrogen concentration was set constant at 2 mol%, which is consistent with the value 

used for the temperature series. The maximum pressure rising has been observed at the 

reactor zone, z-204, which escalates at 25.2 bar and falls at 20 bar. This is a very 

significant finding as it has been find out from this experimental study that reaction took 

place as full range at specific reaction zone, z-204 within 2 hours. Theoretically, this 

statement is supportable as the polypropylene gas-phase fluidization reaction needs 

minimum 20 bar system pressure and only at the z-204 reaction pressure sustains from 

25.2 to 20 bar (Shamiri et al., 2010). In the case of other reaction zones (z-201, z-202 

and z-204) the highest pressure raises until 23 bar but after 32 min a sharp pressure drop 

is observed which continues until 57 min to reach at 20 bar. After 1 hour the system 

pressure starts to drop below 20 bar and perpetual falloff reached at 16 bar at 2 hours, 

which proves that no reaction took place after 1 hour at other three reaction zones. 

Figure 6.7 depicts a first-order reaction kinetics, in which the polymer production rate 

rises in line with the system pressure variation.  
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Figure 6.7: Real-time pressure dynamics profile of propylene polymerisation in a pilot 

scale fluidised bed reactor at 75 
0
C temperature and 2 mol% of hydrogen. 

 

High polymerization rates, which involve high monomer concentrations or bulk 

temperatures, result in chemical deactivation reactions. This can be attributed to the fact 

that at high polymerisation rates, particle temperature tends to be considerably higher 

than the bulk temperature. If the maximum polymerisation activity of particle excess 

temperature behaviour is identical to that of the pressure series, then the actual particle 

temperature will likely be the same for both the pressure and temperature series. 

 

6.8 Hydrogen flow rate profile:  

It is widely known that the hydrogen/fresh feed gas ratio yields specific polymer grades 

in terms of polymer microstructure. In this study, the effect of control of hydrogen 

concentration during reaction on polymerization rate was measured in the first stage. It 

is worth to mention that hydrogen concentration was maintained at 3 different 

concentrations 2 mol%, 4 mol% and 8 mol%. Polypropylene produced at different 

hydrogen concentrations i.e. 2, 4 and 8 mol% were termed as PP-2, PP-4 and PP-8 

 

 

 

 
 

7 (a) 7(b) 
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respectively in the next sections. In second phase of analysis, the polymer grade was 

defined by conducting characterization study. More specifically, we are interested in the 

thermal and physical characterizations of various grades of polypropylene. The 

hydrogen to monomer ratio is set constant by a predefined value through a controller to 

achieve the required thermoplastic properties. However, when commercial grade 

polypropylene mechanical properties maintaining is required, the task is challenging as 

it demands precisely controlled and uninterrupted hydrogen supply during polymer 

formation.  

 

In this study, real-time hydrogen consumption rate was determined for the first time.  

Figure 6.8 shows that highest amount hydrogen intake took place from 30 min. to 60 

min. At 60 min. the hydrogen inflow rate was at maximum 4.0 LPM scfm (standard 

cubic feet per minute) in the reactor. This finding strongly endorses the previous 

findings of this study i.e. the findings of dynamic temperature and pressure. Both 

phenomena shows maximum reaction rate in similar time duration. This value was 

measured by a specially designed online RGA (Refinery Gas Analyser) (designed at 

University of Malaya, Malaysia and commissioned by Perkin Elmer, USA). However, 

the developed model showed also the similar trend of hydrogen consumption rate in the 

system.  

 

Figure 6.8: Real-time Hydrogen consumption dynamics in the pilot scale fluidised 

polymerisation reactor 
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Though hydrogen is believed to exert some influence on catalytic activities, the 

activation method by hydrogen is yet to be proved (Khan et al., 2016). While many 

theories exist, the majority believes that the uneven addition of monomers results in the 

formation of dormant or sleeping sides, which are reactivated by hydrogen. This boosts 

the overall catalyst activity. Generally, the most successful method is the chain transfer 

with hydrogen. This method controls the molecular weight of PP under real reaction 

conditions. The proportion between the total propagation rate and the total chain 

transfer rates determines the mechanical properties of a polymer sample, which 

generally do not depend on the polymerisation activity. A detailed characterisation 

findings of hydrogen amount controlled  polypropylene have been discussed in the 

subsequent sections. 

 

6.9 Mechanical and thermal characterisations 

The enhancement of mechanical properties is also related to the processing conditions. 

There are many mechanical tests to examine plastics and polymers; however, they 

primarily do not form a rational set. The entire set of mechanical tests can be classified 

into various logical sets using definite methods. One such classification groups the 

mechanical methods into tests that examine long-term properties and tests that examine 

short-term properties. Short-term tests constitute tests such as tensile tests, flexural tests, 

and the determination of impact resistance, which measure material properties. Though 

these tests are easy to perform and infer, they do not have the capability to calculate or 

gauge the long-term performance properties of a material. Short-term tests are most 

often listed on material data sheets. The following section will focus on some specific 

mechanical testing, which are routinely carried out by commercial grade plastic 

manufacturers.  
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6.9.1 Izod impact strength 

In fact, almost all polymer components are exposed to impact loads. Many polymers are 

capable of taking this type of loading owing to their tough and strong properties. 

Nevertheless, even the most plastic materials like polypropylene sometimes are unable 

to bear the load under certain conditions. Such kind of failures tends to take place at 

high deformation rates. Designers generally use impact tests to evaluate the relative 

impact resistance. These tests are generally used for quality check as well. The standard 

test, ASTM D256-06, was selected for Izod impact strength of our produced 

polypropylene. The energy per unit length or per unit area represents the impact 

resistance. The impact strength of different grades of polypropylene can be determined 

using these impact tests. 

 

Figure 6.9 shows plots of Izod impact strength for PP with the various hydrogen 

concentration designated as those having an MFI of 1.0. As seen in Figure 6.9 , the 

impact strength for PP with 2 wt % hydrogen has shown ‗super-tough‘ behaviour, 

which leads to a strong increase in the impact strength up to 692 J/m. However, further 

increase in the hydrogen concentration in PP displayed a sharp decrease of impact. At 4 

wt % of hydrogen in PP, the observed Izod value was around 635 J/m , whereas another 

two specimens (for 6 wt % and 8 wt %) showed  the Izod strength value at  618 J/m and 

593 J/m, respectively.  
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Figure 6.9: Izod strength profile of different grades of polypropylene (PP-2, PP-4 and 

PP-8)  

 

Various plastics do not consist of the desired impact resistance, which is required for its 

intended use. Instead of changing to a different kind of plastic, they can be modified to 

suit the requirement. Alteration of hydrogen concentration during PP manufacture can 

significantly affect the impact resistance.   

 

6.9.2 Tensile and flexural properties 

The tensile test is one of the most frequently used mechanical methods to examine 

material properties of plastics. A dumbbell-shaped specimen is used in the test that is 

outlined in ASTM D 638. Apart from providing information such as the fracture 

properties as tensile strength at break and elongation at break, the yield point in the form 

of yield strength and elongation at yield, and the stiffness of the material as elastic 

modulus, tensile testing yields data about the proportional limit.  

This study aims at finding the influence of strain rate on stress–strain behaviour of 

polypropylene. The tensile strain-stress curves obtained in this study are shown in figure 

6.10.  The range indicated by points on the curve for different PP samples can be 

described as follows: 
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Figure 6.10: Tensile strength analysis of PP-2, PP-4 and PP-8 (ASTM D 638) 

 

‗A‘ represents the ‗proportional limit‘, which is the end of the region in which the PPs 

demonstrate the linear stress-strain behaviour. In this case, all the PPs show similar 

trend of linear behaviour. ‗B‘ represents the ‗unacceptable elastic limit‘ after which the 

part is constantly distorted when the ASTM-recommended strain is eliminated. No PP 

sample considered for this study was deformed at an early stage.  ‗C‘ constitutes the 

‗yield point‘ after which the material will deform without any more rise in strain. PP-4 

and PP-8 showed the bearable response to strain at 60 mpa and 53 mpa, respectively, 

whereas PP-2 did not show any deformation response at this point, which means that at 

the standard yield point, PP-2 will not be deformed. ‗D‘ represents the ‗ultimate 

strength‘, which is the highest stress on the curve. This point forms the main feature of 

the thermoplastic characterisation study. 

 

Our three products showed very surprising mechanical phenomena. PP-2 showed the 

‗stiff and tough‘ trends. Here, it is worth mentioning that toughness is the extent to 

which a material can undergo deformation before fracture, i.e. how much energy a PP 

sample can absorb while deforming before it breaks. Stiffness is the extent to which an 

object resists deformation in response to an applied force. Strength is a degree of the 

extent of a material's elastic range or a combination of elastic and plastic ranges 
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together. PP-4 showed the ‗stiff and strong‘ trends. On the other hand, PP-4 showed soft 

and tough characteristics.  ‗E‘ is the ‗breakpoint‘, at which the plastic materials should 

permanently break.    

 

6.9.3 Morphological transformations 

 Figure 6.11 (a) shows the surface structure of PP-2. This compact grain configuration 

confirmations a reinforced matrix, ensuring the increased stiffness and tensile strength 

as examined before. This structure also indicates identical high stress tolerance zones, 

which specifies the improved reinforcement of the polymer matrix. Here, structural 

elements may be related to the intensification in the tensile modulus as well as tensile 

strength.  Figure 6.11 (b) shows the smooth surface with existence of few inner bubbles.  

The surface shows a fairly homogenous polydispersity with some extent of early 

deformation stress zones.  There is a noticeable change in the surface structure of PP-8 

(figure 6.11 (c)) compared to the other PP samples. Some lighter lines aligned with the 

grey background and some narrow wrinkle type structures are visible. 

 

Figure 6.11: SEM images on morphological changes of produced polypropylene  

 

 

 

   
11 (a) PP-2 11 (b) PP-4 11 (c) PP-8 
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The improvement in tensile strength may be as a result of the homogenous and 

fibrillated transformation in morphology where Chow et al. (Chow et al., 2005) 

mentions that superior interfacial adhesion develops the improvement of tensile 

properties. 

 

6.9.4 Dynamic Mechanical Analysis (DMA) 

The sinusoidal oscillatory test, also called the dynamic-mechanical-analysis (DMA) 

test, is one of the most useful mechanical tests for polymers. In this test, a fixed 

frequency stress input is used to stimulate a specimen, which is then noted along with 

the strain response. Different tests have different testing processes and varied shapes of 

the test specimens. ASTMD4065 explains the different tests and their corresponding 

specimen shapes and ASTMD4092 describes the terminology. The typical responses 

assessed in these dynamic tests are a storage modulus and a loss modulus. The storage 

modulus is associated with the elastic modulus of the polymer at the loading frequency 

and the loss modulus is connected to the damping or dissipative component seen during 

loading. The loss modulus can also be written in terms of loss tangent delta (tan δ). 

Being a thermoanalytical technique, dynamic mechanical analysis (DMA) evaluates the 

viscoelastic properties of materials. Polymeric substances exhibit both elastic and 

viscous behaviour concurrently. The equilibrium between the elastic recovery and 

viscous flow varies with temperature . DMA results provide the storage modulus, loss 

modulus, and the tangent of the phase-angle delta (tan delta). Though this analysis is not 

always used as a failure analysis technique, it can impart valuable material information. 

A vital application of DMA is the temperature-dependent behaviour of polymeric 

substances. The results of a standard temperature-sweep test depict the loss modulus, 

storage modulus, and the tan delta as a function of temperature. The capacity of a 

substance to contain stress across a temperature range is referred to as storage modulus. 
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At different temperature ranges, changes in molecular structures occur, which 

subsequently results in property changes, such as the glass transition and other 

secondary transitions. The loss modulus and tan delta impart information on these 

temperature changes that are otherwise not detectable by other thermal analyses. It is 

well noted that for evaluating the glass transition, DMA is considered advantageous 

over DSC (differential scanning calorimeter) and TMA(thermal mechanical analysis) . 

In addition, DMA can calculate the capability of a plastic-moulded component to 

maintain its properties over the service temperature range. Secondary transitions of 

lesser magnitude can relate to material properties like impact resistance; hence, they are 

also vital considerations. 

 

 

Figure 6.12 (a): DMA analysis of PP-2 (s=Sample Size: 17.5000 x 10.2000 x 2.4200 

mm, Method: SOP 05202, Single Cantilever Ramp 5.00 °C/min, Instrument: DMA 

Q800 V20.24 Build 43) 

 

Univ
ers

ity
 of

 M
ala

ya



240 

 

Figure 6.12 (b): DMA analysis of PP-4 (s=Sample Size: 17.5000 x 10.2000 x 2.4200 

mm, Method: SOP 05202, Single Cantilever Ramp 5.00 °C/min, Instrument: DMA 

Q800 V20.24 Build 43) 

 

 

 

Figure 6.12 (c ) : DMA analysis of PP-8 (s=Sample Size: 17.5000 x 10.2000 x 2.4200 

mm, Method: SOP 05202, Single Cantilever Ramp 5.00 °C/min, Instrument: DMA 

Q800 V20.24 Build 43) 
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Figure 6.12 (a-c) shows the glass transition, the elastic shear modulus and the loss factor 

for various polypropylene grades considering the following parameters:  

 Storage modules:   

Figures 6.12 (a-c) show the graphs of storage modulus versus temperature for PP-2, PP-

4 and PP-8. All the samples showed the nearly constant values storage modulus  from 

room temperature to 80 °C, this shows a glassy regime in the range  for polypropylene. 

While a sharp decrease of storage modulus was observed between 80 °C to 145 °C, 

150°C and 145 °C for PP-2, PP-4 and PP-8 respectively with the rise of temperature, 

i.e., the material transforms from glassy to rubber transition phase from temperature 

range of 80 °C to 150 °C. 

At the last stage, a straight stripe and the values approximately tend to zero was 

observed for each samples , which indicates a rubbery typography directing degradation 

of the moduli above 150 °C. An important finding has been derived from this stage , 

among three samples only PP-8 was reached to the complete rubbery phase. Value of 

storage modulus for PP-2 is exceptionally higher than that of PP-4 and PP-8. The 

highest storage modulus vale for PP-2 was 18,750 mpa, whereas, for PP-4 and PP-8 the 

values were 13,500 mpa and 14,897 mpa respectively. The higher values in primary 

stage and clear decline in the values in middle stage indicates the notion that  the 

material is in glass transition condition at which a transition from glass state into rubber-

elastic condition may turn up. When the dynamic molecular motion overlaps with that 

of mechanical bend, every oscillation is transformed into the highest- achievable non-

elastic deformation.  

Loss modulus:  

Figure 6.12 (a-c) also shows the loss modulus of various grade of PP in Dynamic 

Mechanical Analysis (DMA) spectrum. With the increase in the value of temperature in 

primary stage the loss modulus of each PP samples slightly increases from room 
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temperature to 100
0
C with similar trends, whereas in the middle stage the value of loss 

modulus attains a peak value which again decreases with the increase in temperature in 

region. However, the loss modulus value for PP-2 has been observed at 2000 mpa at the 

temperature 140
0
C , which is the highest among all samples. On the contrary, same loss 

modulus values at 1595 mpa at same temperature of 130
0
C were observed for PP-4 

AND PP-8.  

Tan delta:  

Figures6. 12 (a-c) show the behaviour of the damping factor for PP-2, PP-4 and PP-8 

with the increase in the temperature. While comparing the graphs of three samples, the 

similar values of tan delta were obtained for three samples. The peak value of tan delta 

indicates that the elasticity of the materials.  In terms of elasticity all the polypropylene 

samples showed the similar mechanical behavior in wide range of thermal fluctuations.      

 

6.10 Summary  

Gas-phase polymerisations of propylene in a globally unique pilot-scale catalytic 

reactor, facilitated with online data logger, have been carried out at different 

temperatures, pressures and hydrogen concentrations. The model calculated reaction 

rate has been explained and validated with experimental results, which considers the 

effects of real-time temperature, pressure and hydrogen concentration variation in the 

reactor. It is argued that the developed online process parameters effect observation 

strategy is capable of providing not only clear pictures on ‗where and when‘ reaction 

takes place but also the reaction rate. 

At high polymerisation rates, deviations have been observed from the experimental 

study, which is attributed to the real-time thermal and pressure dynamics. The 

maximum reaction rates were observed at a pressure of 25.1 bar and a temperature of 

75°C. However, large deviations were seen not only at higher temperature and pressure 
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ranges but also due to other reaction parameters zone for prepolymerisation time of 45 

min to 1 hour. Obviously, the effect of hydrogen flow rate on polymerisation was taken 

into account.  

The polypropylene industry produces polymers with definite mechanical and 

rheological characteristics. The microstructure of the manufactured polymer determines 

these characteristics. Of all the different process parameters, hydrogen concentration 

control during polymerisation was considered for the first time as one of the major 

factors that determines its mechanical properties. It was found that the 

thermomechanical properties of polypropylene were highly affected by the regulation of 

hydrogen concentration in the reaction system. The hydrogen content inside the reactor 

was regulated by modifying the hydrogen feed rate to the monomer ratio. Over a span of 

time, the ratio is manipulated in such a way that produced a polymer with desired 

properties. The influence of hydrogen on the polymerisation characteristics has been 

studied at concentrations of 2, 4 and 8 mol%. The produced polypropylene showed 

different physical properties like stiffness, toughness and thermoplastic behaviour due 

to alteration of hydrogen mass in the reaction system. As this real-time experimental 

and characterisation study was conducted in a pilot scale reactor (which is a prototype 

of an industrial-scale plant) and used state-of-the-art equipment, the findings will be 

significantly helpful for decision making for both industrialists and academia.   
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CHAPTER 7: CONCLUSIONS AND RECOMMENDATIONS 

 

7.1 Conclusions 

We tried to come up with several conclusions and recommendations in this chapter 

based on the results of this study. We created an experimental statistically based design 

model via a set of equations which was validated with experimental data for the 

production of polypropylene. Independent variables, namely temperature, pressure and 

hydrogen concentration, were classified as the vital factors that need to be set to 

augment the production of polypropylene. From this study, the optimum environment 

for polypropylene production included a temperature of 75°C, pressure of 25 bar and 

hydrogen concentration of 2%. The anticipated polypropylene production from the 

statistical model was 5.2% while the experimental data was 5.82%. In this study, the 

relationship between system pressure and reaction initiation temperature indicated that 

the interaction between them and the outcome of various applied statistical techniques 

demonstrated that the suggested model was an exceptional substitute to established first 

principle models. 

A hybrid model was created by meshing the statistical model with CFD (computational 

fluid dynamic) method to rationalise the detailed phenomena of the process parameter 

effects on fluidised bed hydrodynamics and reaction rate. To this end, a series of 

experiments were conducted to validate the developed model. The composite design, 

and emphasis on constructing an adequate precision ratio, the analysis of variance 

(ANOVA), and the significance of second-order models, determined by the F-value, 

normal percentage probability and an interaction graph of the hybridization model were 

the main points used to justify its validity. The optimum polypropylene production was 

set at a monomer concentration of 75%.  Also discussed were bed expansion, bubble 

dynamics and grid sensitivity at various process conditions were. 
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A coupled CFD-dynamic mathematical model, that integrated the sub-models that 

described the polypropylene production resulting from phase transition and gas–solid 

flow behaviour in a gas-phase fluidized bed reactor, was devised. This model was well 

suited to obtain the vital flow parameters in a pilot-scale catalytic FBR. These 

parameters included the superficial fluid velocity, monomer-hydrogen concentration, 

catalyst feed rate, and the product concentrations inside the reactor at reacting-flow 

conditions. Furthermore, analysis of the polymerization rate in individual phases, the 

monomer concentration in individual phase distributions in the reactor, and the ratio of 

polymer production in the bubble phase to the total production rate were also carried 

out. With respect to the experimental extent of the superficial gas velocity and the 

Ziegler-Natta feed rate, it was observed that the ratio of the polymer produced as 

compared to the overall rate of production was approximately in the range of 9%–11%. 

This was a major sum and it should be looked into seriously. 

Real-time data for important process parameters like pressure, temperature and feed rate 

of hydrogen on the dynamics of polypropylene (PP) production were obtained from a 

universally distinctive online data acquisition system. To examine the effects of the 

process parameters on the quality of polypropylene, an industrial standard 

characterisation study was conducted. The qualitative relationships were also recognised 

between the operating environments and the multi-scale properties. The results 

indicated that the findings of real-time dynamics could be applied to steer a multi-scale 

generalisation of the polymer from chemical process to product engineering. The effects 

of hydrogen on the polymerisation features were studied at concentrations of 2, 4 and 8 

mol%. The produced polypropylene exhibited various physical properties like stiffness, 

toughness and thermoplastic characteristics due to the alteration of hydrogen mass in the 

reaction system. 
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7.2 Recommendations and future works 

Based on the study that was carried out, the following are recommendations for future 

research to improve the modelling, optimization and pilot scale validation of this 

polymerization process engineering. 

1. Electrical capacitance tomography (ECT) is a non-invasive imaging technique 

for multiphase flows like those found in fluidised beds. It is worth mentioning 

that an ECT system is to being installed and commissioned at the existing pilot 

plant. It is highly suggested that a validation study of CFD simulation results 

with ECT be carried out.  

2. Various kinds of catalysts and co-catalyst can be evaluated to reduce operational 

costs, enhance plant safety and attain optimum conditions to for high quality 

production.  

3. In the next few years, Big-Data management research in the petrochemical 

industries is expected to be the hot topic. There are various matters related to 

Big-Data management in olefin polymerization when real-time data acquisition 

is very important for very delicate industrial judgements like scale up. The 

border between the use of pilot scale data, industrial scale data and Internet of 

Things (IoT) is sometimes very thin for organizations that adopt Big-Data with 

the intent of allowing better access, performance and efficiency of analysing the 

data and understanding the data analysis.  
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