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ABSTRACT 

Cyclooxygenase (COX) is a key enzyme in the biosynthetic pathway leading to the 

formation of prostaglandins, which are mediators of inflammation. It exists mainly in 

two isoforms, COX-1 and COX-2. The conventional nonsteroidal anti-inflammatory 

drugs (NSAIDs) have gastrointestinal side effects because they inhibit both isoforms. 

Recent studies show that the inhibition of cyclooxygenase-2 can delay or prevent certain 

forms of cancer. Agents that inhibit COX-2 while sparing COX-1 represent a new 

attractive therapeutic development and offer a new perspective for a further use of 

COX-2 inhibitors. The present study extends the evaluation of COX activity to a series 

of 1,3,4-oxadiazoline derivatives (3a-h) following a rational approach consisting 

molecular modeling, synthesis, and biological tests. Based on data obtained from 

molecular modeling, a set of compounds with better profiles of affinity have been 

synthesized and tested for COX-2 inhibition in vitro. All compounds (3a-h) showed 

reasonable inhibitory profiles against COX-2 but not COX-1, indicating that they are 

selective inhibitors for COX-2. Moreover, the study showed that compound 3h to be the 

best selective COX-2 inhibitor among the tested compounds with selectivity index in 

the range of 175, while compounds 3a, 3b, 3c and 3d showed moderate selectivity. Our 

results suggested that these novel compounds may have potential as structural templates 

for the design and subsequent development of the new selective COX-2 inhibitor drugs. 

The unique chemical structure of the compounds and their effect on COX enzyme 

binding and activity as well as their potency and selectivity, may prove useful in 

treating pain and inflammation. 
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ABSTRAK 

Cyclooxygenase (COX) merupakan enzim yang penting di dalam laluan biosintesis 

pembentukkan lipid prostaglandin dimana ia adalah perantara kepada penyebab 

keradangan. Keseluruhannya, ia wujud dalam dua bentuk dari satu protein iaitu COX-1 

dan COX-2. Ubat anti-radang bebas steroid yang lazim didapati menunjukkan kesan 

sampingan terhadap sistem pencernaan kerana merencat kedua-dua bentuk protein 

tersebut. Hasil penyelidikan terbaru menunjukkan bahawa perencetan enzim 

cyclooxygenase-2 ini mampu melengahkan atau menghalang beberapa jenis bentuk 

kanser. Agen-agen yang mampu merencat enzim COX-2 dan dalam masa yang sama 

tidak merencat enzim COX-1 telah menarik perhatian di dalam kaedah pembangunan 

rawatan dan seterusnya membuka perspektif baru dalam usaha penggunaan agen-agen 

ini sebagai agen perencat COX-2. Kajian ini bertujuan untuk mendalami penilaian tahap 

keaktifan enzim COX-2 terhadap satu siri terbitan 1,3,4-oksadiazolina melalui kaedah-

kaedah permodelar molecular, sintesis dan juga ujian biologi. Berdasarkan data yang 

telah diperolehi dari permodelan molecular, satu set sebatian dengan profil afiniti yang 

lebih baik telah disintesis dan diuji sebagai agen perencat terpilih COX-2 secara “in 

vitro”. Kesemua sebatian (3a-h) telah menunjukkan profil rencatan yang menyakinkan  

terhadap COX-2 tapi tidak terhadap COX-1. Ini menunjukkan bahawa terbitan-terbitan 

ini mampu menjadi agen perencat terpilih untuk COX-2. Hasil kajian juga menunjukkan 

sebatian 3h sebagai agen perencat terpilih COX-2 yang terbaik dengan julat indeks 

terpilih sebanyak 175. Manakala sebatian-sebatian 3a, 3b, 3c dan 3d hanya 

menunjukkan julat indeks terpilih yang sederhana. Keputusan ini mencadangkan 

bahawa terbitan sebatian novel ini berpotensi untuk dijadikan sebagai templat dalam 

usaha pembangunan agen perencat terpilih COX-2. Struktur kimia yang unik, kesan 

aktiviti, ikatan, kebolehupayaan dan pemilihan sebatian ini terhadap enzim COX 

mampu menjadi alat yang berguna dalam usaha merawat kesakitan dan keradangan. 
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CHAPTER 1: INTRODUCTION  

 

1.1 Background 

Inflammation is an immune system's response to infection or injury. It has been 

concerned in the pathogeneses of arthritis, cancer, and stroke, in addition to 

neurodegenerative and cardiovascular diseases. Intrinsically, inflammation is useful 

since it leads to removal of the offending factors and restoration of tissue structure and 

physiological function (Ricciotti & FitzGerald, 2011). 

Cyclooxygenase (COX) is an enzyme, which is responsible for the formation of 

prostanoids as important biological mediators, including prostaglandin, prostacyclin and 

thromboxane. The relief from symptoms of pain and inflammation can be provided 

from pharmacological inhibition of COX. There are three known COX isoenzymes; 

COX-1, COX-2, and COX-3. COX-1 and COX-2 can be shown at various levels 

through different tissues while COX-3 is a splice variant of COX-1, which possesses 

intron one and a frame shift mutation.  Although COX-1 and COX-2 basically act in a 

similar fashion, selective inhibition can make a difference in their side-effects. COX-1 

is considered a constituent enzyme, found in most mammalian cells. However, COX-2 

is an inducible enzyme and undetectable in most normal tissues but becomes abundant 

in activated macrophages and other cells at sites of inflammation. More recently, COX-

2 has been shown to be upregulated in several cancerous diseases and play the central 

role in tumorigenesis. 

COX-1 and COX-2 are of similar molecular weights, approximately 70 and 72 kDa, 

respectively, and have about 65% amino acid sequence homology and near-comparable 

catalytic sites. The substitution of isoleucine at site 523 in COX-1 with valine in COX-2 

is the most significant variation between the isoenzymes, which allows for its selective 
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inhibition. The smaller Val523 residue in COX-2 allows inhibitors better access into its 

hydrophobic side-pocket compared to the larger Ile523 in COX-1.  

COX-1 has been recorded to play an important role in protecting the gastric mucosal 

lining. Inhibiting COX-1 enzyme can lead to stomach irritation and ulcer, development 

as observed in some patients taking Non-Steroidal Anti-inflammatory Drugs (NSAIDs).  

To control arthritic and other painful symptoms, however, it is more important for a 

drug to block COX-2 activities, which is responsible for causing inflammation in the 

body. So, COX-2 enzyme seems to be a suitable target for the anti-inflammatory effects 

of NSAIDs. 

On the other hand, the acidity of some NSAIDs may cause additional damage to the 

gastrointestinal tract. The wide range of side-effects of NSAIDs in the gastrointestinal 

tract and especially, the large intestine, can be due to the inhibition of these two 

isoenzymes (Jackson & Hawkey, 1999). Classical COX inhibitors are not selective and 

therefore inhibit all types of COX enzymes. COX-2 selective inhibitor, such as coxibs, 

is a class of NSAID which directly targets the COX-2 enzyme (Sánchez-Pernaute et al., 

2004). However, several COX-2 inhibitors have been withdrawn from the market, 

others have been labelled with warnings on increased risk of thrombosis (Cairns, 2007). 

Inspired by the above observations, this study aims to design new inhibitors that could 

be applied to selectively inhibit COX-2 rather than COX-1.There are several questions 

that we will try to answer during the course of this study. They are: (i) Would docking 

lead to better models than manually constructed or restrained starting pose? (ii) Would 

the designed model give satisfactory ADMET properties? (iii) Would the designed 

model be selective for COX-2 only? (iv) Would the designed model contribute to new 

lead for COX-2 inhibitors?   
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To begin the design for selective inhibitors, one should first understand the 

difference in the active site of the protein that resulted in their activities. This difference 

could be studied in silico through the models of the active pockets of the enzymes. 

These models provide various informations including factors and parameters such as 

ligand-protein interaction that affect the inhibition of the enzymes such as in COX-1 

versus COX-2.  With these informations, one could design inhibitors at the active site 

that would be selective towards one enzyme over the other. 

1.2 Problem Statement 

COX-1 enzyme is present in most tissues. Its function is to convert arachidonic acid 

to prostaglandins, which in turn, stimulate body functions such as stomach mucous 

production, kidney water excretion and platelet formation.  

In contrast, COX-2 is not normally present in cells. Its existence is induced, but its 

expression can be increased dramatically by the action of macrophages, the scavenger 

cells of the immune system. COX-2 plays a very important role in inflammation (Gupta 

et al., 2010). 

One of the most versatile drug and most commonly used to inhibit the COX enzymes 

is aspirin. Studies have also shown that inhibition of COX-1 and COX-2 enzymes by 

aspirin and other NSAIDs to have a wide range of side-effects in the gastrointestinal 

tract (Jackson & Hawkey, 1999). In addition, these drugs, including aspirin are not 

selective to either COX enzymes.  

However, there are several drugs that have been reported to be selective towards only 

COX-2 enzyme. One group of such compounds is Coxibs (Figure 1.1) and they have 

been shown to have adverse effects, like increased risk for myocardial infarction, stroke, 

heart failure, and hypertension (Antman et al., 2007). These adverse effects pose highest 
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risk in patients with prior history of cardiovascular diseases (Martinez-Gonzalez & 

Badimon, 2007).  
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Figure 1.1: COX-2 selective drugs (Coxibs) 

To minimize the adverse effects of NSAIDs, there is a need to develop new COX-2 

selective inhibitors with better pharmacological profile and lesser side effects than 

current available NSAIDs.  
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1.3 Aim of Study 

1. To design and analyze (in silico) a new class of diaryheterocyclic 

compounds as COX-2 selective inhibitors. 

2. To predict the absorption, distribution, metabolism, excretion and 

toxicity properties of a new class of COX-2 inhibitors using ADMET 

software.  

3. To synthesis a new class of diaryheterocyclic compounds as potential 

COX-2 selective inhibitors. 

4. To evaluate COX-1/COX-2 selectivity and potency of a new class of 

COX-2 selective inhibitors using an enzyme immune (EIA) kit. 
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1.4 Research Project Workflow  

 

The general workflow of this study is illustrated in Figure 1.2. 

 

Figure 1.2: Workflow of overall research project. 
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CHAPTER 2: LITERATURE REVIEW 

 

2.1 Inflammation 

 The discharge of chemicals from tissues and migrating cells results in inflammation. 

Most intensely involved chemicals are the prostaglandins (PGs), leukotrienes (LTs), 

histamine, bradykinin, and lately, platelet-activating factor (PAF) and interleukin-1. The 

indication for the chemicals' implication derives from researches with receptors and 

inhibitors having competitive antagonists of their synthesis. H1 histamine antagonists 

are efficient for high fever and some skin allergies, for instance, urticaria, which shows 

the significance of histamine in these states. The power of aspirin as an anti-

inflammatory drug, which inhibits, the cyclooxygenase (COX) enzymes and decrease 

the synthesis of prostanoids, leads to the relief of rheumatoid arthritis symptoms. 

Corticosteroids avoid the creation of both PGs and LTs generating lipocortin, which, by 

the inhibition of phospholipase A2, decreases the arachidonic acid discharge (Vane & 

Botting, 1967).  

For many years, the willow tree (Figure 2.1) and salicin (extracted from bark of the 

willow tree) had been used to relive pain and fever. 

Salicylic acid has been found to be the compound of the willow bark extract 

responsible for the bioactivity in relieving pain and fever. This compound became the 

bases of the discovery of aspirin or acetylsalicylic acid (Stone, 1763). Salicylic acid has 

also exhibited to have phyto (medicinal plants) and chemotherapeutic activities as 

analgesic drugs (Mahdi et al., 2006). 
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                                               Figure 2.1: Willow tree 

 

Historically, early civilizations, specifically in Mesopotamia, around 6000 years ago 

used the Willow (Salix sp.) as a source of drugs (Barrett et al.1999). For instance, 

archaeologists discovered leaf clay tablets made by the Assyrians during the Sumerian 

age (3500–2000 B.C), illustrating the function of Willow's leaves for such situations 

(Levesque & Lafont, 2000). The Babylonians had made use of the Willow tree extracts 

to medicate normal fever, ache and inflammation. As well as in the herbal remedies, in 

the Ebers Papyrus of ancient Egypt, the use of Willow tree has been recorded (Levesque 

& Lafont, 2000). In the Chinese and Greek civilizations more than 2000 years ago, the 

Willow bark were used to relieve fever and aches (Riddle, 1999). The ingredient that is 

responsible for the remedy in Willow tree was later identified as salicin (Figure 2.2). 

This compound then became the basis for the discovery of aspirin in the 18th century. 

Edward Stone’s letter to the president of the Royal Society in London defined his results 
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from the treatment of his patients suffering from ague, with powdered Willow bark 

immersed in water. After one hundred and thirteen years, a Scottish physician, Thomas 

MacLagan, treated himself and his patients with Willow powder extract for ailments 

related to acute rheumatism (Maclagan, 1876). 

 

Figure 2.2: Structure of Salicin 

Aspirin (acetyl salicylic acid), acetyl salicylate, was synthesized as a prodrug for 

salicylate, a derivative of salicin (Figure 2.3). In 1899, Bayer introduced its use to treat 

pain, fever, and inflammation (Vane, 2000). In low doses, aspirin had also been reported 

to reduce the incidence of heart attacks by an antithrombotic effect (Gum et al., 2001). 

In 1982, Sir John Vane received the Nobel Prize in Medicine for the elucidation of the 

mechanism of aspirin as an inhibitor of prostaglandin synthetase (Levesque & Lafont, 

2000).  

 

Figure 2.3: Aspirin 

 

2.2 Cyclooxygenase (COX) Enzymes 

In the 1990s, researchers discovered that two different cyclooxygenase (COX) 

enzymes existed, currently known as COX-1 and COX-2 (Taketo, 1998), which are 

stimulated by different mechanisms. COX-1 is stimulated continuously by normal body 
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physiology. Most tissues possess COX-1 enzyme, which is constituent, thus its 

concentration in the body sustained stable. COX-1 enzyme changes arachidonic acid to 

prostaglandins (Figure 2.4) which are responsible in the improvement of body functions 

like stomach mucous production, kidney water excretion and platelet formation (Habeeb 

et al., 2001a). 

The COX-2 enzyme, on the other hand, is an induced enzyme which does not usually 

exist in cells. However, its production can be increased significantly due to the activity 

of macrophages, the scavenger cells of the immune system. COX-2 takes a vital role in 

inflammation since it is implicated in generating prostaglandins as an inflammatory 

response. While COX-1 is stimulated continually, COX-2 is stimulated just as a part of 

an immune reaction (Habeeb et al., 2001a). 

Latest studies have indicated that the link between the two isoforms of enzymes is 

not as straight forward. COX-2 is thought to contribute to the inflammatory processes 

while COX-1 is constitutively expressed in different tissues and organs like brain, 

kidneys (Ferreri et al., 1999) and reproductive tract (Yamagata et al., 1993) (Figure 2.4) 
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Figure 2.4: Schematic presentation of the actions of COX-1 & COX-2 

 

2.3 Differences in the Structures of COX-1 and COX-2 

The COX isoenzymes are membrane-bound enzymes in the endoplasmic reticulum 

(ER). In 1971, the three dimensional structure of the ovine COX-1 was first reported 

(Vane, 1971), followed by the crystal structures of human and murine COX-2 in the 

early 1990s. COX functions as a homodimer. Thus far, all efforts to create monomeric 

species only presented inactive enzymes. The COX monomer is composed of three 

structural domains: an N-terminal epidermal growth factor (EGF), a membrane binding 

domain (MBD) of about 48 amino acids in length which anchors the protein to one 

leaflet of the lipid bilayer; and a large C-terminal globular catalytic domain which 

contains the COX active site, which adjusts the substrate and the peroxidase, which 

consist of the heme cofactor. These sites are distinct but functionally and structurally 

connected (Garavito et al., 2002) (Figure 2.5). 
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Figure 2.5: (A) Space-filling model of COX-2 energy along with a schematic 
presentation of the different parts of the cyclooxygenase enzyme. (B) A space-filling 
model of the COX-1 dimer, viewed from the membrane plane. Arg120, which is part of 
the channel aperture, defines the beginning of the COX active site. Within one COX 
channel, a buried AA (arachidonic acid) is shown (Zarghi & Arfaei, 2011). 

 
 
 

The long hydrophobic channel is a cyclooxygenase active site, as well as the 

(NSAIDs) binding site, which extends from the membrane-binding domain to the core 

of the catalytic domain (Picot et al., 1994; Kurumbail et al., 2001). In the upper half of 
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the channel, the arachidonate binding site is placed from Arg120 to near Tyr385. 

Ser530, placed in the middle of the channel, is the site of acetylation by aspirin (Loll et 

al., 1995). The change of a valine (Val) at position of 523 in COX- 2 with a relatively 

bulky Ile residue in COX-1 at the same place of the active site of the enzyme, resulted 

in a structural change of the enzymes as well as better entry to an additional side pocket 

in COX-2 enzyme, which is necessary for COX-2 drug selectivity (Figure 2.6). In COX-

1, entry to this side pocket is somewhat restricted. In addition, the change of residue 434 

from Ile to Val in COX-2 allows the neighboring Phe518 residue to swing out of the 

path, expanding further entry to the side space. Additionally and importantly, an amino 

acid difference between the two isoforms is around the side pockets of the enzymes 

where the residue in COX-2 is Arg513 in place of the His513 in COX-1. However, this 

alteration does not change the conformation of the drug-binding site but affects the 

chemical surroundings of the binding site where the arginine residue can have a better 

binding interaction with polar moieties of substrate entering the pocket. These variations 

between the COX enzymes' active sites (Figure 2.6) place important significance 

towards the development of COX-2 selective inhibitors (Charlier & Michaux, 2003; 

Dannhardt & Kiefer, 2001; Kurumbail et al., 1996).  
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Figure 2.6: Structural differences between the substrate-binding channels (active 
sites) of COX-1 and COX-2 (Grosser et al., 2006).  

 

In 2002, Daniel Simmons and his co-workers identified and duplicated a COX 

enzyme from a dog brain which was sensitive to inhibition by paracetamol 
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(acetaminophen). This COX enzyme was found to be different from COX-1 and COX-

2. In actual fact, it was found to be a variant of COX-1 enzyme, derived by alternative 

splicing of the COX-1 gene. It was subsequently designated as COX-3, with the only 

difference observed between these variants was that COX-3 enzyme retained an intron 1 

of the COX-1 gene and participates around 5% of overall COX-1, as well as the action 

of cyclooxygenase of COX-3 is around 80% lower than that of COX-1. This seems to 

suggest that retained intron 1 may adjust the shape of the active site. Better code of 

COX-3 in the brain and heart has been recorded (Chandrasekharan et al., 2002; Shaftel 

et al., 2003). The distinguishing feature of COX-3 is its greater sensitivity to 

acetaminophen than that of COX-1 and COX-2. Acetaminophen has been reported to 

show low sensitivity to both COX-1 and COX-2 when examined in in-vitro 

experimental methods (Botting, 2000). However, it is a powerful selective inhibitor of 

COX-3 and most probably shows analgesic activities by inhibiting this enzyme 

(Botting, 2003). Likewise, NSAIDs, such as diclofenac or ibuprofen, have also shown 

to be strong inhibitors of COX-3. However, due to their very polar nature, NSAIDs may 

probably not be able to reach COX-3 in the brain in effective concentrations. COX-3 

has been thought to play an important function in the biosynthesis of prostanoids, which 

are significant mediators in ache and fever. 

2.4 Types of COX-2 Inhibitors 

At least seven major structural classes of COX-2 selective inhibitors have been 

recognised. They include the diarylheterocyclics (or tricyclics), acidic sulfonamides, 

and 2,6-di-tert-butyl phenols, as well as the derivatives of the nonselective inhibitors 

which include zomepirac, indomethacin, piroxicam, and aspirin. The most different 

class of these inhibitors, and the first to be authorized for human use, comprises 

diarylheterocyclic compounds related to DuP697 & celecoxib (Figure 2.7) (DeWitt, 

1999).  
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Figure 2.7: Structures of representative nonselective and COX-2-selective NSAIDs 
(DeWitt, 1999). 

 

2.5 The Role of Non-Steroidal Anti-Inflammatory Drugs (NSAIDs) 

 NSAIDs have become among the most extensively used therapeutics due to their 

recorded anti-inflammatory, anti-pyretic and analgesic activities. They have been used 

to treat different inflammatory diseases like arthritis, rheumatism and alleviating the 

common aches. Aspirin (Figure 2.8) was the first NSAID with therapeutic advantages 

that has been used for more than 100 years (Donnelly & Hawkey, 1997).  
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Figure 2.8: Aspirin 

In 1971, Vane recognised the COX enzyme as the therapeutic target of NSAIDs, 

indicating that these anti-inflammatory substances block the biosynthesis of 

prostaglandins (PGs) that contribute to different physiological and pathophysiological 

roles (Vane, 1971). 

Arachidonic acid converts to prostaglandin H2 (PGH2), the precursor of the series-2 

prostanoids (prostacyclins, prostaglandins & thromboxanes) by COX enzyme (Figure 

2.9) which contains two active sites: a heme with peroxidase activity which takes the 

responsibility of reducing PGG2 to PGH2, and a cyclooxygenase site, where arachidonic 

acid is changed into the hydroperoxy endoperoxide prostaglandin G2 (PGG2). The 

reaction proceeds through a hydrogen atom abstraction from arachidonic acid by a 

tyrosine radical produced from the peroxidase active site. Two molecules of oxygen 

react with the arachidonic acid radical to create PGG2 (Chandrasekharan et al., 2002).  
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Figure 2.9: Biosynthesis of prostanoids (Chandrasekharan et al., 2002). 
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2.6 Side Effects of NSAIDs 

Therapies involving COX inhibitors are often correlated with numerous after effects 

such as gastrointestinal erosions, renal and hepatic insufficiencies (Burdan, 2004). 

NSAIDs are associated with gastrointestinal tract (GIT) toxicity which has become the 

most common and serious problem (Sung et al., 2000). NSAIDs may also lead to an 

increase in serum creatine levels and stimulate hypercalcemia, interstitial nephritis, 

proteinuria, and acute renal dysfunction (renal toxicity) (Ruiz & Lowenthal, 1997), 

(Shah et al., 2001; Simon, 2001; Wallace, 1999). Due to decrease forming of PGs, such 

as PGI2, PGE2 which concerned about the regulation of renal blood circulation, the 

ratio of glomerular filtration is decreased. This is particularly important in patients with 

lower renal functions that cause water retention, hypertension and renal failure. Due to 

inhibition of COX enzymes in thrombocytes, the production of thromboxane A2 is 

reduced, leading to inhibition of platelet aggregation and prolongs the bleeding time 

(Dannhardt & Kiefer, 2001). NSAIDs have also been reported to increase liver enzymes 

levels (Kallings, 1993; Bort et al., 1999). Broncho-constriction with asthmatic attacks is 

another reaction of NSAIDs (Szczeklik & Stevenson, 2003). 

2.7 Selective COX-2 Inhibitors 

Several inhibitors that are selective towards COX-2 are discussed below. Meloxicam 

(Figure 2.10) is one inhibitor which has a more effective inhibition activity of COX-2 

than COX-1 (Schattenkirchner, 1997). In addition, it is tolerated by patients, as well as, 

it has shown to have a good safety profile (Hawkey et al., 1998). It has also been shown 

to be as active as other NSAIDs in the treatment of rheumatoid inflammation, 

osteoarthritis, and ankylosing spondylitis (Lund et al., 1998). However, at higher 

dosage, the selectivity of meloxicam towards COX-2 decreases but increases towards 

COX-1 (Engelhardt, 1996). 
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Figure 2.10: Meloxicam 
 

Another inhibitor selective towards COX-2 is nimesulide (Figure 2.11), often used as 

analgesic, anti-pyretic and anti-inflammatory drug (Kataoka et al., 2000). Studies had 

shown that nimesulide, particularly at lower dosage, was more potent to inhibit COX-2 

in vitro than COX-1 (Cullen et al., 1998). At higher dosage, however, COX-1 inhibition 

became more effective than COX-2 (Halter et al., 2001). The anti-pyretic property of 

nimesulide is dependent on the inhibition of prostaglandin synthesis (Chandra & 

Bhatnagar, 2002), while its pain reducing effect has been found, in part, to result from 

the inhibition of cytokines (Ferreira, 2002). Unlike aspirin, nimesulide had been shown 

to not to incite gastric harm, even during the time which it was administered with the 

steroidal anti-inflammatory drug, prednisolone (Kataoka et al., 2000). In addition, 

nimesulide was also reported to have anti-oxidant properties (Maffei et al., 1992). 

 

 

 

Figure 2.11: Nimesulide 

Celecoxib and rofecoxib are highly selective COX-2 inhibitory drugs and they 

possess analgesic, antipyretic and anti-inflammatory properties (Schnitzer et al., 1999). 

Like nimesulide, celecoxib and rofecoxib had been reported to not induce damage to the 

stomach tissue (Buttgereit et al., 2001). Latest studies, however, have explained that 
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these drugs could affect thrombotic cardiovascular difficulties ( Mukherjee, 2002). Thus 

new coxibs such as etoricoxib, valdecoxib, parecoxib and lumiracoxib (Figure 1.1, p. 4), 

possessing raised COX-2 selectivity have been developed. Valdecoxib (Figure 1.1, p. 

4), for example, has an improving gastrointestinal safety profile, which may be due to 

the indication of higher selectivity than celecoxib. Parecoxib (Figure 1.1, p. 4), is an 

injectable selective COX-2 inhibitor which is a prodrug of valdecoxib, while etoricoxib 

shows slightly enhanced COX-2 selectivity than rofecoxib. Lumiracoxib is the most 

selective COX-2 inhibitor in vitro and the only acidic coxib. All the above NSAIDs are 

recommended to have related effect to the non-selective NSAIDs in treating 

osteoarthritis, rheumatoid arthritis and serious pain. However, they show related renal 

reverse effects in some randomized clinical reports. The obvious dose confidence level 

of renal toxicity may bind the usage of these new coxibs in high dosages for bettered 

effect (Tacconelli et al., 2004). Because selective COX-2 inhibitors do not block 

thromboxane A2, the occurrence of bleeding is decreased. COX-2 enzyme generates 

PGs at inflammatory locations, and PGI2, which is a vasodilator and an inhibitor of 

blood platelet accumulation (Bertolini, 2001).  

Using these drugs in the medication of rheumatoid arthritis, osteoarthritis, and 

inflammatory illnesses (Bertolini, 2001; Bianchi & Broggini, 2002; Bjorkman, 1999; 

Simon & Yocum, 2000) may lead to blood pressure problems and other cardio-renal 

difficulties in patients with high blood pressure. Various reports had shown that edema 

growth and high diastolic blood pressure were monitored in patients with high blood 

pressure taking rofecoxib and celecoxib. In celecoxib-treated patients, impairments of 

edema and blood pressure were less frequent than in patients taking rofecoxib (Whelton 

et al., 2001). In latest research, rofecoxib was reported to markedly enhance the systolic 

blood pressure, whereas celecoxib did not boost it (White et al., 2002). In addition, 
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rofecoxib has been shown to have a higher renal toxicity in comparison with celecoxib 

and historic NSAIDs (Zhao et al., 2001). 

2.8 The Relationship between Amino Acid Profile of COX-2 Enzyme and 
Inhibition Mechanism 

 

The larger active site of COX-2 compared to that of COX-1 plays a great role in the 

development of selective drugs for COX-2. This makes it possible for researchers in 

drug design to design molecules that would be large enough to fit into the COX-2 active 

site but not COX-1. As Val523 is a less bulky residue in COX-2 than Ile523 in COX-1, 

the volume of the active site in COX-2 is increased (Ermondi et al., 2004). Substitution 

of Ile434 (COX-1) with Val434 (COX-2) causes the side-chain of Phe518 in COX-2 to 

move back and make some additional space in the active site, which then allows for 

interactions of inhibitors with Arg513, which is a replacement for His513 (COX-1), as 

well as is thought to be a key residue for diaryl heterocycle inhibitors such as the 

coxibs. At the upper side of the receptor channel into the active site of COX-1, the side-

chain of Leu384 is oriented far from the active site in COX-2 and creating more space at 

the top of the binding site. COX-2 inhibitors like celecoxib and rofecoxib are prevented 

from entering the COX-1 channel, due to the existence of the bulky sulfonamide group 

in these molecules. A 4-methylsulfonylphenyl bound, usually to an unsaturated five-

membered ring with a vicinal lipophilic group (rofecoxib), is required, in order to obtain 

the optimal activity and selectivity of the coxibs. When the lipophilic pocket is occupied 

by an optionally substituted phenyl ring or a bulky alkoxy substituent (celecoxib), 

SO2NH2 can replace SO2CH3, the oxygen of the sulfonamide (or sulfone) group 

interacts with His90, Arg513, and Gln192 and creates hydrogen bonds, inside the 

hydrophilic side-pocket of COX-2. Hydrophobic and electrostatic interactions occur due 

to the interaction of the substituted phenyl group at the top of the channel with the side-

chains of amino acid residues. Since the degree of freedom is essential for the binding, 
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the central ring of the coxibs affects the orientation of the aromatic rings, and as a result, 

affects the binding of the drugs to COX enzyme. The high lipophilicity of the active site 

needs low polarity of the central scaffold of the coxibs (Ermondi et al., 2004) (Figure 

2.12). 

 

Figure 2.12: COX-2 receptor site with celecoxib in the binding site 

2.9 In Silico Studies 

2.9.1 Molecular Docking 

One of the computational approaches which plays a vital role in predicting protein–

ligand interactions is molecular docking. This approach has significant contributions to 

drug discovery research, as it has been widely implemented for hit discovery and lead 

optimization (Kitchen et al.,  2004). Docking includes conformational sampling element 

for generating theoretical conformations in the binding pocket, and a binding affinity 

related scoring element for ranking theoretical conformations (Cross et al., 2009). 
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Protein flexibility is considered to have an impact on the reliability of molecular 

docking (Kitchen et al., 2004). The rigidity of protein is presumed in traditional docking 

approaches, thus the degree of accuracy of this computation is slightly limited. 

However, Emil Fischer, a Dutch organic chemist, showed that enzyme and substrate fit 

together more like ‘a lock and key’. Subsequently, there have been many experimental 

evidences to show proteins undergoing significant conformational changes upon ligand 

binding (Heh et al., 2013). Current docking methods treat protein as rigid forms so as to 

decrease the space of searching for the most favorable structures of the complexes and 

to find the best spatial and energetic fit to the protein binding site (Halperin et al., 2002; 

Wodak & Janin, 1978).  

2.9.1.1 AutoDock 

Computational tools, like the AutoDock software, offer the useful feature of 

providing new drug candidates in a faster and cheaper way (Gilbert, 2004; Warren et 

al., 2006). The interaction of a molecule with the target protein is the key to 

understanding the essential part of biology. The goal of AutoDock is to provide 

computational tools to aid researchers in defining biomolecular complexes. AutoDock 

integrate two approaches to attain rapid grid-based energy rating and effective search of 

torsional freedom. 

The default search algorithm in AutoDock 4.2 (AD4) is the Lamarkian Genetic 

Algorithm (LGA), a hybrid genetic algorithm with local optimization that utilizes a 

parameterized free-energy scoring feature to evaluate binding energy ( Morris et al., 

2009; Goodsell et al., 1996). To conduct a ligand-receptor docking experiment, the 

software accepts, as inputs, ligand and macromolecule coordinates, and then uses the 

LGA to output ligand positions and lessen binding energies, utilizing pre-calculated 

pairwise potential grid maps ( Morris et al., 1998). Each docking includes a multiple 
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independent implementations of the LGA, restricted to a user fixed number of energy 

evaluations (ga_evals) or generations (ga_num_generations). The particular LGA 

implementations (ga_runs) are grouped and ranked for generating the final docking 

output. 

Three separated programs are included in the AutoDock package: AutoTors, 

AutoGrid and AutoDock. AutoTors allows the determination of bonds that will be dealt 

as rotatable in the ligand (Morris et al., 1998). While AutoGrid pre-calculates these 

grids producing one map for each type of atom in the ligand and produces analogical 

result of the macromolecular file with the extension molecule.glg. The docking 

parameter file is used to guide the AutoDock on the movement of the ligand, by using 

of the map files. AutoDock's search methods involve the Monte Carlo simulated 

annealing (SA) approach, genetic algorithm (GA), local search (LS), and the hybrid 

genetic algorithm with local search (GA-LS). GA-LS is also known as the Lamarckian 

genetic algorithm (LGA) because off springs are allowed to receive the local search 

adaptations of their parents, and this was the selected algorithm used in the current 

study (Morris et al., 1998). AutoDock performs docking of the ligand to a set of grids 

illustrating the target protein. 

2.9.1.2 Docking of Standard Inhibitors Involving COX Enzymes 

The active site for COX-2 complexed with flurbiprofen, indomethacin and SC-558, 

have been reported (Kurumbail et al., 1996). Of these compounds, only SC-558 is 

selective towards COX-2. These structures gave insights into the structural basis for the 

selective inhibition of COX-2, and showed some of the conformational variations 

related to time-dependent inhibition. Kurumbai et al (1996) found that Arg120, the 

guanidinium group of which stabilized the carboxylate of classical NSAIDs, was one of 

the few charged residues in the hydrophopic COX channel. The carboxylate group of 
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SC-558 could be a significant component for selectivity towards COX-2. Another 

selective COX-2 inhibitor is nimesulide (Fabiola et al.,1998). This drug is found to be 

more selective towards COX-2 than SC-558. Molecular modeling studies carried out on 

complexes of nimesulide with COX-2 suggested that the methyl sulphonamide in 

nimesulide is responsible for the better selective to COX-2 compared to SC-558. 

 In another study, the binding conformations and free energies of 1,5-diarylpyrazole 

compounds to COX-2 and COX-1 using the LGA algorithm of AutoDock had been 

reported (Liu et al., 2002) (Figure 2.13). Results indicated that the binding energies of 

1,5-diarylpyrazole compounds computed by this method to be well correlated with the 

reported inhibitory activities against COX-2 and COX-1. Jashim and co-workers (2003) 

designed a group of celecoxib analogues in which the para SO2NH2 substituent on the 

N1–phenyl ring was substituted by a para-sulfonylazido (SO2N3), or a meta SO2N3 

substituent, for estimation as selective COX-2 inhibitors. In vitro inhibition experiments 

showed that celecoxib with para-SO2N3 to be selective for COX-1 inhibitor, while 

celecoxib with a meta-SO2N3 was a selective COX-2 inhibitor (Uddin et al.,  2003). 
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Figure 2.13: (A) Three-dimensional structural model of 1,5-diarylpyrazole 
compounds/COX-2 complex.(B) Probable binding conformations of 1,5-diarylpyrazole 
compounds and their alignment in the binding site of COX-2 (Liu et al., 2002). 

 

The study of the intermolecular interactions between four groups of anti-

inflammatory inhibitors (oxazoles, pyrazoles, pyrroles and imidazoles) and COX-2 

receptor was recorded (Chen et al., 2004). Docking results recommended that they had 

similar interactions. The most active compounds out of these four groups of inhibitors 

could form many hydrogen bonds with the residues His90, Arg513, Leu352 and 

Arg120, and create hydrophobic interaction with residues Phe518, Leu352 and Leu359. 

This outcome was consistent with the investigation published by (Kurumbail et al., 

1996). 
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 Selvam (2004) reported a new compound, indigocarpan (1) (Figure 2.14), and a 

known compound, mucronulatol (2) (Figure 2.14), which were isolated from chloroform 

extracts of Indigofera aspalathoides and estimated for COX-1 and COX-2 inhibition as 

well as antioxidant activities.  Compound (1) showed significant COX-1 inhibition, and 

its in vivo anti-inflammatory activity was found to be similar to that of ibuprofen. 

Molecular docking studies showed the binding orientations of compound 1 to be in the 

active locations for both COX-1 and COX-2 (Selvam et al., 2004). 

 

Figure 2.14: Chemical structures of indigocarpan (1), mucronulatol (2) and 
indigocarpan diacetate (3). 

 

Praveen Rao and co-workers (2003) found six-membered pyran-2-one ring systems 

(Figure 2.15) to be an appropriate central modle to design selective COX-2 inhibitors 

(Praveen et al., 2003). 

 

Figure 2.15: Structure of 6-alkyl(alkoxy or alkylthio)-4-aryl-3-(4-
methanesulfonylphenyl)pyran-2-ones as selective COX-2 inhibitors 

 

In another study, new models of 4,5-diaryl-4H-1,2,4-triazole (Figure 2.16), owning 

C-3 thio and alkylthio (SH, SMe or SEt) substituents, were designed and synthesized for 

Univ
ers

ity
 of

 M
ala

ya



29 

the assessment of selective COX-2 inhibitors with in vitro and in vivo anti-inflammatory 

activity. The compound 3-ethylthio-5-(4-fluorophenyl)-4-(4-methylsulfonylphenyl)-4H-

1,2,4-triazole have been shown to exhibit a high in vitro selectivity (COX-1 IC50 = 20.5 

nM; COX-2 IC50 = 1.8 nM; selective index (SI) = 11.39) comparative to the reference 

drug celecoxib (COX-1 IC50 = 3.7 nM; COX-2 IC50 = 2.2 nM; SI = 1.68), as well as, 

exhibited good anti-inflammatory activity compared to celecoxib, in a carrageenan-

induced rat paw edema assay (Navidpour et al., 2006) 

 

Figure 2.16: A new type of 4,5-diaryl-4H-1,2,4-triazoleas as selective COX-2 
inhibitors (Navidpour et al., 2006). 

 

The design, synthesis, and in vitro COX enzyme inhibitory activities of several 4-

phenyl-5-pyridin-4-yl-2,3-dihydro-3H-1,2,4-triazole-3-thiones possessing N-2 Mannich 

bases or S-alkyl substituents have been reported. Several of these compounds exhibited 

low nanomolar COX enzyme inhibition activities, COX-2 IC50 (0.8 -7.8 nM) and COX-

1 IC50 (3.5-7.5 nM) (Radwan & Kamal, 2013). 

 Molecular docking studies of thiophene derivatives and their azetidinone forms as 

selective COX-2 inhibitors have been carried out using Autodock 4.2.1 version (Naresh, 

2013). 
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 Celecoxib and rofecoxib analogues, in which the corresponding SO2NH2 and 

SO2Me hydrogen-bonding pharmacophores were substituted by a dipolar azido 

bioisosteric substituent  (Figure 2.17), were inspected, and docking studies revealed that 

the azido substituent of these two analogues were introduced deep into the secondary 

pocket of the human COX-2 binding site where it endured electrostatic interaction with 

Arg513. The azido analogue of rofecoxib was the most effective and selective inhibitor 

of COX-2 (COX-1 IC50 = 159.7 μM; COX-2 IC50 = 0.196 μM; COX-2 SI = 812), 

showing good oral anti-inflammatory and analgesic activities ( Habeeb et al. , 2001). 

 

                    Figure 2.17: The azido analogues of celecoxib and rofecoxib 

 

A group of regioisomeric 1-(methylsulfonylphenyl)-2-phenylacetylenes possessing a 

COX-2 SO2Me pharmacophore at the para, meta or ortho position of the C-1 phenyl 

ring, in conjunction with a C-2 phenyl or substituted-phenyl ring substituent (3-F, 3-

OMe, 3-OH, 3-OAc, 4-Me), were designed (Figure 2.18), synthesized, modelled and 

studied in vitro on COX-1/COX-2 inhibition assay. The compound 1-(3-

methylsulfonylphenyl)-2-(4-methylphenyl) acetylene was obtained to be effective 

COX-2 inhibitor (IC50 = 0.32 μM) with a high COX-2 selectivity index (SI > 320) 

corresponding to the reference compound rofecoxib (COX-2 IC50 = 0.50 μM; COX-2 SI 

> 200). Structure–activity data showed that the acetylene moiety comprised an 

appropriate scaffold to design novel acyclic 1,2-diarylacetylenes with selective COX-2, 
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or dual COX-1/COX-2, inhibitory activities (Q.-H. Chen, Praveen Rao, & Knaus, 

2005).  

 

Figure 2.18: Linear 1-(4-, 3- or 2-methylsulfonylphenyl)-2-phenylacetylenes 

 

2.9.2 Lipinski's Rule of Five 

The Lipinski's rule of Five, also known as the Pfizer's rule of Five or the Rule of Five 

(RO5), is a rule of thumb to assess drug likeness or dictate if a chemical compound with 

a specific pharmacological or biological activity has properties that would make it a 

reasonable orally effective drug in humans. The rule was created by Christopher A. 

Lipinski in 1997, following to the findings that most medication drugs were 

correspondingly small and lipophilic molecules ( Lipinski et al., 1997). 

 The original RO5 deals with orally active compounds and clarifies four simple 

physicochemical parameter ranks which are connected with 90% of orally active drugs 

that have completed phase II clinical status. The parameters are: MW ≤ 500 daltons, log 

P ≤ 5, number of H-bond donors ≤ 5, number of H-bond acceptors ≤ 10. These 

physicochemical parameters are connected with adequate aqueous solubility and 

intestinal permeability and include the first phases in oral bioavailability. The RO5 was 

intentionally formulated to be a conservative predictor in a time where medicinal and 

combinatorial chemistry offered too many compounds with very poor physicochemical 

properties. The aim was to change the chemical conduct in the desirable direction. If a 
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compound fails the RO5, there is a high probability that oral activity problems will be 

faced. Anyhow, passing the RO5 is no warranty that a compound is drug-like. 

Furthermore, the RO5 expresses nothing about particular chemistry structural 

characteristics found in drugs or non-drugs (Lipinski, 2004).  

2.9.3 ADMET Studies 

The first step to start most studies on ADMET (absorption, distribution, metabolism, 

excretion, and toxicity) is by emphasizing the role of these properties in the rates of 

failure of drug discovery and the consequent increasing cost of delivering a new drug to 

the market. For the time being, the number of marketed drug cancellations carries on 

increasing, mostly because of fundamental ADMET problems that were not discovered 

earlier (Waterbeemd & Gifford, 2003). Various solutions are recommended for 

detecting and directing these problems before any leading compound progresses to the 

clinical phases (Li, 2001). It has been reported that, the function of early screening of 

ADMET properties with computational methods (in silico) have been greatly satisfying 

(Valerio, 2009; Butina et al., 2002). Hou and group (2006) have performed broad 

researches on in silico modeling of different ADMET-correlated properties, among 

them are the blood–brain barrier, Caco-2 permeability, human intestinal absorption 

(HIA), oral absorption, oral bioavailability, and P-glycoprotein inhibition. In current 

research, they observed a combined information-based PKKB (Pharmaco Kinetics 

Knowledge Base) (Chou et al., 2013), gathering structures, pharmacological 

information, significant experimental or predicted physiochemical properties, and 

experimental ADMET information for 1685 drugs. This data base plays as an effective 

resource for bench marking pharmacokinetic researches, confirming the accuracy of 

present ADMET predictive models, and making new predictive models reliable. 
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CHAPTER 3: DRUG DESIGN 

 

3.1 Design & Structure-Activity Relationships (SAR) 

3.1.1 Introduction 

 Generation of lead compounds is one of the most significant phases in a drug 

discovery approach. In a modern drug discovery research, structure-activity 

relationships (SAR) are widely applied in detecting new leads and scaffold generation 

for the optimization of receptor or enzyme affinity, as well as the study of 

pharmacokinetic and physicochemical properties. SAR is often used to optimize leads 

through a continuous, multi-step process and, depending upon the knowledge gained at 

each stage, in the design of selective, potent, small-molecule for drug candidates 

(Andricopulo & Montanari, 2005). 

3.1.2 Methods 

Protein-ligand interactions play important roles in structure-based drug design 

(SBDD). In our research work, structure-based drug design method was applied to 

identify hit compounds for the COX enzyme. Here, the commercially available NSAID, 

celecoxib, was docked into the COX receptor enzyme. Several modifications were made 

to the functional groups that interacted with the amino acid residues at the binding site 

of the receptor protein. Analogues of celecoxib were prepared using the Chemdraw 

software and docked onto the active site of COX enzymes using the Autodock software. 

Modifications were carried out at the docked celecoxibe to obtain better steric 

compatibility and the ADMET properties following the method of (Shankar et al., 

2012). 
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In silico design was done based on the celecoxib structure docked in the COX 

enzymes by changing various functional groups in celecoxib which interact with various 

amino acid residues at the active sites for both COX-1 and CO-2.  

  

3.2 In Silico Studies 

3.2.1 Introduction 

In 1960s, computational molecular modelling was developed, and since it has 

become more and more common and is now frequently used in the molecular design 

area. Earlier researches have described the application of computational molecular 

modelling softwares for creating new molecule models (Kitchen et al., 2004) in the 

advancement of new drugs like selective inhibition of COX-2, drugs (Kurumbail et al., 

1996), anti-fungal drugs (Baginski et al., 2005), and anti-cancer agents (Bartulewic et 

al., 2000). 

3.2.2 Methods 

Prediction of druggability of the designed molecules was performed based on 

Lipinski’s rule of Five, and ADMET effects were predicted using ADMET descriptors 

in Discovery Studio 3.0 (Accelrys, San Diego, CA, USA). Autodock 4.2.1 program was 

employed to perform the molecular docking studies on a python script. Chemdraw Ultra 

12 program was used to draw the two-dimensional structures of the molecules. 

Chemdraw 3D was used to convert the 2D structures into 3D. Energy minimization for 

the structures was carried out with Hyperchem Pro 6.0 software (Hyper-cube Inc.), with 

PM3 Semi-empirical method by applying the steepest descent and conjugate gradient 

procedures (termination conditions set to a maximum of 500 cycles or 0.1 kcal/Å mol 

rms gradient). Discovery Studio 3.0 visualiser was used as visualization tools to view 

and locate the active site of the enzyme and binding interactions. The Ligplot 
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programme was also used to check the hydrogen bonding and hydrophobic interactions 

between receptor and ligand’s atoms. 

 

3.2.3 Docking of Standard Ligand 

Crystal structures of COX-1 & 2 enzymes (Pdb code: 1CQE & 1CX2, respectively) 

(Picot et al., 1994; Kurumbail et al., 1996; Sperandio da Silva et al., 2005), were 

downloaded from the Brookhaeven Protein Data Bank (PDB; 

http://www.rcsb.org/pdb/). The protein PDBid: 1CQE is the crystal structure of COX-1 

enzyme co-crystallized with flurbiprofen NSAID. The protein PDBid: 1CX2 is the 

crystal structure of COX-2 enzyme co-crystallized with SC-558, which is a potent and 

selective inhibitor of COX-2. The active sites of 1CQE & 1CX2 were located, the 

inhibitor molecules were carefully removed from the active sites, and the resulting 

protein crystal structures were used for docking study. 

3.2.4 Automated Flexible-Ligand Docking 

Autodock 4.2.1 software was employed to prepare the protein pdb extended format 

by adding polar hydrogens and Gasteiger charges. A three-dimensional affinity grid box 

was set from the center of the inhibitor molecules. The proposed docking methodology 

was validated by re-docking the inhibitor SC-558 into the active site of 1CX2. A 

Lamarckian genetic algorithm was employed for the conformational searching. A 

population size of 150 and 250,000 energy assessments were used for 100 search runs. 

The grid box, with grid spacing of 0.375 Å and dimension of 190 × 218 × 198 points 

along the x, y, and z axes, was centered on the macromolecule. After the docking 

searches were achieved, clustering histogram analyses were carried out based on an 

rmsd (root-mean-square deviation) of not more than 1.5 Å. The conformation with the 

lowest docked energy was selected from the most populated cluster (Othman et al., 

Univ
ers

ity
 of

 M
ala

ya



36 

2008). Re-docking of the inhibitor flurbiprofen into the active site of 1CQE was 

performed using the same protocol described above. The designed structures (3a-h) 

(Figure 3.1) were then docked into the active sites of 1CX2 & 1CQE using the same 

procedure. Result analyses were done by studying the binding interactions, binding 

poses and binding energies of the docked structures from the docking log file of each 

compound. 

 

Figure 3.1: Designed Structures 
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3.2.5 Running AutoGrid 4 and AutoDock 4.2 

      AutoGrid 4 and AutoDock 4.2 softwares were installed in Ubuntu 10.04 Linux 

operating system of the workstation. AutoGrid 4 was run following instructions in the 

“AutoDock version 4.2” user’s manual (Morris et al., 2010) using the command line: 

                              autogrid4 –p protein.gpf –l protein.glg  

and AutoDock 4.2 was run using the command line: 

                               autodock4 –p ligand.dpf –l ligand.dlg 

where protein.gpf is the input file (grid parameter file) for the protein molecule, 

protein.glg is the grid log file (protein as output file to generate maps and grid data file), 

ligand.dpf is the docking parameter file (input file) for the ligand, ligand.dlg is the 

ligand output file as docking log file  

3.2.6 Analyses of Results 

At the completion of the docking jobs, the compounds were ranked based on the 

lowest estimated mean free energy of binding (∆Gbind) coupled with the largest NumCl 

(for more details, see Appendix A). ∆Gdock was calculated by applying Autodock 4.2 

software, while the inhibition constant (Ki dock) was calculated using the formula (Morris 

et al., 1998). 

 Ki dock = e
∆Gdock/RT

  

          ∆Gdock
 = R T ln Ki 

                                                 ∆Gbind = ─ R T ln Ki 

where R is the gas constant, 1.987 cal K-1 mol-1, and T is the absolute room temperature, 

298.15 K. 
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The number of different conformations that were grouped into the same cluster 

(NumCl) was used to indicate the probability of a specific conformer to interact with the 

target macromolecule, where the higher NumCl value refers to an increased possibility 

of interaction. The docked conformational cluster with the largest NumCl was selected 

as the best binding conformation. In the case where there were two or more clusters 

with comparable values for the largest NumCl, the cluster that displayed lower ∆Gdock 

was selected for additional analysis (see Appendix A). All the best binding 

conformations were then submitted for interaction analyses using the Ligplot 4.5.3 

software.  

 

3.3 Results & Discussion 

3.3.1 Design & SAR Study 

1,3,4-oxadizoline structure was observed to be favourable molecular template as 

selective inhibitor for COX-2 enzyme due to their similarity to the celecoxib’s pyrazole 

core (Figure 3.2). To validate this observation, several 1,3,4-oxadiazoline derivatives 

were docked onto the active sites of the COX-2 and COX-1 enzymes. 

Univ
ers

ity
 of

 M
ala

ya



39 

 

Figure 3.2: Representative examples of selective COX-2 inhibitors and the designed 
1,3,4-oxadiazoline derivatives (3a-h) 

The structure of 1,3,4-oxadiazoline possesses the essential criteria of a selective 

COX-2 inhibitor, which are the adjacent aryl groups attached to a heterocyclic core as in 

the structure of celecoxib (Figure 3.2). Different substituents were used in place of 

celecoxib’s SO2NH2 group on the phenyl ring (A). A bulky acetyl group on the 

oxadiazoline scaffold replaced the CF3 group on the imidazolone of celecoxib. All 

structures (3a-h) (Figure 3.2) contained an acetyl group on the ortho position of the 

second aryl group (B) to enhance their effectiveness relative to the natural anti-

inflammatory salicylic acid. Plausibly, this provided a pharmacokinetic advantage to the 

structures, as in aspirin, by forming a covalent bond between acetyl group with the 
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Ser530  residue in the COX enzyme’s active site and blocks the synthesis of 

prostaglandin (Brune & Hinz, 2004; Dovizio et al., 2012).  

3.3.2 Lipinski’s Rule of Five and ADMET Properties 

Most drug failures in the drug development were due to poor pharmacokinetic 

properties and toxicity. To minimise this problem, the structures (3a-h) were predicted 

for the drug-likeness / druggability according Lipinski’s rule of Five and ADMET 

properties. 

Lipinski’s rule of Five is used to predict the oral bioavailability, but not the 

pharmacological activity, of a compound using the molecular weight (Mw), 

octanol/water partition coefficient (Log P), hydrogen bond acceptors and hydrogen 

bond donors as its criteria (Veber et al., 2002). Compounds with molecular weight less 

than 500, hydrogen bond acceptor less than 10, hydrogen bond donor less than 5, and a 

log P value of less than 5 were considered to be orally bioavailable. In the current study, 

all the parameters of the compounds 3a-h were consistent with the Rule of Five 5 as 

shown in Table 3.1. According to the Lipinski’s rule of Five, three violations in the 

compounds 3a-h are allowed in the molecular docking studies except all violations are 

in compound 3a (Ekins et al., 2005; Lipinski, et al., 2001; Valasani et al., 2014). 

Docking studies and the Lipinski’s Rule of Five facilitate drug development by reducing 

expensive post clinical experiments.  
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Table 3.1: Molecular descriptors for designed structures (3a-h), SC-558, celecoxib 
and flurbiprofen in the prediction of the Lipinski’s rule of 5 

 
Compound No. MW log P No. H-

Acceptor 

No. H-

Donor 

No. of 

criteria met 

  <500 <5 <10 <5 at least 3 

       
SC-558 * 446.242 4.69 3 1 All 

Celecoxib * 381.372 4.43 3 1 All 

Flurbiprofen * 243.253 2.21 2 0 3 

3f 1 380.437 4.1 7 0 3 

3c 2 408.328 4.81 6 0 3 

3g 3 369.328 2.6 7 0 3 

3b 4 402.421 2.22 5 0 3 

3a 5 358.776 3.35 7 1 All 

3d 6 370.422 3.23 5 0 3 

3h 7 382.367 2.46 5 0 3 

3e 8 352.384 3.63 7 0 3 

             * Standard drug, MW; moleculer waight, log P; polar surface area, No. H-Acceptor; number of hydrogen bond 
               acceptor, No.H-Donor; number of hydrogen bond donor 
 
 
  

ADMET study was performed on compound 3a-h using ADMET descriptor 

algorithm of Accelrys Discovery Studio 3.1, based on aqueous solubility (AS), human 

intestinal absorption (HIA), blood-brain barrier (BBB), cytochrome P450 2D6 

(CYP2D6), plasma protein binding (PPB), and hepatotoxicity (HT) descriptors. 

 

Table 3.2 shows the classification of ADMET descriptors for the chemical structure 

of the molecules based on the accessible drug information: ADMET absorption level 

predicts human intestinal absorption (HIA) after oral administration. HIA was based on 

the Alog P (ADMET Alog P98) and polar surface area (PSA-2D) calculations. The 

absorption levels are defined by 95% and 99% confidence ellipses. In the ADMET- 

PSA-2D planes ADMET aqueous solubility level predicts the solubility of each 

compound in water at 25°C. ADMET blood brain barrier (BBB) descriptor predicts the 

blood-brain penetration of a molecule after oral administration (Egan & Lauri, 2002). 

This model was developed from a quantitative linear regression model for the prediction 

of blood-brain penetration, as well as 95% and 99% confidence ellipses in the ADMET 
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PSA 2D and ADMET AlogP98 plane (Ponnan et al., 2013).  ADMET plasma protein 

binding (PPB) model predicts whether a compound is likely to be highly bound to 

carrier proteins in the blood and it is a significant descriptor that controls a drug’s 

effectiveness as only the unbound part is responsible for pharmacological properties 

(Leong et al., 2014). The lipophilicity and the ionization conditions of a molecule are 

significant for plasma protein binding and take part to the various conducts of acidic and 

basic drugs in the plasma. Additionally, the presence of aromatic rings and H-bonds 

may lead to an increase the in PPB capabilities of the molecules (Zhivkova & 

Doytchinova, 2012). There are two levels of binding: values more than 90% are 

classified as binders (true), and values less than 90% are classified as non-binders 

(false) (Votano et al., 2006). ADMET CYP2D6 binding predicts inhibition by 

cytochrome P450 2D6 (CYP2D6) enzyme by exploiting the 2D chemical structures as 

input, as well as a probability estimate for the prediction (Susnow & Dixon, 2003). 

CYP2D6 involves a type of enzyme which stimulates the oxidative metabolism of drugs 

in the liver. It can either metabolize a drug from its effective form into its inefficient 

metabolites or transform an inefficient drug into its effective metabolites. ADMET 

hepatotoxicity predicts the potential human hepatotoxicity compounds. Predictions are 

based on an ensemble recursive partitioning model of  training compounds known to 

exhibit liver toxicity or to trigger dose-related elevated aminotransferase levels in more 

than 10% of the human population (Cheng & Dixon, 2003).  

Most of drug failures at the early stage are due to unwanted pharmacokinetics and 

toxicity issues. If these problems could be confronted even earlier, it would be really 

useful for the drug discovery development. Consequently, the use of in silico system to 

calculate ADMET properties is considered as an initial step in this orientation to study 

the novel chemical structures in order to avoid wasting resourceful time on lead 
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candidates that would be toxic or metabolized by the body into inactive metabolites and 

unable to cross membranes.  

 Table 3.2: ADMET descriptors and their rules/keys. 
 

ADMET absorption level (human intestinal absorption) HIA 
Level  Description 

0  Good absorption 

1  Moderate absorption 

2                    Low absorption 

3  Very low absorption 

ADMET aqueous solubility level 
Level Value Description 

0 log (Sm) < −8.0 Extremely low 
1 −8.0 < log (Sm) < −6.0 No, very low, but possible 
2 −6.0 < log (Sm) < −4.0 Yes, low 
3 −4.0 < log (Sm) < −2.0 Yes, good 

      4 −2.0 < log (Sm) < 0.0 Yes, optimal 
5 0.0 < log (Sm) No, too soluble 

6 −1000 Warning: molecules with one or more 

unknown  AlogP98  types 

ADMET (blood brain barrier penetration level) BBB 
Level  Description 

0  Very High 

1  High 

2  Medium 

3  Low 

4  Undefined 

5  Warning molecules with one or more 

unknown AlogP calculation 

ADMET CYP2D6 
Predicted 

class 
 Value 

False  Noninhibitor 

True  Inhibitor 

ADMET hepatotoxicity 
Predicted 

class 
 Value 

False  Nontoxic 

True  Toxic 

ADMET (plasma protein binding level) PPB 
 
Predicted 

class 
Value Description 

False Unbinding Binding is <90% 
True Highly bound Binding is ≥90% 

           Sm = Molar solubility. 
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Herein Table 3.3 together with a bi-plot (Figure3.3) summarizes the pharmacokinetic 

profile of all the molecules (3a-h) obtained from the ADMET studies.  

 

Table 3.3: Prediction of ADMET properties of the designed 1,3,4-oxadiazoline 
analogues  using Discovery Studio 3.1 
 

Compound No. Absorption 
level 

(HIA) 

Solubility 
level 

BBB 
level 

PSA-2D* AlogP98* Hepatotoxicity 
Prediction 

CYP2D6 
Prediction 

PPB 
Prediction 

SC-558 * good 1 1 77.75 4.69 true false true 

Celecoxib * good 1 2  77.75 4.43 true false true 

Flurbiprofen * good 3 2 34.6 2.21 true true true 

3f 1 good 2 1 67.137 4.09 true false true 

3c 2 good 2 1 67.1 4.8 true false true 

3g 3 good 3 4 109.96 2.58 true false true 

3b 4 good 3 3 101.73 2.216 true false true 

3a 5 good 2 2 67.137 3.354 true true true 

3d 6 good 2 2 67.137 3.232 true false true 

3h 7 good 3 3 93.368 2.458 true false true 

3e 8 good 2 2 67.137 3.632 true false true 
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Figure 3.3: A biplot showing the results obtained for the prediction of drug absorption 
for the designed compounds 3a-h considered for selective COX-2 inhibitions. Discovery 
studio 3.1 ADMET Descriptors, atom-type partition coefficient (ALogP98) is plotted 
for each compound against their corresponding calculated 2D polar surface area (PSA 
2D) in A2. The numbers 1, 2, 3, 4, 5, 6, 7 and 8 are the temporary code names for 3f, 3c, 
3g, 3b, 3a, 3d, 3h and 3e, respectively. The area surrounded by the ellipse is a 
prediction of good absorption with no violation of ADMET properties. The 95% and 
99% confidence limit ellipses related to the Blood Brain Barrier (BBB) and Intestinal 
Absorption (HIA) models are based on the absorption model of Egan et al., 2000. 

 

The bi-plot in Figure 3.3 shows the two analogous 95% and 99% confidence ellipses 

corresponding to HIA and BBB models. The upper limit of PSA_2D value for the 95% 

confidence ellipsoid is at 131.62, while the upper limit of PSA_2D value for the 99% 

confidence ellipsoid is at 148.12 (Egan et al., 2000).  

PSA was shown to have a reverse correlation with percent human intestinal 

absorption and consequently cell wall permeability (Palm et al., 1997). The fluid mosaic 

form of cell membrane shows that the membrane phospholipid bilayer has the capability 
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of hydrophobic and hydrophilic interactions and because of that, lipophilicity is also 

recognized as an essential property for drug design. Lipophilicity could be considered as 

the log of the partition coefficient between n-octanol and water (log P). Although log P 

is commonly used to assess a compound’s lipophilicity, the reality that log P is a 

proportion elevates a concern about the use of log P to estimate hydrophilicity and 

hydrophobicity. Therefore, the data of H-bonding features as acquired by calculating 

PSA could be taken into account along with log P calculation (Egan et al., 2000). 

Therefore, to accurately predict the cell permeability of the compounds under study, a 

model containing the descriptors AlogP98 and PSA 2D with a bi-plot involving 95% 

and 99% confidence ellipses was used (Ponnan et al., 2013). The 95% confidence 

ellipse represents the region of chemical space where it can be expected to find well 

absorbed compounds (≥90%) 95 out of 100 times. The 99% confidence ellipse 

represents the region of chemical space with compounds having excellent absorption 

through the cell membrane. The 99% confidence ellipse is bigger than the 95% 

confidence ellipse (Figure 3.3) because, to increase the possibility that the ellipse 

contains more compounds, the space enclosed by the ellipse must increase (Ponnan et 

al., 2013). According to the model for a compound to have an optimum cell 

permeability, the following criteria should be followed (PSA < 1 0  2 and AlogP98 < 

5) (Egan et al., 2000). All the compounds showed polar surface area (PSA) < 140  2 

and AlogP98 < 5 (Table 3.3). 

Table 3.3 shows that majority of the compounds have high, medium, low, and  

undefined values for BBB penetration levels (levels 1, 2, 3 and 4 as mentioned in Table 

3.2). In the bi-plot for BBB descriptor (Figure 3.3), structures 3a, 3b, 3d, 3e, 3f and 3h 

seem to fall inside the 95% ellipse, while structure 3c is within the 99% ellipse, 

indicating that all the structures would be able to penetrate the BBB, with moderate to 
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high BBB penetration. However, structure 3g falls outside the 99% ellipse indicating 

that structure 3g have undefined value for BBB penetration. 

Additionally, the low solubility and low permeability for drugs lead to their the poor 

oral bioavailability (Savjani et al., 2012). So, adequately aqueous solubility and human 

intestinal absorption (HIA) are significant change for better delivery of the drugs in the 

human body. As can be seen in Table 3.3, compounds 3a-h showed low to good 

aqueous solubility levels (levels 2 and 3 as mentioned in Table 3.2), and good 

absorption (HIA). Compounds 3a-h fall within the 95% ellipse (Figure 3.3), showing 

evidence that they could be valid candidates for oral drugs. In the meantime, in spite of 

showing good HIA values, molecules 3a, 3c, 3d, 3e and 3f exhibit low aqueous 

solubility. 

 The model classifies the hepatotoxicity prediction of the compounds as either 

“toxic” (true) or “nontoxic” (false) (Table 3.2). Our results indicate that all compounds 

3a-h are toxic to the liver (prediction true, Table 3.3) similar to most common NSAIDs 

that are associated with drug-induced liver injury (Aithal & Day, 2007). It is therefore, 

recommended that experiments should be carried out to seek the actual hepatotoxic 

influence of the compounds 3a-h, as well as to ascertain their favorable therapeutic 

doses. Recent studies suggested many genetic factors that play vital roles in the 

formation and accumulation of diclofenac metabolite with increased vulnerability to 

hepatotoxicity (Aithal & Day, 2007). However, there are no specific markers currently 

available to recognize those at risk of NSAID-induced hepatotoxicity, or those likely to 

develop liver failure. Hence, it is highly important to be cautious on the hepatotoxic 

potential of any NSAID. With raised awareness, surveillance and reporting of any case 

will lead to a better understanding of the risk factors and the pathophysiology of 

NSAID-induced hepatotoxicity (O'connor et al., 2003).  
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However, except compound 3a, all compounds (3b-h) are predicted to be satisfactory 

with respect to CYP2D6 liver (with reference to Table 3.2), suggesting that 3b-h are 

non-inhibitors of CYP2D6 enzyme, and indicating that compounds 3b-h are well 

metabolized in Phase-I metabolism (Table 3.3). Finally, as presented in Table 3.3, the 

ADMET plasma protein binding (PPB) property prediction indicates that all of 

compounds 3a-h are probable to be highly bound (≥ 90%) to carrier proteins in the 

blood, in which case, high doses might then be essential to obtain therapeutic 

concentrations in treatments.  

3.3.3 Ligand Binding Interaction 

Insights into the differences between the binding sites of COX-1 and COX-2 

obtained from X-ray crystal structure data (Kurumbail et al., 1996; Meade et al., 1993)   

provided useful guidelines that facilitated the design of the selective COX-2 inhibitors 

(Figure 2.6, p. 14). For instance, the COX-2 binding site has two extra pockets that are 

absent in the COX-1 binding site. This information is extremely significant and useful 

for designing COX-2 selective inhibitors. The difference in the COX-2 binding pocket 

arises due to a conformational alteration at Tyr355, that is attributed to the existence of 

Ile523 in COX-1 as compared to Val523 in COX-2 which has a smaller side chain 

(Meade, Smith, & DeWitt, 1993). In addition, it has been reported that the replacement 

of His513 in COX-1 by Arg513 in COX-2 plays a key role with relation to the H-bond 

network in the COX-2 binding site. Entry of ligands to the two pockets of COX-2 is 

regulated by His90, Gln192 and Tyr355 (Llorens, 1999). The interaction of Arg513 

with the bound drug is a requirement for time dependent inhibition of COX-2 (Figure 

3.4) (Garavito & DeWitt, 1999).  
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(A) 

 

(B) 

 

Figure 3.4: The active site of crystal structures of COX-1 & COX-2, (A); Interactions 
between drug (SC-558) and amino acids in the binding site of COX-2 (PDBid: 1CX2 
(Kurumbail et al., 1996). (B); Interactions between drug Flurbiprofen and amino acids 
in the binding site of COX-1 (PDBid: 1CQE (Picot et al., 1994). Black dashed lines 
represent hydrogen bonds; green solid lines represent hydrophopic interactions. 

 

AutoDock program was used to dock the structures 3a-h into the active site of the 

COX-2 enzymes. The orientation of docked conformation of SC-558 (standard drug 

used in this study) was reproduced (Figures 3.5 & 3.6) with similar binding interaction 

as that of its original conformation in the crystal structure (Figure 3.5).  In addition the 

p-sulfonyl moiety was observed to form hydrogen bonds with Arg513 and His90 

(Figures 3.6).  
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Figure 3.5: Diagram showing the superimposed poses of the re-docked SC-558 (green 
ball and stick model) and SC-558 co-crystallized with COX-2 (PDBid: 1CX2) (gray 
ball and stick model). The same positions of the drug reveals the accuracy of docking 
protocol used in this study. 
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Figure 3.6: Hydrogen bonding and hydrophobic interactions between COX-2 and SC-
558, Lig 600(B) is the temporary code name for ligand. (A) represents the amino acids 
belong to COX-2 enzyme.  

Celecoxib, mostly interacts with COX-2 enzyme through hydrogen bonds between 

the carbonyl group and Arg513 and His90, and an arene-cation interaction with Arg120. 

Meanwhile, SC-558 only shows hydrogen bond interactions, with (Figure 3.5). It is 

worthy to mention that site-directed mutation study has demonstrated Tyr385 and 

Ser530 to be crucial residues for enzyme action and they play important roles in 

interaction between inhibitors and enzyme. Our docking results seemed to confirm this 

fact and are in agreement with that reported by Rowlinson (2003). 

The designed compounds in the current study were found to have excellent binding 

affinity to COX-2 enzyme (Figure 3.7). The most stable docking model was chosen for 

each enzyme according to the lowest binding energy value (Appendix A). Docking 

results illustrated that all structures, except for structure 3g, are in the appropriate 

position within the active site of COX-2 (Figure 3.7). 
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Figure 3.7: (A, B, C, D, E, F, G): Binding conformations generated by Discovery 
studio 3.1 of compounds 3a-h and their interactions with amino acid residues of COX-2 
(PDBid: 1CX2). The hydrogen bonds are represented by the green dotted lines. (A", B", 
C", D", E", F", G"): Graphical results generated by Ligplot 4.5.3 software. It illustrates 
the hydrogen bond and hydrophobic interactions between 3a-h conformation and amino 
acid residues of ICX2. Lig 600(B) is the temporary code name for ligand. (A) is the 
temporary code name for protein.  
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B (3b) 

 
 

Figure 3.7, continued 
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C (3c) 

 
 

Figure 3.7, continued 
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C" 

 

 
Figure 3.7, continued 
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D (3d) 

 
Figure 3.7, continued 
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D" 

 

Figure 3.7, continued 
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E (3e) 

 

Figure 3.7, continued 
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F (3f) 

 

 
Figure 3.7, continued 
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F" 

 

 
Figure 3.7, continued 
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G (3h) 

 

 
Figure 3.7, continued 
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G" 

 

 
Figure 3.7, continued 
 

Hydrogen bonds between the carbonyl oxygen with Tyr385, Tyr355 and Arg120 

residues, as well as an arene-cation interaction with the aromatic ring, were observed in 

all compounds (Figure 3.7 & Table 3.4). As a result of docking it was proven that 

hydrogen bonds between ligands and COX-2 are crucial in COX-2 selectivity of the 

ligands. Binding energies and estimated inhibition constant values Ki dock of compounds 

3a-h are summarized in Table 3.4. 
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Table 3.4: Results obtained from docking of 1,3,4-Oxadiazoline derivatives (3a-h). 
 

Compounds  No. Best Lowest 
binding 
energy in to 
COX-2 

 (Kcal Mol
-1

) 

Residues that 
interaction 
 via H-bond 

Best Lowest 
binding 
energy in to 
COX-1 

(Kcal Mol
-1

) 

Residues that 
interaction 
via H-bond  

Ki/ 
COX-2 

Ki/ 
COX-1 

SC-558 * -7.95 Arg513, His90 Nil Nil  1.50 µM Nil 

Flurbiprofen * -7.26 Arg120,Tyr355 -8.01 Arg120,  
Arg120 

4.74µM 1.33µM 

3f 1 -7.64 
 

Tyr385 Nil         Nil 2.50 µM Nil 

3c 2 -6.89 Tyr385 -8.92 Pi-Pi & Pi-

Sigma 

8.80µM 289.5 nM 

3g 3 Nil Nil Nil Nil Nil  Nil 

3b 4 -6.74 
 

Arg120, Tyr385        Nil         Nil 6.98 µM     Nil 

3a 5 -6.50 Tyr355 Nil Nil 17.10 µM     Nil 

3d 6 -7.38 
 

Tyr385 Nil Nil 3.87 µM Nil 

3h 7 -7.46 
 

Arg120, Tyr385        Nil         Nil 3.40 µM    Nil 

3e 8 -6.33 
 

Arg513 Nil Nil 22.70µM Nil 

   *: Standard drug 
   Nil: Molecules do not fit in this active site  

  Ki: Estimated inhibition constant  

 

The orientation of the docked conformation of Flurobiprofen (Figures 3.8 and 3.9) 

was reproduced with similar binding interactions to that of its original conformation in 

the crystal structure (Figures 3.8) using the similar procedure explained above. 
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Figure 3.8: Diagram showing the superimposed poses of the re-docked flurobiprofen 
(green ball and stick model) and flurobiprofen co-crystallized with COX-1 (PDBid: 
1CQE) (gray ball and stick model). The same positions of the drug reveals the accuracy 
of docking protocol used in this study. 
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Figure 3.9: Hydrogen bonding and hydrophobic interactions between COX-1 and 
flurobiprofen, Lig 600(B) is the temporary code name for flurobiprofen. (A) represents 
the amino acids belong to COX-1 enzyme. 

 

All structures 3a-h were also modeled onto the functioning location of COX-1 

enzyme and could not fit into the active site of COX-1 except structure 3c which 

appeared to be binding to the active site with pi-pi and pi-sigma interactions, but no 

hydrogen bonding (Figure 3.10,  Figure 3.11 & Table 3.4). 
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Figure 3.10:  Binding conformations generated by Discovery studio 3.1 of 
compounds 3c and its interactions with amino acid residues of COX-1 (PDBid: 
1CQE). The hydrogen bonds are represented by the green dotted lines. 
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Figure 3.11: Graphical results generated by Ligplot 4.5.3 software. It illustrates the 
hydrogen bond and hydrophobic interactions between 3c conformation and amino acid 
residues of 1CQE. Lig 600(B) is the temporary code name for 3c. (A) is the temporary 
code name for protein.  
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CHAPTER 4: SYNTHESIS OF DESIGNED STRUCTURES 

 

4.1 Introduction 

Many diarylheterocycles and central ring pharmacophore templates were produced as 

a research attempts in the discovery of selective COX-2 inhibitors (Patel et al., 2010; 

Sakya et al., 2006; Lehmann & Beglinger, 2005).  This chapter deals with the synthesis 

and structural elucidation of 1,3,4-Oxadiazoline Derivatives and of 5-

Oxobenzo[f][1,3,4]Oxadiazepine Derivatives. Oxadiazolines and oxadiazepines are 

important compounds for both chemical and biological purposes (Yang et al., 2011; El-

Badry & Taha, 2011). They have been used extensively as synthons in various organic 

syntheses such as for the preparation of spiro-fused b-lactam oxadiazolines (Zoghbi & 

Warkentin, 1993) and of fused oxadiazepines used as gamma secretase modulators for 

the treatment of Alzheimer’s disease (Li et al., 2013). In addition, oxadiazolines and 

oxadiazepines have been reported to exhibit diverse pharmacological properties (Ke et 

al., 2009), which include antimicrobial (Fuloria et al., 2009), cytotoxic (Manojkumar et 

al., 2009), antifungal, and anticancer activities (Daeniker & Druey, 1957). Various 

aldehyde and ketone acyl hydrazones have been cyclized to give 3-acyl-1,3,4-

oxadiazolines under acylating conditions (Somogyi, 2007; Arora et al., 2013). However, 

there are only three reports on acylhydrazones with a hydroxyl group at the ortho 

position of the benzene ring being cyclized to give 3-acyl-1,3,4-oxadiazolines (Yehye et 

al., 2010). In the case of oxadiazepines, several methods have been reported for their 

synthesis, all of which are multi-step in nature (Fuloria et al., 2009; Oe et al., 1977; 

Souldozi et al., 2007) For example, El Badry and Taha, reported that the diazotization 

of ethyl 1-aminotetrazole-5-carboxylate in the presence of water resulted in the 

formation of ethyl 1-hydroxytetrazole-5-carboxylate. Condensation of ethyl 1-

hydroxytetrazole-5-carboxylate with bromoacetone and/or phenacyl bromide in absolute 
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ethanol in the presence of anhydrous potassium carbonate provided acetyloxy and 2-

oxyacetophenone compounds, which were then reacted with various 4-substituted 

anilines in the presence of acetic anhydride/ acetic acid to give 7-methyl(phenyl)-8-

aryltetrazolo[1,5-b]-1,2,5-oxadiazepin-9-ones in three steps (Fuloria et al., 2009). 

Herein, we report novel, one-step intramolecular oxidative cyclization of a variety of 

substituted benzaldehyde acylhydrazones 2 with a free hydroxyl group at the ortho 

position to give the oxadiazolines 3. In some cases, when the cyclization reactions of 1 

were carried out at 50–60 °C in acetic anhydride/acetic acid solution, 1,3,4-

oxadiazepines 4 were obtained instead of 1,3,4-oxadiazolines 3. The structures were 

determined using a combination of spectroscopic methods; 1D-NMR (1H, 13C, DEPT), 

2D-NMR (COSY, HMQC, and HMBC), IR, MS (HRMS) as well as X-ray 

diffraction analysis.  

4.2 Materials & Methods 

All melting points were taken on a Mel & Temp II melting point instrument. Infra 

Red (IR) spectra were recorded on a Thermo Scientific Nicolet 6700 Fourier IR 

spectrometer (ATIR). Nuclear magnetic resonance (NMR) spectra were obtained using 

a Jeol ECA 400 (400 MHz) NMR spectrometer with TMS as the internal standard. All 

measurements were accomplished in solution in DMSO-d6 or CDCl3. All chemical 

shifts are reported in ppm. Analytical thin layer chromatography (TLC) was carried out 

on Merck precoated aluminium silica gel sheets (Kieselgel 60 F & 254). Visualization 

was accomplished under UV light or iodine vapour.  Most products were found to be 

homogeneous by TLC and 400 MHz 1H NMR analyses, but when needed, heterogenous 

products were readily purified by silica gel column chromatography using a 

hexane/chloroform eluent. All target compounds were characterized by IR, 1H, 13C, 2D 

NMR, high resolution electron ionization mass spectral (HRMS) (ESI) analyses and X- 

ray Crystallographic Data Collection. The X-ray diffraction measurements were 

Univ
ers

ity
 of

 M
ala

ya



72 

obtained from University of Malaya, Malaysia. Single crystal X-ray diffraction data 

collection of selected compounds were performed on a Burker Apex II CCD 

diffractometer at 100 K employing graphite-monochromated Mo Kα radiation (λ 

=0.71073Å). The intensities were collected using the ω-2θ scan mode, in the range 2.4 < 

θ < 27.0. All structures were solved by direct method by using SHELXS-97 (Sheldrick, 

2008) and refined by full matrix least–square methods on F2
 with the use of the 

SHELXS-97 (Sheldrick, 2008) program package (semi-empirical absorption corrections 

were applied using SADABS program). Other anhydrous solvents and reagents were 

purchased from Merck. 

4.2.1 General Procedure For Preparation of Hydrazones 1a-h 

 

Scheme 4.1: Synthesis of 1a-h 

2-hydroxybenzohydrazide (0.30 g, 2 mmol) and various para-substituted 

benzaldehyde derivatives (0.2 g, 2 mmol) were refluxed in ethanol (20 ml) for 5 h 

(Scheme 4.1). The solvent was removed by evaporation and the resulting product was 

white solid powder for compounds 1a-h, except for compound 1b which was yellow 

solid powder (Jablonski et al., 2012). 
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4.2.2 General Procedure For Synthesis of 1,3,4-Oxadiazoline Derivatives 3a-h 

 

 

 

 

 

 

 

 

Scheme 4.2: Synthesis of 1,3,4-oxadiazoline derivatives 3a-h 

A mixture of each compound 1a-h (0.3 g, 1.58 mmol) and acetic anhydride (6 ml) 

was refluxed for 2 h under vigorous stirring. The solution was cooled and then poured 

into crushed ice and stirred vigorously. A precipitate was formed which was then 

washed with distilled water to remove the acetic anhydride. The obtained solid was 

further purified by recrystallization with an appropriate solvent (Arora et al., 2013; 

Somogyi, 2007). 

4.2.3 General Procedure For Synthesis of 5-Oxobenzo[f][1,3,4]Oxadiazepine 

Derivatives 

 

 Scheme 4.3: Synthesis of 1,3,4- oxadiazepines 4 &1,3,4- oxadiazolines 3 
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Compounds 4a, 4d, 4e and 4f were obtained from the reaction of acetic anhydride in 

acetic acid (6 ml) with the respective hydrazone (1a, 1d, 1e, and 1f) (0.3 g, 2 mmol), 

and the resulting solution was stirred vigorously for 1 h at 50-60°C. The structures of 

the products were elucidated using IR, 1H, 13C, 2D NMR and MS.  

4.3 Results 

4.3.1 N-(4-chlorobenylidene)-2-hydroxbenzohydrazide (1a)  

 

 (Yield: 90%), mp = 262°C. IR (ATIR): 3448 hydroxyl (O-H), 3248 N-H, 1655 

(C=O), 1629 (C=N) cm–1. 1H NMR (DMSO-d6, 400 MHz), δ, ppm: 6.90-6.95 (m, 2H, 

H3,H5), 7.41 (t, J = 7.7 Hz,  1H, H4), 7.50 (d, J = 8.6Hz, 2H, H10,10''), 7.73 (d, J = 8.7 

Hz, 2H, H9,9''), 7.84 (d, J = 7.7 Hz, 1H, H6), 8.41 (s,1H, C-H), 11.74 (s, 1H, CONH), 

11.85 (s, 1H, Ar-OH). 13C NMR (DMSO-d6, 100 MHz), δ, ppm: 165.21 (C=O; C7), 

159.35 (C-OH; C2), 147.80 (C=N; C8), 135.25 (C12), 134.37 (C4), 133.59 (C11), 

129.52 (C9,9''), 129.40 (C10,10''),  129.21 (C6), 119.51 (C5), 117.78 (C1), 116.54 (C3). 

HRMS (ESI) calculated for C14H11ClN2NaO2: 297.0411 [M+Na]+, found: 297.0401 

[M+Na]+. 

4.3.2 2-Hydroxy-N-(4-methoxybenzylidene)benzohydrazide (1b)  

 

 (Yield: 90%), mp = 250°C. IR (ATIR): 3245 (N-H), 1652, (C=O), 1627 (C=N) 

cm–1. 1H NMR (DMSO-d6, 400 MHz), δ, ppm:  2.45(s, 3H, OCH3), 6.89-6.95 (m, 2H, 
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H3, H5), 6.99 (d, J = 9.1 Hz, 2H, H10, 10''), 7.40 (t, J = 9.6 Hz, 1H, H4), 7.66 (d, J = 7.3 

Hz, 2H, H9, 9''), 7.86 (d, J = 8.7 Hz, 1H, H6), 8.37 (s, 1H, =C-H), 11.71 (s, 1H, 

CONH), 11.92 (s, 1H, Ar-OH). 13C NMR (DMSO-d6, 100 MHz), δ, ppm: 165.19 

(C=O; C7), 161.53 (C-OH; C2), 159.65 (C=N; C8), 149.21 (C12), 134.25 (C4), 129.40 

(C9,9''), 128.91 (C6),  127.17 (C11), 119.45 (C5), 117.80 (C3), 116.28 (C1), 114.85 

(C10,10''), 55.82 (OCH3). HRMS (ESI) calculated for C15H14N2NaO3: 293.0904 

[M+Na]+, found: 293.0897 [M+Na]+. 

4.3.3 2-Hydroxy-N-(4-(trifloromethoxy)benzylidene)benzohydrazide (1c)  

 

(Yield: 85%), mp = 243°C. IR (ATIR): 3250 (N-H), 1655 amide (C=O), 1626 (C=N) 

cm–1. 1H NMR (DMSO-d6, 400 MHz), δ, ppm: 6.89-6.96 (m, 2H, H3, H5), 7.38-7.44 

(m, 4H, H4, H6, H9,9''), 7.8 (d, J = 7.8 Hz, 2H, H10,10''), 8.44 (s, 1H, C-H), 11.73 (s, 

1H, Ar-OH), 11.86 (s, 1H, CONH). 13C NMR (DMSO-d6, 100 MHz), δ, ppm: 165.24 

(C=O; C7), 159.35 (C-OH; C2), 149.92 (C12), 147.51 (C=N; C8), 134.37 (C11), 133.92 

(C4), 129.60 (C9,9''), 129.25 (C6), 121.83 (C10,10''),  119.56 (C5), 117.77 (C3), 116.58 

(C1). HRMS (ESI) calculated for C15H11F3N2NaO3: 347.0621 [M+Na]+, found: 

347.0614 [M+Na]+ .  
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4.3.4 2-Hydroxy-N'-(4-(methylthio)benzylidene)benzohydrazide (1d) 

  

(Yield: 90%), mp = 230°C. IR (ATIR): 3379 hydroxyl (O-H), 3247 N-H, 1653 

(C=O), 1626 (C=N) cm–1. 1H NMR (DMSO-d6, 400 MHz), δ, ppm: 2.48 (s, 3H, SCH3), 

6.85-6.95 (m, 2H, H3,H5), 7.30 (d, J = 8.2Hz, 2H, H10,10''), 7.35-7.43 (m, 1H, H4), 

7.64 (d, J = 8.2 Hz, 2H, H9,9''), 7.76 (d, J = 7.8 Hz, 1H, H6), 7.85 (d, J = 7.3 Hz, 1H, C-

H), 8.37 (s, 1H, CONH), 11.77 (s, 1H, Ar-OH). 13C NMR (DMSO-d6, 100 MHz), δ, 

ppm: 165.25 (C=O) (C7), 159.60 (C-OH; C2), 149.30 (C=N; C8), 146.91 (C12), 134.31 

(C4), 132.17 (C11), 128.99 (C6), 128.84 (C9,9''), 127.84 (C10,10''),  119.46 (C5), 

117.77 (C1), 116.39 (C3), 15.80 (CH3). HRMS (ESI) calculated for C15H14N2NaO2S: 

309.0680 [M+Na]+, found: 309.0668 [M+Na]+. 

4.3.5 N'-(4-ethylbenzylidene)-2-hydroxybenzohydrazide (1e) 

 

(Yield: 90%), mp = 220°C. IR (ATIR): 3247 (N-H), 1652 (C=O), 1627 (C=N) cm–1. 

1H NMR (DMSO-d6, 400 MHz), δ, ppm: 1.14 (t, J = 8.0 Hz, CH3), 2.58 (q, J = 7.3 Hz, 

2H, CH2), 6.89-6.95 (m, 2H, H3, H5), 7.25 (d, J = 7.7 Hz, 2H, H10,10''), 7.39 (t, J = 7.7 

Hz, 1H, H4), 7.62 (d, J = 7.3 Hz, 2H, H9,9''), 7.84 (d, J = 7.7 Hz, 1H, H6), 8.38 (s, 1H, 

C-H), 11.77 (s, 1H, CONH), 11.86 (s, 1H, Ar-OH). 13C NMR (DMSO-d6, 100 MHz), δ, 

ppm: 165.30 (C=O; C7), 159.58 (C-OH; C2), 149.33 (C=N; C8), 146.93 (C12), 134.32 

(C4), 132.17 (C11), 129.02 (C6), 128.83 (C9,9''), 127.87 (C10,10''),  119.36 (C5), 
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117.85 (C3),116.35 (C1), 28.52 (CH2), 15.72 (CH3). HRMS (ESI) calculated for 

C16H16N2NaO2: 291.1112 [M+Na]+, found : 291.1104 [M+Na]+.  

4.3.6 N'-(4-(tert-butyl)benzylidene)-2-hydroxybenzohydrazide (1f) 

 

(Yield: 90%), mp = 215°C. IR (ATIR): 3271 (N-H), 1631 (C=O), 1610 (C=N) cm–1. 

1H NMR (DMSO-d6, 400 MHz), δ, ppm: 1.25 (s, 9H, 3CH3), 6.89-6.95 (m, 2H, H3, 

H5), 7.40 (t, J = 7.5 Hz, 1H, H4), 7.46 (d, J = 8.0 Hz, 2H, H10, 10''), 7.64 (d, J = 8.2 Hz, 

2H, H9,9''), 7.85 (d, J = 7.8 Hz, 1H, H6), 8.39 (s, 1H, C-H), 11.76 (s, 1H, CONH), 

11.83 (s, 1H, Ar-OH). 13C NMR (DMSO-d6, 100 MHz), δ, ppm: 165.24 (C=O; C7), 

159.55 (C-OH; C2), 153.68 (C12), 149.22 (C=N; C8), 134.30 (C4), 131.88 (C11), 

128.99 (C6), 127.59 (C9, 9''), 126.23 (C10,10''),  119.44 (C5), 117.78 (C3), 116.42 

(C1), 35.16 (C- tert-But), 31.49 (t-Bu). HRMS (ESI) calculated for C18H20N2NaO2: 

319.1430 [M+Na]+, found: 319.1417 [M+Na]+. 

4.3.7 2-Hydroxy-N-(4-nitrobenzylidene)benzohydrazide  (1g)  

 

(Yield: 94%), mp = 260°C. IR (ATIR): 3440 hydroxyl (O-H), 3245 (N-H), 1650 

(C=O), 1622 (C=N) cm–1. 1H NMR (DMSO-d6, 400 MHz), δ, ppm: 6.90-6.97 (m, 2H, 

H3, H5), 7.41 (t, J = 7.3 Hz, 1H, H4), 7.83 (d, J = 7.3 Hz, 1H, H6), 7.96 (d, J = 8.2 Hz, 

2H, H9,9''), 8.26 (d, J = 8.2 Hz, 2H, H10,10''), 8.51 (s, 1H, C-H), 11.60 (s, 1H, Ar-OH), 

12.01 (s, 1H, CONH). 13C NMR (DMSO-d6, 100 MHz), δ, ppm: 165.20 (C=O; C7), 
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159.04 (C-OH; C2), 148.39 (C12), 146.48 (C=N; C8), 140.96 (C11), 134.50 (C4), 

129.46 (C6), 128.65 (C9,9''), 124.59 (C10,10''),  119.63 (C5), 117.71 (C3), 116.81 (C1).  

HRMS (ESI) calculated for C14H11N3NaO4: 286.0826 [M+Na]+, found: 286.0822 

[M+Na]+.  

4.3.8 4-((2-(2-Hydroxybenzoyl)hydrazono)methyl)phenyl acetate (1h) 

 

(Yield: 92%), mp = 220°C. IR (ATIR): 3240 (N-H), 1759 (acetyl; C=O), 1634 

(C=O), 1602 (C=N) cm–1. 1H NMR (DMSO-d6, 400 MHz), δ, ppm: 2.26 (s, 3H, CH3), 

6.90-6.96 (m, 2H, H3, H5), 7.20 (d, J = 9.16Hz, 2H, H10,10''), 7.40 (t, J = 10.76 Hz, 

1H, H4), 7.76 (d, J = 8.2 Hz, 2H, H9,9''), 7.85 (d, J = 9.6 Hz, 1H, H6), 8.43 (s, 1H, 

CONH), 11.84 (s, 1H, =C-H). 13C NMR (DMSO-d6, 100 MHz), δ, ppm: 169.56 (C=O; 

OAc) 165.28 (C=O; C7), 159.42 (C-OH; C2), 152.46 (C12),  148.24 (C=N; C8), 134.44 

(C4), 132.37 (C11), 129.19 (C6), 129.00 (C9,9''), 122.85 (C10,10''), 119.62 (C5), 

117.58 (C3), 116.22 (C1), 21.36 (CH3). HRMS (ESI) calculated for C16H15N2O4: 

299.1023 [M+H]+, found: 299.1026 [M+H]+.  

4.3.9 2-(4- Acetyl-5-(chlorophenyl)-4,5-dihydro-1,3,4-oxadiazol-2-yl)phenyl 
acetate (3a) 

 

 
(Yield: 78%), mp = 119–120°C. IR (ATIR): 1759 (acetyl; C=O), 1695 (C=O), 1617 

(C=N) cm–1. 1H NMR (CDCl3, 400 MHz), δ, ppm: 2.31 (s, 3H, H8), 2.36 (s, 3H, H12), 

6.99 (s, 1H, H10), 7.19 (d, J = 7.76 Hz, 1H, H3), 7.34-7.44 (m, 5H, H5, H14, H14", 
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H15, H15"), 7.56 (t, J = 11.44 Hz, J =5.84 Hz, J = 5.96, Hz 1H, H4), 7.91 (d, J = 6.8 Hz, 

1H, H6). 13C NMR (CDCl3, 100 MHz), δ, ppm: 169.36 (C=O; C7), 167.73 (C=O; C11), 

152.93 (C9), 148.99 (C16), 136.09 (C2), 134.82 (C13), 132.92 (C4), 129.68 (C6), 

129.17 (C14,14"),  128.24 (C15, 15"), 126.58 (C5), 124.02 (C3), 117.93 (C1), 90.87 

(C10), 21.70 (C12), 21.19 (C8). HRMS (ESI) calculated for C18H15ClN2NaO4: 

381.0624 [M+Na]+, found: 381.0613 [M+Na]+. 

4.3.10 1-(2-(4-Chlorophenyl)-5-(2-hydroxyphenyl)-1,3,4-oxadiazol-3(2H)-
yl)ethanone (2a) 

 

 
 

Compound 2a was synthesized by the addition of acetic anhydride (6mL) to 

hydrazone (0.3 g, 0.0002 mmol) and the resulting solution was heated to 70-80°C for 

1h. The reaction mixture was poured into ice water and the resulting solid product was 

filtered and washed with copies amounts of water, drying under air. Compound 2a was 

isolated as a white solid. (Yield: 70%), mp = 130-137°C. IR (ATIR): 1759 (acetyl; 

C=O), 1657, (C=O), 1610 (C=N) cm–1. 1H NMR (CDCl3, 400 MHz), δ, ppm: 2.33 (s, 

3H, H12), 6.96 (t, J = 7.7 Hz, 1H, H4), 7.06 (d, J = 9.6 Hz, 2H, H10, H3), 7.36-7.07 (m, 

5H, H15, H15'', H14, H14'', H5), 7.62 (d, J = 8 Hz, 1H, H6), 9.08 (s, 1H, OH). 13C 

NMR (CDCl3, 100 MHz), δ, ppm: 167.61 (C=O; C11), 157.38 (C16), 156.22 (C2), 

136.31 (C9), 134.24 (C13), 133.93 (C6), 129.22 (C14,14"), 128.07 (C15,15"), 127.54 

(C5),  120.12 (C4), 117.11 (C3), 108.67 (C1), 90.64 (C10), 21.63 (C12). HRMS (ESI) 

calculated for C16H14ClN2O3: 317.0682 [M+H]+, found : 317.1285 [M+H]+. 
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4.3.11 2-(4-Acetyl-5-(4-(methoxyphenyl)-4,5-dihydro-1,3,4-oxadiazol-2-yl)phenyl 
acetate (3b) 

 

 

White solid (Yield: 70%), mp = 130°C. IR (ATIR): 1764 (acetyl; C=O), 1663 (C=O), 

1608 (C=N) cm–1. 1H NMR (DMSO-d6, 400 MHz), δ, ppm: 2.46 (s, 3H, H8), 3.30 (s, 

3H, H12), 3.72 (s, 3H, OCH3),  6.95 (d, J = 8.2 Hz, 1H, H3), 7.04 (s, 1H, H10),  7.26 (d, 

J = 8.2 Hz, 2H, H15, H15"), 7.32 (d, J = 8.7 Hz, 2H, H14, H14"), 7.38 (t, J = 7.8 Hz, 

1H, H5), 7.60 (t, J = 7.8 Hz, 1H, H4), 7.77 (d, J = 7.7 Hz, 1H, H6). 13C NMR (DMSO-

d6, 100 MHz), δ, ppm: 169.48 (C=O; C7), 167.05 (C=O; C11), 160.92 (C9), 152.27 

(C16), 149.01 (C2), 133.53 (C13), 129.59 (C4), 129.15 (C6), 128.56 (C14,14"), 127.18 

(C5), 124.68 (C15, 15"), 118.15 (C3), 114.65 (C1), 91.44 (C10), 55.80 (OCH3), 21.89 

(C12), 21.25 (C8). HRMS (ESI) calculated for C19H18N2NaO5: 377.1121 [M+Na]+, 

found : 377.1108 [M+Na]+. 

4.3.12 1-(5-(2-Hydroxyphenyl)-2-(4-methoxyphenyl)-1,3,4-oxadiazol-3(2H)-
yl)ethanone (2b) 

 

 

Compound 2b was synthesized by the addition of acetic anhydride (6mL) to 

hydrazone 1b (0.3 g, 0.0002 mmol) and the resulting solution was heated to 70-80°C for 

2h. The reaction mixture was poured into ice water and the resulting solid product was 

filtered and washed with copies amounts of water, drying under air. Compound 2b was 
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isolated as a white solid. (Yield: 66%), mp = 132°C. IR (ATIR): 1759 amid (C=O), 

1657 (C=N) cm–1. 1H NMR (CDCl3, 400 MHz), δ, ppm: 2.33 (s, 3H, OCH3), 3.79 (s, 

3H, H12), 6.91 (d, J = 8.2 Hz, 2H, H15, H15"), 6.89-6.96 (m, 1H, H3), 7.03-7.07 (m, 

2H, H10, H4), 7.40 (d, J = 8.2 Hz, 2H, H14, H14"), 7.39-7.43 (m, 1H, H5), 7.62 (d, J = 

7.7 Hz, 1H, H6), 9.18 (s, 1H, OH). 13C NMR (CDCl3, 100 MHz), δ, ppm: 167.38 (C=O; 

C11), 161.08 (C16), 157.37 (C2), 156.18 (C9), 133.72 (C6), 128.16 (C14,14"), 127.98 

(C13), 127.59 (C5),  120.02 (C4), 117.02 (C3), 114.23 (C15,15"), 108.67 (C1), 91.45 

(C10), 55.45 (OCH3), 21.67 (C12). HRMS (ESI) calculated for C17H17N2O4: 313.1190 

[M+]+, found : 313.1183 [M+]+. 

 

4.3.13 2-(4-Acetyl-5-(4-trifluoromethoxy)phenyl)-4,5-dihydro-1,3,4-oxadiazol-2-
yl)phenyl acetate (3c) 

 

 

White solid (Yield: 70%), mp = 84°C. IR (ATIR): 1766 (acetyl; C=O), 1676 (C=O), 

1624 (C=N) cm–1. 1H NMR (CDCl3, 400 MHz), δ, ppm: 2.28 (s, 3H, H8), 2.32 (s, 3H, 

H12), 6.99 (s, 1H, H10), 7.15 (d, J = 8.24 Hz, 1H, H3), 7.23 (d, J= 9.6 Hz, 1H, H15, 

H15"), 7.33 (t, J = 8 Hz, 1H, H4), 7.49-7.56 (m, 3H, H14, H14", H6), 7.88 (d, J = 8.2 

Hz, 1H, H6). 13C NMR (CDCl3, 100 MHz), δ, ppm: 169.33 (C=O; C7), 167.79 (C=O; 

C11), 152.88 (C9), 150.33 (C16), 148.94 (C2), 134.84 (C13), 132.92 (C4), 129.65 (C6), 

128.45 (C14,14", OCF3),  126.55 (C5), 123.98 (C3), 121.26 (C15, 15"), 117.82 (C1),  

90.61 (C10), 21.61 (C12), 21.19 (C8). HRMS (ESI) calculated for C19H15F3N2NaO5: 

431.0837 [M+Na]+, found : 431.0825 [M+Na]+. 
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4.3.14 2-(4-Acetyl-5-(4-(methylthio) phenyl)-4,5-dihydro-1,3,4-oxadiazol-2 
yl)phenyl acetate (3d) 

 

 
 

White solid (Yield: 65%), mp = 127°C. IR (ATIR): 1768 (acetyl; C=O), 1655 (C=O), 

1621 (C=N) cm–1. 1H NMR (CDCl3, 400 MHz), δ, ppm:  2.28 (s, 3H, H8), 2.31 (s, 3H, 

H12), 2.45 (s, 3H, SCH3), 6.94 (s, 1H, H10), 7.15 (d, J = 8.7 Hz, 1H, H3), 7.24 (d, J = 

7.7 Hz, 2H, H15, H15"), 7.32 (t, J = 15.5 Hz, , J = 7.7 Hz, J = 7.8 Hz, 1H, H4), 7.36 (d, 

J = 8.7 Hz, 2H, H14, H14"), 7.52 (t, J = 15.5 Hz, J = 7.3 Hz, J = 8.2 Hz, 1H, H4), 7.87 

(d, J = 7.8 Hz, 1H, H6). 13C NMR (CDCl3, 100 MHz), δ, ppm: 169.38 (C=O; C7), 

167.57 (C=O; C11), 152.93 (C9), 148.92 (C16), 141.05 (C2), 132.81 (C13), 129.68 

(C4), 127.16 (C6, C14, 14"), 126.50 (C5),  126.38 (C15, 15"), 123.93 (C3), 118.02 

(C1), 91.33 (C10), 21.68 (C12), 21.13 (C8), 15.41 (CH3). HRMS (ESI) calculated for 

C19H18N2NaO4S: 393.0891 [M+Na]+, found : 393.0879 [M+Na]+. 

4.3.15 2-(4-Acetyl-5-(4-(ethylphenyl)-4,5-dihydro-1,3,4-oxadiazol-2-yl)phenyl 
acetate (3e) 

 

 

White solid (Yield: 60%), mp = 92°C. IR (ATIR): 1764 acetyl (C=O), 1656 (C=O), 

1622 (C=N) cm–1. 1H NMR (CDCl3, 400 MHz), δ, ppm: 1.20 (t, J = 7.3 Hz, 3H, CH3) 

2.27 (s, 3H, H8), 2.31 (s, 3H, H12), 2.63 (q, J = 7.6 Hz, 2H, CH2), 6.96 (s, 1H, H10), 

7.14 (d, J = 8.2 Hz, 1H, H3), 7.21 (d, J = 7.76 Hz, 2H, H15, H15"), 7.31 (t, J = 15.5 Hz, 
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J = 7.8 Hz, J = 7.7 Hz, 1H, H4), 7.36 (d, J = 7.3 Hz, 2H, H14, H14"), 7.51 (t, J = 15.5 

Hz, J = 7.8 Hz, J = 7.7 Hz, 1H, H4), 7.88 (d, J = 8.2 Hz, 1H, H6). 13C NMR (CDCl3, 

100 MHz), δ, ppm: 167.54 (C=O; C7), 167.49 (C=O; C11), 154.15 (C9), 148.98 (C16), 

146.58 (C2), 133.60 (C13), 132.67 (C4), 129.86 (C6), 128.39 (C14, 14"), 126.70 (C15, 

15"), 126.47 (C5), 123.09 (C3), 118.07 (C1), 91.64 (C10), 28.78 (CH2), 21.70 (C12), 

21.25 (C8), 15.50 (CH3). HRMS (ESI) calculated for C20H20N2NaO4: 375.1324 

[M+Na]+, found : 375.1315 [M+Na]+. 

4.3.16 2-(4- Acetyl-5-(4-(tert-butyl)phenyl)-4,5-dihydro-1,3,4-oxadiazol-2-
yl)phenyl acetate (3f) 

 

 

White solid (Yield: 58%), mp = 85°C. IR (ATIR): 1760 (acetyl; C=O), 1651 (C=O), 

1613 (C=N) cm–1. 1H NMR (CDCl3, 400 MHz), δ, ppm: 1.28 (s, 9H, tert-But) 2.27 (s, 

3H, H8), 2.32 (s, 3H, H12), 6.98 (s, 1H, H10), 7.14 (d, J = 8.2 Hz, 1H, H3), 7.32 (t, J = 

7.8Hz, 1H, H5), 7.36-7.42 (m, 4H,  4H, H15, H15", H14, H14"), 7.52 (t, J = 7.8 Hz, 1H, 

H4), 7.88 (d, J = 8.2 Hz, 1H, H6). 13C NMR (CDCl3, 100 MHz), δ, ppm: 169.31 (C=O; 

C7), 167.57 (C=O; C11), 153.17 (C9), 152.96 (C16), 148.92 (C2), 133.27 (C13), 132.67 

(C4), 129.73 (C6), 126.47 (C5), 126.40 (C14,14"), 125.84 (C15,15"), 123.89 (C3), 

118.16 (C1), 91.53 (C10), 34.83 (C-tert-But), 31.31 (tert-But), 21.71 (C12), 21.11 (C8). 

HRMS (ESI) calculated for C22H24N2NaO4: 403.1630 [M+Na]+, found : 403.1628 

[M+Na]+. 
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4.3.17 2-(4-Acetyl-5-(4-nitrophenyl)-4,5-dihydro-1,3,4-oxadiazol-2-yl)phenyl 
acetate (3g) 

 

 

(Yield: 85%), mp = 115–119°C. IR (ATIR): 1750 (acetyl; C=O), 1690 (C=O), 1615 

(C=N) cm–1. 1H NMR (CDCl3, 400 MHz), δ, ppm: 2.30 (s, 3H, H8), 2.32 (s, 3H, H12), 

7.05 (s, 1H, H10), 7.17 (d, J = 8.24 Hz, 1H, H3), 7.35 (t, J = 16.0 Hz, J = 7.8 Hz, J = 8.2 

Hz, 1H, H5), 7.55 (t, J = 16.4 Hz,  J = 8.2 Hz, J = 8.2 Hz, 1H, H4), 7.66 (d, J = 8.7 Hz, 

2H, H14, H14"), 7.88 (d, J = 7.3 Hz, 1H, H6), 8.24 (d, J = 9.1 Hz, 2H, H15, H15"). 13C 

NMR (CDCl3, 100 MHz), δ, ppm: 169.27 (C=O; C7), 168.00 (C=O; C11), 152.91 (C9), 

148.98 (C16), 148.84 (C2), 142.54 (C13), 133.16 (C4), 129.59 (C6), 127.94 (C14,14"),  

126.64 (C5), 124.15 (C15, 15"), 124.06 (C3), 117.58 (C1),  89.98 (C10), 21.61 (C12), 

21.19 (C8). HRMS (ESI) calculated for C18H15N2NaO6: 392.0856 [M+Na]+, found: 

392.0853 [M+Na]+. 

4.3.18 4-(5-(2-Acetoxyphenyl)-3-acetyl-2,3-dihydro-1,3,4-oxadiazol-2 yl) phenyl 
acetate (3h) 

 

 

White solid (Yield: 70%), mp = 108–110°C. IR (ATIR): 1766, 1749 (2 acetyl; C=O), 

1660 (C=O), 1623 (C=N) cm–1. 1H NMR (CDCl3, 400 MHz), δ, ppm: 2.15 (s, 3H, H8"), 

2.27-2.33 (m, 6H, H8, H12), 6.99 (s, 1H, H10), 7.11 (d, J = 8.6 Hz, 2H, H15, H15"), 

7.15 (d, J = 8.2 Hz, 1H, H3), 7.33 (t, J = 7.7 Hz, 1H, H5), 7.48 (d, J = 8.4 Hz, 2H, H14, 
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H14"), 7.76 (t, J = 7.3 Hz, 1H, H4), 7.88 (d, J = 7.7 Hz, 1H, H6). 13C NMR (CDCl3, 100 

MHz), δ, ppm: 169.38 (C=O; C7), 169.27 (C=O; C7"), 167.70 (C=O; C11), 152.93 

(C9), 151.85 (C16), 149.01 (C2), 133.83 (C13), 132.83 (C4), 129.69 (C6), 128.15 

(C14,14"), 126.48 (C5), 123.94 (C3) 122.10 (C15, 15"), 117.95 (C1), 90.87 (C10), 

21.69 (C12), 21.22 (C8), 21.13 (C8"). HRMS (ESI) calculated for C20H18N2NaO6: 

405.1067 [M+Na]+, found: 405.1057 [M+Na]+. 

4.3.19 1,1"-(2-(4-Chlorophenyl)-5-oxobenzo[f][1,3,4]oxadiazepine-3,4 (2H,5H)-
diyl) diethanone (4a) 

 

 

 

White solid (Yield: 63%), mp = 120°C. IR (ATIR): 2 (acetyl; C=O), 1757, 1737, 2 

(C=O), 1699, 1661 cm–1. 1H NMR (CDCl3, 400 MHz), δ, ppm: 1.86 (s, 3H, H9), 2.42 

(s, 3H, H11), 7.22 (d, J = 7.7 Hz, 1H, H3), 7.31 (s, 1H, H12), 7.32-7.35 (m, 3H, H5, 

H14, H14"), 7.49 (d, J= 8.2 Hz, H15, H15"), 7.62 (t, J = 7.7 Hz, 1H, H4) 7.83 (d, J= 8.2 

Hz, 1H, H6). 13C NMR (CDCl3, 100 MHz), δ, ppm: 172.05 (C=O; C8), 169.90 (C=O; 

C10), 169.02 (C7), 153.43 (C1), 135.83 (C16), 135.44 (C13), 133.46 (C5), 130.89 (C3), 

128.68 (C14,14"), 128.03 (C15, 15"), 126.42 (C2), 125.94 (C4), 122.60 (C6), 86.88 

(C12), 25.03 (C11), 20.61 (C9). HRMS (ESI) calculated for C18H15ClN2NaO4: 

381.0619 [M+Na]+, found: 381.0613 [M+Na]+. 
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4.3.20 1,1"-(2-(4-Methylthio)phenyl)-5-oxobenzo[f][1,3,4]oxadiazepine 
3,4(2H,5H)-diyl)diethanone (4d) 

 

 

White solid (Yield: 75%), mp = 138°C. IR (ATIR): 1741, 1708, 2 acyl; C=O), 2 

(C=O), 1686, 1599 cm–1. 1H NMR (CDCl3, 400 MHz), δ, ppm: 1.89 (s, 3H, (S-CH3), 

2.43 (s, 3H, H9), 2.50 (s, 3H, H11, 7.25 (d, J = 8.2Hz, 2H, H14, H14''  7.24-7.28 (m, 

1H, H3), 7.34-7.37 (m, 3H, H5, H12), 7.47 (d, J= 8.7 Hz, H15, H15"), 7.64 (t, J = 7.7 

Hz, 1H, H4) 7.82 (d, J = 7.8 Hz, 1H, H6). 13C NMR (CDCl3, 100 MHz), δ, ppm: 172.01 

(C=O; C8), 169.98 (C=O; C10), 169.04 (C7), 153.62 (C1), 140.38 (C16), 135.75 (C13), 

131.37 (C5), 130.87 (C3), 127.02 (C14,14"), 126.35 (C2), 125.89 (C15,15"), 125.72 

(C4), 122.61 (C6),  87.22 (C12), 25.06 (C11), 20.70 (C9), 15.45 (CH3). HRMS (ESI) 

calculated for C19H18N2NaO4S: 393.0890 [M+Na]+, found: 393.0879 [M+Na]+. 

4.3.21 1,1"-(2-(4-Ethylphenyl)-5-oxobenzo[f][1,3,4]oxadiazepine-3,4(2H,5H)-
diyl)diethanone (4e) 

 

 

White solid (Yield: 60%), mp = 98°C. IR (ATIR): (2 acetyl; C=O), 1739, 1700, 2 

(C=O), 1688, 1601 cm–1. 1H NMR (CDCl3, 400 MHz), δ, ppm: 1.22 ( t, J = 7.7 Hz, 3H, 

(CH3), 1.86 (s, 3H, H9), 2.37 (s, 3H, H11), 2.65 (q, J = 7.6 Hz, (CH2), 7.20 (m, 3H, H3, 

H14,H14"), 7.30 (t, J =7.5 Hz, 1H, H5), 7.34 (S, 1H, H12) 7.43 (d, J= 8.2 Hz, H15, 
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H15"), 7.60 (t, J = 7.7 Hz, 1H, H4) 7.82 (d, J = 7.8 Hz, 1H, H6). 13C NMR (CDCl3, 100 

MHz), δ, ppm: 171.97 (C=O; C8), 170.06 (C=O; C10), 169.06 (C7), 153.77 (C1), 

145.76 (C16), 135.71 (C13), 132.10 (C5), 130.89 (C3), 127.97 (C14,14"), 126.60 (C15, 

15"), 126.25 (C2), 125.54 (C4), 122.62 (C6), 87.48 (C12), 28.73 (CH2), 24.97 (C11), 

20.71 (C9), 15.53 (CH3). HRMS (ESI) calculated for C20H20N2NaO4: 375.1329 

[M+Na]+, found: 375.1315 [M+Na]+. 

4.3.22 1,1"-(2-(4-(tert-butyl)phenyl)-5-oxobenzo[f][1,3,4]oxadiazepine-3,4(2H,5H)-
diyl)diethanone (4f) 

 

 

 
White solid (Yield: 55%), mp = 90°C. IR (ATIR): (2 acetyl; C=O), 1730, 1695, 2 

(C=O), 1685, 1600 cm–1. 1H NMR (CDCl3, 400 MHz), δ, ppm: 1.30 (s, 9H, (CH3)3), 

1.86 (s, 3H, H9), 2.35 (s, 3H, H11), 7.20 (d, J = 7.8 Hz, 1H, H3), 7.31 (t, J =8.0 Hz, 1H, 

H5), 7.34 (S, 1H, H12) 7.38 (d, J = 8.6 2H, H14, H14"), 7.44 (d, J = 8.2 Hz, H15, 

H15"), 7.61 (t, J = 8.0 Hz, 1H, H4), 7.83 (d, J = 7.8 Hz, 1H, H6). 13C NMR (CDCl3, 100 

MHz), δ, ppm: 172.00 (C=O; C8), 170.05 (C=O; C10), 169.07 (C7), 153.79 (C1), 

152.72 (C16), 135.72 (C13), 131.80 (C5), 130.93 (C3), 126.36 (C14,14"), 126.09 (C2), 

125.47 (C4), 125.39 (C15, 15"), 122.60 (C6), 87.46 (C12), 34.78 (C-tert-But), 31.35 

(tert-But), 24.94 (C11), 20.71 (C9) HRMS (ESI) calculated for C22H24N2NaO4: 

403.1638 [M+Na]+, found: 403.1628 [M+Na]+. 
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4.4 Discussion 

4.4.1 Spectroscopic Features of (1a-h), (2a, 2b), (3a-h) & (4a, 4f, 4e, 4d) 

The positions of IR bands provided significant indication for the formation of 

compounds 1a-h, 2a, 2b, 3a-h, 4a, 4f, 4e, and 4d. The bands on the IR spectra of these 

compounds were mainly due to the C=N, C=O and C-O-C functional groups. A strong 

band at 1677-1645 cm-1 could be assigned to C=O stretching, which had actually 

undergone shifting to a lower wave number due to the conjugated system in the 

compounds. The absorption bands at 1577-1504 cm-1 were attributed to the C=N 

stretching vibrations. Compounds 1a-h showed sharp bands in the region 3271-3240 

cm-1 from N-H stretching vibrations. In addition, the absorption bands at 1231-1219 cm-

1 were attributed to the C-O-C, stretching which confirmed the formation of the desired 

oxadiazoline ring in compounds 2a, 2b and 3a-h. In addition, the band due to v N-H 

stretching was not observed. Compounds 4a, 4d, 4e and 4f showed two absorption 

bands in the region 1757-1695 cm-1 due to the stretching vibrations of two acetyl (C=O) 

groups. 

Further evidence for the formation of compounds 1a-h, 2a, 2b, 3a-h, 4a, 4d, 4e and 

4f were obtained by 1H NMR spectroscopy, which provided information for the 

positions of the protons. In the 1H NMR spectra, phenyl protons were observed at the 

expected chemical shifts and appropriate integral values in all compounds. The single 

peak at 8.43-12.01 ppm was assigned to the amino proton, N-H peak in all compounds 

1a-h, while the H-C=N proton showed single peak at 7.3-11.84 ppm (see 1H NMR 

spectrum of 1a-h in Appendix B. 1-8). In the 13C NMR spectra, phenyl carbons were 

observed at the expected chemical shifts with appropriate integral values for all 

compounds 1a-h and the C=N carbon of compounds found at 146.48-159.65 ppm. In 

addition, the peak for the carbonyl carbon was found to be at 165.21-165.30 ppm (see 

13C NMR spectrum of 1a-h in Appendix B. 23-29).  As for the compounds 3a-h, 2a and 
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2b, no peaks for N-H and H-C=N proton were observed. Presumably, these peaks 

disappeared following the ring closure. The peak for the proton in the oxadiazoline ring 

was observed with the expected chemical shift at 6.9-7.04 ppm. In addition, the two 

single peaks at 2.27-2.24 ppm and 2.28-2.45 ppm were due to the six protons of the 

acetyl group (See 1H NMR spectrum of 3a-h, 2a and 2b in Appendix B. 9-17). For 

compounds 4a, 4d, 4e and 4f, the peaks of N-H and H-C=N protons were not observed 

after the ring closure.  The proton of the oxadiazepine ring was observed with peak at 

the expected chemical shift of 7.31-7.43 ppm. Similarly, the two single peaks at 1.86-

2.43 ppm and 2.35-2.50 ppm were due to six protons of the acetyl groups (see 1H NMR 

spectrum of 4a, 4d, 4e and 4f, in Appendix B. 18-21). In the 13C NMR spectra, the 

greatest differences observed between the compounds 1a-h and compounds 3a-h were 

in the peaks for the C=N carbon (C8) of compounds 1a-h found at 146.48- 159.65 ppm, 

while the peaks for the C10 carbon belonging to the oxadiazoline ring in the 13C NMR 

spectra for 3a-h were observed at the expected chemical shift of 89.98-91.64 ppm. (See 

13C NMR spectrum of 1a-h and 3a-h in Appendix B. 22-36). Compounds 4a, 4d, 4e and 

4f showed similar differences from 1a-h and 3a-h, where the signals for the three 

carbonyl carbons (C7, C8 and C10) were observed at 169.02-169.07 ppm, 171.97-

172.05 ppm and 169.90-170.06 ppm, respectively (see 13C NMR spectrum of 4a, 4d, 4e 

and 4f in Appendix B. 37-40).  In addition, the signals for the C10 carbon belonging to 

the oxadiazoline ring in the 13C NMR spectra for 3a-h and 4a, 4d, 4e and 4f were 

observed at the expected chemical shift of 89.98-91.64 ppm while the signals for carbon 

C12 for the oxadiazapine compounds 4a, 4d, 4e and 4f were observed at the expected 

chemical shift of 86.88-87.48 ppm.  
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4.4.2 X-ray Crystallographic Data 

 

Figure 4.1: The molecular structure of 3c with atoms shown at 50% probability level 

 

Figure 4.1 shows the Oak ridge thermal ellipsoid plot program for crystal structure 

illustrations (ORTEP) diagram for the structure of molecule 3c which is twisted about 

the C12—C13 bond. Within the five-membered oxadiazoline ring, there is a formal 

C9=N1 double bond (1.282 (3) Å). The bond distance of C9—O3 (1.37 (2) Å) is 

considerably shorter than that of C12—O3 bond (1.443 (2) Å), suggesting some 

delocalization of π-electron density over the O3—C9—N1 chromophore via the 

presence of a pi bond with an adjacent atom bearing lone pairs of electrons. 

Furthermore, the acyl group is coplanar with the oxadiazoline ring [O—C—N—C 

torsion angle = -12.81 (3)º]. (For more details, see Appendix C. 1) Univ
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Figure 4.2: The molecular structure of 3h with atoms shown at 70% probability 
level 

Figure 4.2 is the ORTEP diagram for the structure of molecule 3h, which is twisted 

about the C10—C13 bond. Within the five-membered oxadiazoline ring, there is a 

formal C9=N1 double bond (1.279 (3) Å). The bond distance of C9—O3 (1.366 (2) Å) 

is considerably shorter than C10—O4 bond (1.448 (2) Å), suggesting some 

delocalization of π-electron density over the O3—C9—N1 chromophore. Furthermore, 

the acyl group is coplanar with the oxadiazoline ring [O—C—N—C torsion angle = 

0.54 (3) Å]. (For more details, see Appendix C. 2)  
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Figure 4.3: The molecular structure of 4a with atoms shown at 50% probability level 

Figure 4.3 is an ORTEP diagram showing the structure of molecule 4a which is 

twisted about the C12—C13 bond. The atom O1 lies near to the mean plane of the 

aromatic ring to which it is bonded (deviation: 1.378(2) A). Furthermore, the acyl group 

is coplanar to the oxadizepine ring [O4—C10—N2—C12 torsion angle = 3.25 (3) Å], 

while the other acyl group is perpendicular to the oxadizepine ring [O3—C8—N1—C7 

torsion angle= 159.21 (3) Å]. The chloro-substituted phenyl ring is almost orthogonal to 

the oxadizepine ring, the dihedral angle between them being 108.17°. (For crystal data 

and structure refinement, see Appendix C. 3) 
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Figure 4.4: The molecular structure of 4d with atoms shown at 50% probability level 

 

Figure 4.4 shows the ORTEP diagram for the structure of molecule 4d which is 

twisted about the C8—C9 bond. Atom O2 lies near the mean plane of the aromatic ring 

to which it is bonded [deviation: 1.382 (2) Å]. Furthermore, the acyl group is coplanar 

with the oxadizepine ring [O3—C16—N2—C8 torsion angle= -4.99 (3)º], while the 

other acyl group is perpendicular with the oxadiazepine ring [O4—C18—N1—C1 

torsion angle = 160.10 (3) Å]. The thiomethyl-substituted phenyl ring is almost 

orthogonal with the oxadiazepine ring, the dihedral angle between them being 108.88°. 

(For more details, see Appendix C. 4). 
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Figure 4.5: The molecular structure of 4e with atoms shown at 50% probability level 

Figure 4.5 is an ORTEP diagram showing the structure of molecule 4e which is 

twisted about the C8—C9 bond. Atome O2 lies near the mean plane of the aromatic ring 

to which it is bonded [deviation: 1.369 (2) Å]. Furthermore, the acyl group is coplanar 

with the oxadiazepine ring [O3—C17—N2—C8 torsion angle = -2.47 (3) Å], while the 

other acyl group is perpendiculur with the oxadiazepine ring [O4—C19—N1—C1 

torsion angle = 160.18 (3) Å]. (For more details, see Appendix C. 5) 

4.4.3 Formation of 1,3,4-Oxadiazoline and 1,3,4-Oxadiazepine Through 
Acetylation of Salicylic Hydrazones 

 

The syntheses of 1,3,4-oxadiazoline and oxadiazapine compounds began with the 

reaction between hydroxybenzohydrazide with various para- substituted benzaldehyde 

derivatives to produce hydrazones 1a-h (Scheme 4.1, p. 72 ). Reactions of substituted 

benzaldehyde acylhydrazones 1a-h in acetic anhydride at 120-130°C resulted in the 

cyclised products 3a-h (Scheme 4.2, p. 73). The reactions proceeded smoothly with no 

side products observed. Under these acylation conditions, compounds 1a-h, possessing 

either electron-donating or electron-withdrawing substituents on the aryl ring cyclised to 

give 1,3,4-oxadiazolines 3a-h in 58-85% yields (Table 4.1). The presence of an 

electron-withdrawing substituent on the phenyl ring tended to give better yields, with 
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the best yield obtained with a nitro substituent, and the lowest with a t-butyl substituent. 

This is to be expected since a strong electron-withdrawing group such as NO2 on the 

aryl ring would enhance the electrophilicity of the iminium carbon, whilst an electron-

donating group would decrease the electrophility. 

Table 4.1: Structures and yields of synthesized compounds 3a-h 

Entry Ar Product a Yield c  

 
 
1 

 

 

 
3a b 

 
   
78% 
 
 
 
 

    
 
 
2 
 
 

 

 

 
3b 

 
 
70% 
 

 
 
 
3 

 

 
 
 
  

3c b 
 

 
 
70% 
 
 
 
 

 
 
4 

 

 

 
3d 
 

 
 
65% 
 

5  

 
 

3e 
 

 
 
60% 
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  Table 4.1, continued 
 

 

 
 
6 

 

 
3f 

 
 
58% 
 
 
 
 
 

 
7 
 

 

 

 
3g 
 

 
 
85% 
 

 
 
8 
 

 

 

 
3h b  

 
 
70% 
 

                                a All products were identified by ATIR, NMR, and EI-HRMS analyses.                          
                           b Structure was confirmed by X-ray crystallography. 

                c Isolated yield after recrystallization. 

When the cyclization reactions of 1a-h were carried out at 50-60°C in acetic 

anhydride/acetic acid solution, 1,3,4-oxadiazepines 4a, 4d, 4e and 4f were obtained 

instead of the 1,3,4-oxadiazoline analogs, in some cases (Scheme 4.3, p. 73). Table 4.2 

summarizes the products of the cyclization reactions of compounds 1 using the Ac2O-

AcOH conditions. Presumably, the acidic conditions influenced the reaction in some 

manner to form the seven-membered oxadiazepines. 
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Table 4.2: Structures and yields of compounds 4(a, d, e, f) and 3(b, c, g, h) 

Entry Ar Product  yieldc  
 

10 

 

 

 
4ab 

 

 
       

63% 
 

 

11 

 

 

 
4db 

 

 
 
75% 

 

12 

 

 

 

 

 

 

 

13 

 

 

 

 

 

   

 
4eb 

 

 
4f 
 

66% 
 

 

 

 

 

 

 

55% 

 

 

 

 

14 

 

 
 

  3g 
 

 
 

70% 
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Table 4.2, continued 
 

 
15 

 

 

 

   
3c 

 

 
65% 

 

 
16 

 

 
3b 
 

 
65% 

 

 
17 

 

 
 

  
 3h 

 
63% 

 

                           b Structure was confirmed by X-crystallograph 
          c Isolated yield after recrystallization 
 

 In this study two pathways have been proposed leading to the formation of the 

oxadiazolines 3 (Scheme 4.4). One pathway involves acetylation of the free hydroxyl 

group on the benzene ring to form 5 that undergoes subsequent intramolecular 

cyclization to form 3 (Pathway A). An alternative pathway involves an intramolecular 

cyclization of 1 to first produce 2a and 2b, followed by acylation of the phenol to form 

3 (Pathway B).  Univ
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Scheme 4.4: Pathways cyclization of 1 

 

However, since only the oxadiazolines 2a and 2b were isolated with a free ortho 

phenolic group and no product 5 was observed in this reaction, it could be concluded 

that the cyclization of compound 1 went through pathway B. In this pathway, 

compounds 2a and 2b were first formed, which then underwent acetylation to produce 

3a and 3b (Scheme 4.4).  

It has been well-established that compound 1 can undergo keto-enol tautomerisation 

as shown in Figure 4.6 (Lin et al., 1999).  

 

 

Figure 4.6: Tautomerisation of compound 1 

 Hence, in this study, it is proposed that the mechanism for the oxidative cyclization 

reactions leading to 2a and 2b involves the attack of the enolic oxygen of the enol 

tautomer at the azomethine imine moiety as shown in Scheme 4.5. 
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Scheme 4.5: A plausible mechanism for the formation of compounds 3a-h 

 

In the case of the seven membered oxadiazepines, it is proposed that the mechanism 

of formation occurs via nucleophilic attack of the phenolic oxygen on the iminium 

carbon, as shown in Scheme 4.6. Here, the iminium carbon acted as a carbonyl analogue 

and participated in an intramolecular nucleophilic addition reaction (Dewick, 2006; 

Jiang & Chen, 2011) with the ortho phenolic group. Subsequently, the oxadiazepines 

underwent acetylation to give the diacetylated product 4 (Scheme 4.6). 

 

  
Scheme 4.6: A plausible mechanism for the formation of compounds 4(a, d, e & f) 
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CHAPTER 5: IN VITRO COX ENZYME INHIBITION STUDIES 

 

5.1 Introduction 

There are several types of assays that can be utilized to evaluate the COX-2 

selectivity. Previously, in vitro assays that utilised animal enzymes or cell lines were 

used. Even though in vitro human whole blood assay is criticised for its inherent 

limitation which may not give accurate reflection of the COX inhibition in target tissues 

(e.g gastric mucosa), it has been used for COX-2 selectivity evaluation (Goei The et al. , 

1997). More recently, human target cells such as gastric mucosal cells, chondrocytes 

and synoviocytes have been used to prepare in vitro assays. Ex vivo assays which 

measure COX-2 selectivity by the relative inhibition of TXB2 in monocytes and 

macrophages, platelet accumulation and renal PGE2 synthesis, have also been used. 

5.2 Materials 

The COX Inhibitor Screening Assay Kit was purchased from Cayman Chemical 

(Ann Arbor, MI, USA). The materials included in the kit are Prostaglandin (PG) 

screening enzyme immunoassay (EIA) antiserum, PG screening Acetylcholinesterase 

(AchE) tracer, PG Screening EIA Standard, EIA buffer, wash buffer, tween 20, mouse 

anti-rabbit immunoglobulin (IgG) coated plate, 96-well cover sheet, Ellman’s reagent, 

reaction buffer, COX-1 (ovine), COX-2 (human recombinant), heme, arachidonic acid, 

potassium hydroxide, hydrochloric acid and stannous chloride. Celecoxib was 

purchased from Sigma Aldrich (St. Louis, MO, USA). Ultra pure water was used to 

prepare all the EIA reagents and buffers. 
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5.3 Methods 

COX inhibitory activity was measured using an enzyme immunoassay (EIA) 

Screening Assay Kit (Catalog No 560131) from Cayman Chemicals, Ann Arbor, 

Michigan, U.S.A. The kit was used to measure the COX-1 and COX-2 derived 

Prostaglandin H2 (PGH2) produced in the COX kit reaction. The prostanoid product was 

quantified using a broadly specific antiserum that bound to all major prostaglandins. All 

samples and positive controls were added as DMSO solutions to assay solutions. All 

procedures were performed as indicated in the assay kit instructions. The control 

consisted of 475 µl of 100 mM Tris-HCl buffer pH 8.0, 5 µl heme, 5 µl of COX-1 or 

COX-2 and 10 µl of 100 mM Tris-HCl buffer pH 8.0 containing 0.5% DMSO. The 

background was similar to the control except that the enzyme was heat inactivated. Each 

COX sample was assayed in triplicate. 

5.4 Data Analysis 

IC50 values were calculated with GraphPad Prism software version 5.02 from dose-

response curves generated. All data are expressed as mean ± S.E.M in triplicate. 

Statistical significance was assessed using the Student’s t-test in Excel (Microsoft). The 

level of significance was set at *P < 0.05, indicating statistically significant. Percent 

inhibitory activity of each compound was derived using the following equation: 

Percentage inhibition =    [(Abscontrol − Absbackground) ─ (Abssample − Absbackground)]   x 100%                                                                                                                                                                                                                                                

                                             (Abscontrol − Absbackground)                     

where Abscontrol = absorbance of control mixture at 100% initial activity; Abssample = 

absorbance of sample mixture; and Absbackground = absorbance of background. 
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5.5 Results and Discussion 

5.5.1 Determination of the Concentration of Prostaglandin 

The % B/Bo (% Bound / Maximum Bound) on the prostaglandin standard curve was 

calculated, and the harmonious values on the x-axis were recorded to identify the 

production amount of prostaglandin (Figure 5.1). As soon as the production amount of 

prostaglandin has been confirmed, the percentage inhibition can be calculated. 

 
 

Figure 5.1: Prostaglandin standard curve, where % B/Bo; is the ratio of the 
absorbance of a paticular sample or standard to that from solution with the maximum 
binding (Bo); and 1-B/Bo is prostaglandin concentration (pg/mL). 

 
 

5.5.2 Effects of Compounds (3a-h) on COX-1 and COX-2 Enzymes 

Compounds 3a-h were assayed at graded concentrations ranging from 1.56 μM to 50 

μM, and activities were compared to the standard reference drug, celecoxib (1.56 μM to 

25 μM). As shown in Figure 5.2, celecoxib displayed a dose dependent inhibition of 

COX-1 and COX-2 activities. The findings were analogous to those reported by (Uddin 

et al., 2004; Habeeb et al., 2001; Praveen Rao et al., 2003). The COX 2 inhibitory 

activity was observed to increase with the increase in the concentration of the 

compounds. 
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Figure 5.2: Percentage inhibition of celecoxib on COX-1 and COX-2 activities 

 

As shown in Figure 5.3, the maximal COX-2 inhibition at a concentration of 50 μM 

for each compounds were 82% (3h), 80% (3a), 76% (3c), 59% (3g), 54% (3d), 52% 

(3b), 52% (3f) and 51% (3e), respectively. The standard reference, celecoxib, 

demonstrated an inhibition of 94.4% of COX-2 at 25 μM concentrations.  

 

Figure 5.3: Percentage inhibition of compounds 3a-h and celecoxib on COX-2 activity 
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As shown in Figure 5.4 maximal COX-1 inhibition of 54%, 52%, 51.2%, 51%, 

18.6%, 7.3%, 7% and 6.5%, were observed at a concentration of 50 µM of compounds 

3c, 3a, 3h, 3g, 3f,  3e, 3d and 3b, respectively. The standard reference, celocoxib, 

demonstrated an inhibition of 56.9 % of COX-1 at 25 µM. 

 

Figure 5.4: Percentage inhibition of compounds 3a-h and celecoxib on COX-1 activity 

 

The IC50 values for compounds 3a-h and celecoxib are listed in Table 5.1. These 

values are the dose-response inhibition of 3a-h on ovine COX-1 and human 

recombinant COX-2, and were calculated using the GraphPad Prism software. 
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Table 5.1: IC50 values of compounds tested as inhibitors of COX-1 and COX-2 

*Standard drug 
a The in vitro test compound concentration required to produce 50% inhibition of ovine COX-1 or human recombinant COX-2, 
which was determined by nonlinear regression analysis, using GraphPad Prism software. The result (IC50, µM) is the mean of three 
determinations and the deviation from the mean is < 10% of the mean value. Statistical significance of differences was assessed by 
using the Student’s t-test in Excel (microsoft). The level of significance was set at *P < 0.05. 
b In vitro COX-2 selectivity index (COX-1 IC50/COX-2 IC50).c S.E.M: standard error of the mean. d No inhibition of COX-1 up to 50 
µM and precipitation of compounds observed beyond this concentration.  

 

5.5.3 Discussion 

  In the enzyme inhibitory assay study, celecoxib had shown in high potency and 

selectivity towards COX-2 with IC50 values of 0.1 µM for COX-2 and 23 µM for COX-

1, which is in the same range as previously reported, (Habeeb et al., 2001). The 

effectiveness of the tested compounds were evaluated as the concentration of 

compounds resulting in 50% enzyme inhibition (IC50) (Table 5.1). Compounds 3a-h 

showed appreciable results on the activity as COX-2 inhibitors that depend on the type 

of substituents at the para-position of one of the aryl rings. Compounds 3a-h displayed 

only low or no inhibition against COX-1 enzyme in the range of 35 μM to ≤ 50 μM. 

Compounds 3b, 3d, 3e and 3f having large electron-donating substituents (OCH3, 

SCH3, CH3CH2, t-But, respectively), showed low inhibition against COX-2 enzyme, as 

indicated by the IC50 values in the μM range (0.7 μM to 48 μM). Additionally, strong 

Compounds NO.            IC50
a  (μM) ± S.E.M c 

---------------------------------------- 
COX-1                                        COX-2 

Selectivity indexb 

IC50 COX-1 /  IC50 COX-2 

Celecoxib * 23 ± 0.05 0.10±0.001 230 

3h 7 35 ± 3 0.19±0.005 175 

3c 2 37±0.7 0.29 ± 0.01 124 

3a 5 35 ±2.6 0.33 ± 0.01 106 

3g 3 37 ±0.6 0.90 ±0.01 41 

3b 4 >50 
d
 0.70±0.05 86 

3d 6 >50 
d
 0.70±0.005 83 

3e 8 >50 
d
 1.20±0.1 52 

3f 1 >50 
d
 48±2.3 3.3 
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electron-withdrawing substituents such as OAc, OCF3, and Cl in compounds 3h, 3c and 

3a respectively, led to IC50 values in the submicro molar range (0.19 - 0.33 μM) and SI 

values of 175, 124, and 106, respectively. This is evidence of the selectivity and 

efficacy of these compounds as COX-2 inhibitors. Compound 3g with NO2 substituent, 

however, showed low inhibition against COX-2 as exhibited by an IC50 value of 0.9 

μM. 

One of the major challenges that can be seen in drug discovery is selectivity 

(therapeutic) index. A reasonable number of drug candidates fail, even though there is 

surge in spending in the research and development of new drugs. This is due to the 

small therapeutic effect at nano toxic concentrations required. This is especially the case 

for the treatment of cancer, metabolic, and inflammatory disorders (Lehar et al.,  2009). 

The selectivity indices of the compounds towards COX-2 were determined and 

compared with that of celecoxib. In the assay, the IC50 values of celecoxib towards 

COX-1 and COX-2 were calculated to be 23 and 0.1 μM, respectively, indicating 

celecoxib to be a highly selective COX-2 inhibitor, while 3a, 3b, 3c, 3d, and 3h showed 

moderate selectivity towards COX-2, lower than that of celecoxib. The involvement of 

less number of hydrogen bonding in ligand-protein interaction resulted in the reduced 

selectivity of the compounds in comparison to celecoxib. Despite the low rates of 

gastrointestinal unfavorable effects of selective COX-2 inhibitors, the high selectivity of 

COX-2 inhibitors results in increase of cardiovascular side effects by tipping the 

balance of prostacyclin and thromboxane toward vasoconstriction and thrombosis 

(James et al., 2007; Dajani & Islam, 2008). Plausibly, the synthesized compounds 3a, 

3b, 3c and 3h with moderate selectivity may have less cardiovascular side effects. 

These results, COX-2 inhibitory potency and selectivity with IC50 findings support 

the suggestion the significance of electronic influence on hydrazone derivatives, special 
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design around the oxadiazoline core and increasing the size of the para substituent, 

enhanced COX-2 inhibiting activity (Portevin et al., 2000). 

Structure-activity relationship (SAR) study performed on compounds 3a-h in the 

order of COX-2 inhibitory potency and selectivity is depended on the substituent on 

ring and follows the order: OAc > OCF3 > Cl > NO2 > OCH3 > SCH3 > CH3CH2 > t-

But. The acetyl moiety (OAc), as known in aspirin, is liable for acetylation and blocking 

the COX enzyme by acetylating the protein. In medicinal chemistry, single fluorine 

atom, trifluoromethyl or trifluoromethoxy groups are usually used to tailor the pKa 

values of the lead compound and to assist cell membrane penetration and improve its 

metabolic stability of compounds. These advantages of fluorine contribute to the critical 

"bioavailability" of therapeutically active compounds. The increasing interest and use of 

the trifluoromethoxy substitutent in drugs and agrochemical products show challenging 

synthetic strategies, which are highly being implemented in industrial and academic 

research programmes. Trifluoromethoxy group is  more electron-withdrawing and more 

lipophilic in nature than its methoxy analogue, so it results in increasing the metabolic 

stability of a compound (Leroux et al., 2008). Additionally, the findings of compounds 

3a-h as COX-2 selective inhibitors are also supported by a number of studies on tricycle 

syntheses possessing two vicinal aryl moieties on the central heterocyclic ring 

arrangement (Singh & Mittal, 2008). 
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CHAPTER 6: CONCLUSION 

In our efforts to generate new selective COX-2 enzyme inhibitors, the following 

approaches were employed in this study: a structural based drug design (SBDD), SAR 

study, ADMET prediction, RO5 prediction, design of compounds, syntheses and 

biological evaluations. 

Using diaryl heterocyclic compounds as template for a new class of COX-2 selective 

inhibitors, a total of eight 1,3,4-oxadiazoline derivatives 3a-h were designed and docked 

onto the active sites of COX-1 and COX-2 enzymes to investigate their binding 

affinities. Results obtained were compared to that of SC-558 (celecoxib) as the standard 

drug of use. Ligand binding interactions that contributed to enzyme inhibition activity 

were studied and the ADMET properties and RO5 compliance were predicted. 

Based on the SAR, binding interactions, ADMET and RO5 studies, we suggested a 

potential lead structure as selective COX-2 enzyme inhibitor. Compounds 3a-h were 

then synthesized through a one-step intramolecular cyclization reaction of a variety of 

substituted benzaldehyde acylhydrazones with free hydroxyl group at the ortho position 

of the phenyl ring in the acylhydrazone. Based on 1,3,4-oxadiazolines or 1,3,4-

oxadiazepines obtained in some cases, when the reactions were carried under acid-

catalysed conditions. This method will allow future researchers to carry out studies to 

prepare 1,3,4-oxadiazepine compounds. Bioassay studies on compounds 3a-h indicated 

that the presence of electron-withdrawing groups such as OAc, OCF3 & Cl in the 

compounds favoured selectivity towards COX-2 over COX-1 enzyme. 

6.1 Future Studies 

The potential lead compounds 3a-h (Figure 3.2) could be used in the future drug 

design research for COX-2 selective inhibitors, starting by synthesizing new compounds 

with the proposed features for in vitro assay investigation. Furthermore, compounds 3a-
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h could also be used for future studies for antioxidant activity. In vivo testing using the 

carrageenan–induced rat paw oedema model can be performed depending on the results 

achieved from the in vitro analysis of a COX-2 inhibitor to study acute local 

inflammation, cancer and arthritis. Additionally, compounds 3a-h could be used in 

further in vitro studies such as cell bioassay to confirm their inhibition activities as well 

as toxicity at the cellular level. 

6.2 Limitations of Study 

One of the limitations of this study is that, the lowest binding energy computed 

by AutoDock software which, cannot be used directly to defined the real binding energy 

of a compound. That is mostly because the AutoDock software uses implied water 

environment, with only parameters amended for water environment, rather than uses 

explicit water environment where certain water molecules will be combined for 

calculation. However, eventhough this method might be more accurate, it consumes a 

lot of time and computer power. Furthermore, AutoDock software uses semi empirical 

force fields for energy calculation rather quantum mechanic force field with more 

accuracy and so on, this technique is time and computer power consuming. So, 

AutoDock software with faster calculating time was used in spite of it is less accuracy. 

In addition, the purchasable of chemicals and solvents for the syntheses of 

compounds 3a-h, and the Kit (Catalog No 560131) from Cayman Chemicals using an 

enzyme immunoassay (EIA) Screening Assay were quite costly. 
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APPENDIX A 

DOCKING OUTPUT FILES 

 SC-558 A Docking output file (extracted from  *.dlg file 

An example of clustering histogram from docking result of SC-558 docked towards 

1CX2 by AutoDock 4.2 software. The lowest binding energy -7.95 kcal/mol indicates 

the conformation that fulfilled the selection requirement and was chosen for further 

analysis. 

 

 

An example of the calculation of estimated free energy of binding from docking result 

(towards 1CX2) for the chosen SC-558 conformation. Its atomic coordinates are 

surround in blue line box. 
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Flurbiprofen A Docking output file (extracted from  *.dlg file 

An example of clustering histogram from docking result of Flurbiprofen docked 

towards 1CX2 by AutoDock 4.2 software. The lowest binding energy -7.26 kcal/mol 

indicates the conformation that fulfilled the selection requirement and was chosen for 

further analysis. 
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An example of the calculation of estimated free energy of binding from docking result 

(towards 1CX2) for the chosen Flurbiprofen conformation. Its atomic coordinates are 

surround in blue line box. 
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3f A Docking output file (extracted from  *.dlg file 

An example of clustering histogram from docking result of 3f docked towards 1CX2 

by AutoDock 4.2 software. The lowest binding energy -7.64 kcal/mol indicates the 

conformation that fulfilled the selection requirement and was chosen for further 

analysis. 
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An example of the calculation of estimated free energy of binding from docking result 

(towards 1CX2) for the chosen 3f conformation. Its atomic coordinates are surround in 

blue line box. 
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3c A Docking output file (extracted from  *.dlg file 

An example of clustering histogram from docking result of 3c docked towards 1CX2 

by AutoDock 4.2 software. The lowest binding energy -6.89 kcal/mol indicates the 

conformation that fulfilled the selection requirement and was chosen for further 

analysis. 
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An example of the calculation of estimated free energy of binding from docking result 

(towards 1CX2) for the chosen 3c conformation. Its atomic coordinates are surround in 

blue line box. 
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3b A Docking output file (extracted from  *.dlg file 

An example of clustering histogram from docking result of 3b docked towards 1CX2 

by AutoDock 4.2 software. The lowest binding energy -7.43 kcal/mol indicates the 

conformation that fulfilled the selection requirement and was chosen for further 

analysis.

 

An example of the calculation of estimated free energy of binding from docking result 

(towards 1CX2) for the chosen 3b conformation. Its atomic coordinates are surround in 

blue line box. 
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3a A Docking out put file (extracted from  *.dlg file  

An example of clustering histogram from docking result of 3a docked towards 1CX2 

by AutoDock 4.2 software. The lowest binding energy -6.50 kcal/mol indicates the 

conformation that fulfilled the selection requirement and was chosen for further 

analysis. 

 

An example of the calculation of estimated free energy of binding from docking result 

(towards 1CX2) for the chosen 3a conformation. Its atomic coordinates are surround in 

blue line box. Univ
ers

ity
 of
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3d A Docking out put file (extracted from  *.dlg file  

An example of clustering histogram from docking result of 3d docked towards 1CX2 

by AutoDock 4.2 software. The lowest binding energy -7.38 kcal/mol indicates the 

conformation that fulfilled the selection requirement and was chosen for further 

analysis. 

 

An example of the calculation of estimated free energy of binding from docking result 

(towards 1CX2) for the chosen 3d conformation. Its atomic coordinates are surround in 

blue line box. 
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3h A Docking out put file (extracted from  *.dlg file 

An example of clustering histogram from docking result of 3h docked towards 1CX2 

by AutoDock 4.2 software. The lowest binding energy -7.46 kcal/mol indicates the 

conformation that fulfilled the selection requirement and was chosen for further 

analysis. 

 

 

An example of the calculation of estimated free energy of binding from docking result 

(towards 1CX2) for the chosen 3h conformation. Its atomic coordinates are surround in 

blue line box. 
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3e A Docking out put file (extracted from  *.dlg file 

An example of clustering histogram from docking result of 3e docked towards 1CX2 

by AutoDock 4.2 software. The lowest binding energy -6.33 kcal/mol indicates the 

conformation that fulfilled the selection requirement and was chosen for further 

analysis. 

 

An example of the calculation of estimated free energy of binding from docking result 

(towards 1CX2) for the chosen 3e conformation. Its atomic coordinates are surround in 

blue line box. 
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3c A Docking output file (extracted from  *.dlg file 

An example of clustering histogram from docking result of 3c docked towards 1CQE 

by AutoDock 4.2 software. The lowest binding energy -8.92 kcal/mol indicates the 

conformation that fulfilled the selection requirement and was chosen for further 

analysis. 
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An example of the calculation of estimated free energy of binding from docking result 

(towards 1CQE) for the chosen 3c conformation. Its atomic coordinates are surround in 

blue line box. 
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APPENDIX B 

1H & 13C NMR SPECTRA OF SYNTHESIZED MOLECULES 

 

Figure B. 1: 1H spectrum (CDCl3, 400MHz) of 1a 
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Figure B. 2: 1H spectrum (CDCl3, 400MHz) of 1b 
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Figure B. 3: 1H spectrum (CDCl3, 400MHz) of 1c 
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Figure B. 4: 1H spectrum (CDCl3, 400MHz) of 1d 

 

 

Univ
ers

ity
 of

 M
ala

ya



167 

 

Figure B. 5: 1H spectrum (CDCl3, 400MHz) of 1e 
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Figure B. 6: 1H spectrum (CDCl3, 400MHz) of 1f 
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Figure B. 7: 1H spectrum (CDCl3, 400MHz) of 1g 
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Figure B. 8: 1H spectrum (CDCl3, 400MHz) of 1h 
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Figure B. 9: 1H spectrum (CDCl3, 400MHz) of 3a 
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Figure B. 10: 1H spectrum (CDCl3, 400MHz) of 2a 
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Figure B. 11: 1H spectrum (CDCl3, 400MHz) of 3b 
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Figure B. 12: 1H spectrum (CDCl3, 400MHz) of 2b 
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Figure B. 13: 1H spectrum (CDCl3, 400MHz) of 3c 
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Figure B. 14: 1H spectrum (CDCl3, 400MHz) of 3d 
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Figure B. 15: 1H spectrum (CDCl3, 400MHz) of 3e 
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Figure B. 16: 1H spectrum (CDCl3, 400MHz) of 3f 
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Figure B. 17: 1H spectrum (CDCl3, 400MHz) of 3g 
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Figure B. 18: 1H spectrum (CDCl3, 400MHz) of 4a 
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Figure B. 19: 1H spectrum (CDCl3, 400MHz) of 4d 
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Figure B. 20: 1H spectrum (CDCl3, 400MHz) of 4e 
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Figure B. 21: 1H spectrum (CDCl3, 400MHz) of 4f 
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Figure B. 22: 13C spectrum (CDCl3, 400MHz) of 1a 
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Figure B. 23: 13C spectrum (CDCl3, 400MHz) of 1b 

 

 

3 

5 

7 
8 9 

10 11 

1
2 9” 10” 

1 

Univ
ers

ity
 of

 M
ala

ya



186 

 

Figure B. 24: 13C spectrum (CDCl3, 400MHz) of 1c 
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Figure B. 25: 13C spectrum (CDCl3, 400MHz) of 1d 
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Figure B. 26: 13C spectrum (CDCl3, 400MHz) of 1e 
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Figure B. 27: 13C spectrum (CDCl3, 400MHz) of 1f 
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Figure B. 28: 13C spectrum (CDCl3, 400MHz) of 1g 
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Figure B. 29: 13C spectrum (CDCl3, 400MHz) of 3a 
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Figure B. 29: 13C spectrum (CDCl3, 400MHz) of 3b 
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Figure B. 30: 13C spectrum (CDCl3, 400MHz) of 3c 
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Figure B. 31: 13C spectrum (CDCl3, 400MHz) of 3d 
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Figure B. 32: 13C spectrum (CDCl3, 400MHz) of 3e 
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Figure B. 33: 13C spectrum (CDCl3, 400MHz) of 3f 
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Figure B. 34: 13C spectrum (CDCl3, 400MHz) of 3g 
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Figure B. 35: 13C spectrum (CDCl3, 400MHz) of 3h 
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Figure B. 36 : 13C spectrum (CDCl3, 400MHz) of 4a 
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Figure B. 37 : 13C spectrum (CDCl3, 400MHz) of 4d 
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Figure B. 39 : 13C spectrum (CDCl3, 400MHz) of 4e 

 

 

7 

3 
5 

8 

1 

10 
9 16 

13 

11 

12 

15 
15
” 

Univ
ers

ity
 of

 M
ala

ya



202 

 

Figure B. 38 : 13C spectrum (CDCl3, 400MHz) of 4f 
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APPENDIX C 

X-RAY CRYSTALLOGRAPHIC DATA 

Appendix C .1: X-ray Crystallographic Data of 3c 
 

Table 1: Crystal data and structure refinement for (3c) 

Identification code  3C  
Empirical formula  C19H15F3N2O5  
Formula weight  408.33  
Temperature/K  100(2)  
Crystal system  monoclinic  
Space group  P21/c  
a/Å  16.991(2)  
b/Å  5.2923(7)  
c/Å  40.845(5)  
α/°  90  
β/°  101.217(7)  
γ/°  90  
Volume/Å3  3602.7(8)  
Z  8  
ρcalcmg/mm3  1.506  
m/mm-1  0.130  
F(000)  1680.0  
2Θ range for data collection  2.444 to 50.494°  

Index ranges  
-20 ≤ h ≤ 19, -6 ≤ k ≤ 6, - 9 ≤ l ≤ 

49  
Reflections collected  18793  
Independent reflections  6515[R(int) = 0.0759]  
Data/restraints/parameters  6515/0/527  
Goodness-of-fit on F2  1.002  
Final R indexes [I>=2σ (I)]  R1 = 0.0506, wR2 = 0.0925  
Final R indexes [all data]  R1 = 0.1036, wR2 = 0.1089  
Largest diff. peak/hole / e Å-3  0.45/-0.35  
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Table 2 Fractional Atomic Coordinates (×104) and Equivalent Isotropic 
Displacement Parameters (Å2×103) for (3C). Ueq is defined as 1/3 of of the trace of the 

orthogonalised UIJ tensor. 

Atom x y z U(eq) 
F1 4731.9(16) -2937(4) 369.0(5) 76.8(8) 
F2 3724.1(13) -1341(5) 532.3(6) 68.3(7) 
F3 3977.3(11) -347(4) 54.3(5) 46.1(5) 
O1 8418.0(12) 6481(4) 2774.0(5) 26.6(5) 
O2 8243.9(11) 9105(3) 2331.0(5) 18.7(5) 
O3 7576.8(10) 2459(3) 1745.1(4) 17.2(4) 
O4 5522.8(11) 1185(4) 2100.6(5) 22.0(5) 
O5 4744.7(13) 1118(4) 492.5(5) 35.5(6) 
N1 7167.1(13) 5210(4) 2098.2(6) 17.3(5) 
N2 6532.5(12) 3508(4) 1982.8(5) 15.0(5) 
C1 7507.1(17) 9987(6) 2746.9(7) 23.0(7) 
C2 8099.7(16) 8295(5) 2631.2(7) 18.3(7) 
C3 8783.4(16) 7722(5) 2180.3(7) 17.9(7) 
C4 9547.2(16) 8707(5) 2201.0(7) 19.4(7) 
C5 10084.8(17) 7529(6) 2034.7(7) 21.3(7) 
C6 9860.1(17) 5357(5) 1850.8(7) 20.8(7) 
C7 9098.3(16) 4385(5) 1830.0(7) 17.7(6) 
C8 8542.2(16) 5544(5) 1993.9(7) 15.8(6) 
C9 7738.5(16) 4485(5) 1956.6(7) 14.4(6) 
C10 5945.2(16) 3075(6) 2163.5(7) 18.1(7) 
C11 5855.1(16) 5015(5) 2419.9(7) 20.4(7) 
C12 6786.2(15) 1561(5) 1766.4(7) 15.9(6) 
C13 6256.3(16) 1384(5) 1424.9(7) 16.8(6) 
C14 5709.5(16) -559(5) 1357.1(7) 20.2(7) 
C15 5189.2(17) -733(6) 1052.3(8) 25.0(7) 
C16 5239.7(17) 1051(6) 812.6(7) 24.0(7) 
C17 5792.9(17) 2990(6) 871.6(8) 25.3(7) 
C18 6292.3(17) 3157(5) 1180.4(7) 22.1(7) 
C19 4313(2) -869(7) 367.3(9) 39.1(9) 
F4 2231.7(10) 1975(3) -1342.1(4) 29.1(4) 
F5 1693.6(12) 4482(3) -1035.6(4) 41.1(5) 
F6 1258.0(11) 720(4) -1116.6(5) 46.0(6) 
O6 1448.7(11) 6880(4) 1539.0(5) 23.0(5) 
O7 2184.7(11) 9542(3) 1287.6(5) 18.4(5) 
O8 2479.8(10) 2916(3) 721.5(4) 18.0(5) 
O9 146.2(11) 2419(4) 256.4(5) 24.2(5) 
O10 2481.0(11) 1332(4) -811.5(5) 22.9(5) 
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N3 1603.3(13) 5980(4) 789.7(6) 16.1(5) 
N4 1242.0(13) 4416(4) 522.5(6) 16.8(5) 
C20 844.2(17) 10695(5) 1280.5(8) 25.5(7) 
C21 1492.3(17) 8798(6) 1387.4(7) 19.1(7) 
C22 2847.2(16) 7908(5) 1365.9(7) 17.7(7) 
C23 3437.7(17) 8561(5) 1634.7(7) 20.5(7) 
C24 4116.0(17) 7079(6) 1717.1(7) 24.6(7) 
C25 4203.9(17) 4952(6) 1529.8(7) 24.0(7) 
C26 3617.0(16) 4325(6) 1257.8(7) 20.0(7) 
C27 2919.0(16) 5788(5) 1172.0(7) 16.3(6) 
C28 2299.3(16) 4995(5) 889.8(7) 15.8(6) 
C29 419.6(16) 4220(5) 430.0(7) 18.0(6) 
C30 -72.5(16) 6245(5) 545.1(8) 22.9(7) 
C31 1767.1(16) 2271(5) 482.9(7) 18.2(7) 
C32 1960.7(15) 2024(5) 140.3(7) 16.0(6) 
C33 1644.4(16) 11(5) -61.8(7) 18.4(7) 
C34 1809.9(16) -230(5) -380.1(7) 20.2(7) 
C35 2280.9(16) 1569(5) -489.6(7) 18.7(7) 
C36 2600.5(16) 3583(6) -294.9(7) 21.5(7) 
C37 2437.2(16) 3800(6) 22.8(7) 20.5(7) 
C38 1920.5(18) 2104(6) -1069.4(8) 24.6(7) 

 

Table 3 Anisotropic Displacement Parameters (Å2×103) for (3C). The Anisotropic 
displacement factor exponent takes the form: -2π2[h2a*2U11+...+2hka×b×U12] 

Atom U11 U22 U33 U23 U13 U12 
F1 114(2) 48.7(15) 46.4(15) -21.3(12) -37.0(13) 44.0(14) 
F2 43.4(13) 101(2) 52.5(15) 12.1(14) -11.1(11) -27.4(13) 
F3 50.5(12) 49.5(13) 27.8(11) -6.1(10) -18.8(9) 12.7(10) 
O1 29.6(12) 26.7(13) 22.6(12) 4.2(10) 3.1(10) 11.1(10) 
O2 20.4(11) 15.8(11) 19.4(11) -2.6(9) 2.7(9) 2.6(8) 
O3 13.4(10) 17.3(10) 21.5(11) -6.0(9) 5.1(8) -2.5(8) 
O4 17.1(11) 22.3(12) 27.1(12) 1.7(9) 5.7(9) -4.8(9) 
O5 39.1(14) 33.3(14) 26.3(13) 0.9(11) -13.3(11) -6.9(11) 
N1 15.3(12) 16.4(13) 19.7(13) -1.4(11) 2.4(10) -1.3(10) 
N2 12.0(12) 17.5(13) 16.1(13) -5.8(10) 3.8(10) -4(1) 
C1 23.2(16) 23.2(17) 21.0(17) -3.8(14) -0.1(13) 5.0(14) 
C2 18.0(15) 20.4(17) 15.1(16) -2.2(14) -0.5(13) -2.5(14) 
C3 20.2(16) 17.1(16) 16.0(16) 2.0(13) 2.3(12) 2.4(13) 
C4 23.9(16) 17.0(16) 14.9(16) -0.1(13) -2.2(13) -4.4(13) 
C5 15.7(15) 25.8(17) 21.3(17) 5.3(14) 1.2(13) -4.2(13) 
C6 20.7(16) 22.2(17) 20.9(17) 3.2(14) 7.7(13) 2.2(13) 
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C7 18.4(15) 19.6(16) 15.6(16) 1.1(13) 4.8(12) 1.8(13) 
C8 16.3(15) 13.9(15) 16.0(15) 3.5(13) 0.6(12) -1.2(12) 
C9 17.0(15) 11.0(15) 14.5(15) -0.7(12) 1.2(12) 4.0(12) 
C10 13.4(15) 24.4(18) 15.4(16) 5.9(14) 0.1(12) 6.2(14) 
C11 17.5(15) 23.3(17) 22.4(17) -0.6(14) 8.9(13) 3.0(13) 
C12 13.6(14) 16.5(16) 18.2(16) -2.0(13) 4.5(12) -1.8(12) 
C13 16.0(15) 15.0(15) 20.2(17) -1.0(13) 5.2(13) 0.3(12) 
C14 23.1(16) 20.6(17) 17.1(16) 2.8(13) 4.9(13) -2.5(14) 
C15 22.8(17) 23.0(18) 27.4(19) -1.3(15) 0.5(14) -7.1(14) 
C16 22.5(17) 27.0(18) 19.9(17) -0.8(15) -2.7(13) 2.4(14) 
C17 27.0(17) 21.9(18) 26.4(19) 8.2(14) 3.9(14) -0.2(14) 
C18 19.0(16) 20.5(17) 25.9(18) -3.2(14) 1.9(14) -3.1(13) 
C19 44(2) 39(2) 30(2) -3.5(18) -6.1(18) 10.7(19) 
F4 37.8(11) 33.2(11) 18.2(10) -0.7(8) 10.1(8) 6.2(8) 
F5 61.5(13) 36.2(12) 25.4(11) 3.1(9) 7.8(9) 26.9(10) 
F6 34.8(11) 70.1(15) 29.7(12) 4.7(10) -1.8(9) -21.2(11) 
O6 23.9(11) 23.0(12) 23.5(12) 4.3(10) 8.2(9) -3.0(9) 
O7 18.1(10) 16.8(11) 20.9(11) 0.7(9) 5.1(9) -3.4(9) 
O8 16.5(10) 20.6(11) 15.2(11) -2.3(9) -1.0(8) 2.7(9) 
O9 19.4(11) 22.0(12) 28.7(13) -2.3(10) -1.1(9) -4.6(9) 
O10 22.5(11) 32.4(12) 13.8(11) 0.7(9) 3.6(9) 8.6(9) 
N3 17.2(13) 14.5(13) 15.1(13) -0.2(10) -0.3(10) -2.4(10) 
N4 13.4(12) 16.4(13) 19.9(14) -3.5(11) 1.9(10) -1(1) 
C20 25.2(17) 21.7(17) 31.3(19) -0.9(15) 9.7(14) 3.8(14) 
C21 21.5(16) 21.2(17) 15.6(16) -6.6(14) 6.2(13) -1.3(13) 
C22 17.3(15) 20.4(16) 16.9(16) 2.5(13) 6.7(13) -1.6(13) 
C23 23.8(17) 21.9(17) 15.9(16) -2.6(13) 4.4(13) -9.2(14) 
C24 19.5(16) 34.0(19) 18.2(17) 0.1(15) -1.8(13) -12.0(15) 
C25 18.0(16) 28.5(18) 23.4(18) 3.8(15) -0.9(13) -0.5(14) 
C26 18.6(15) 22.3(17) 19.5(17) 4.2(14) 5.0(13) -0.7(13) 
C27 17.1(15) 17.2(16) 14.6(16) 3.3(13) 3.1(12) -3.9(13) 
C28 18.5(15) 14.4(15) 14.4(16) 1.4(13) 3.3(12) -1.0(13) 
C29 16.5(15) 18.5(16) 18.1(16) 5.3(14) 1.2(12) -2.0(13) 
C30 15.9(15) 22.6(17) 30.0(18) -1.8(14) 4.0(13) 1.7(13) 
C31 16.0(15) 15.8(16) 21.1(17) -2.1(13) -0.9(12) 0.4(12) 
C32 13.0(14) 16.4(16) 17.7(16) 0.7(13) 0.6(12) 2.3(12) 
C33 17.7(15) 17.6(16) 18.8(17) 1.0(13) 0.9(12) -0.6(13) 
C34 21.2(16) 17.9(16) 19.2(17) -3.1(13) -1.5(13) -0.1(13) 
C35 18.3(15) 23.7(17) 14.7(16) 0.5(13) 5.0(12) 7.8(13) 
C36 18.7(16) 23.6(17) 22.8(17) 4.6(14) 5.1(13) -3.9(13) 
C37 20.4(16) 22.3(17) 17.8(17) -0.7(13) 1.5(13) -1.0(13) 
C38 26.3(17) 27.1(19) 21.3(18) -2.1(15) 7.1(14) -0.3(15) 
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Table 4 Bond Lengths for 3c 
Atom Atom Length/Å  Atom Atom Length/Å 
F1 C19 1.304(4)   F4 C38 1.325(3) 
F2 C19 1.335(4)   F5 C38 1.331(3) 
F3 C19 1.324(4)   F6 C38 1.325(3) 
O1 C2 1.196(3)   O6 C21 1.199(3) 
O2 C2 1.365(3)   O7 C21 1.376(3) 
O2 C3 1.405(3)   O7 C22 1.406(3) 
O3 C9 1.371(3)   O8 C28 1.364(3) 
O3 C12 1.443(3)   O8 C31 1.440(3) 
O4 C10 1.229(3)   O9 C29 1.224(3) 
O5 C16 1.411(3)   O10 C35 1.427(3) 
O5 C19 1.326(4)   O10 C38 1.339(3) 
N1 N2 1.413(3)   N3 N4 1.411(3) 
N1 C9 1.282(3)   N3 C28 1.284(3) 
N2 C10 1.371(3)   N4 C29 1.379(3) 
N2 C12 1.476(3)   N4 C31 1.472(3) 
C1 C2 1.491(4)   C20 C21 1.491(4) 
C3 C4 1.386(4)   C22 C23 1.379(4) 
C3 C8 1.399(4)   C22 C27 1.392(4) 
C4 C5 1.388(4)   C23 C24 1.381(4) 
C5 C6 1.386(4)   C24 C25 1.385(4) 
C6 C7 1.380(4)   C25 C26 1.381(4) 
C7 C8 1.401(4)   C26 C27 1.403(4) 
C8 C9 1.456(4)   C27 C28 1.463(4) 
C10 C11 1.495(4)   C29 C30 1.491(4) 
C12 C13 1.509(4)   C31 C32 1.504(4) 
C13 C14 1.377(4)   C32 C33 1.390(4) 
C13 C18 1.381(4)   C32 C37 1.386(4) 
C14 C15 1.383(4)   C33 C34 1.389(4) 
C15 C16 1.375(4)   C34 C35 1.373(4) 
C16 C17 1.381(4)   C35 C36 1.377(4) 
C17 C18 1.379(4)   C36 C37 1.383(4) 
 

 Table 5 Bond Angles for (3c). 

Atom Atom Atom Angle/˚  Atom Atom Atom Angle/˚ 
C2 O2 C3 118.4(2)   C21 O7 C22 116.7(2) 
C9 O3 C12 107.12(19)   C28 O8 C31 106.89(19) 
C19 O5 C16 121.5(3)   C38 O10 C35 115.9(2) 
C9 N1 N2 104.8(2)   C28 N3 N4 104.1(2) 

Univ
ers

ity
 of

 M
ala

ya



208 

N1 N2 C12 110.60(19)   N3 N4 C31 110.8(2) 
C10 N2 N1 121.0(2)   C29 N4 N3 121.4(2) 
C10 N2 C12 122.3(2)   C29 N4 C31 121.0(2) 
O1 C2 O2 123.1(3)   O6 C21 O7 122.5(3) 
O1 C2 C1 126.6(3)   O6 C21 C20 127.2(3) 
O2 C2 C1 110.3(2)   O7 C21 C20 110.2(2) 
C4 C3 O2 117.4(2)   C23 C22 O7 116.9(2) 
C4 C3 C8 121.0(3)   C23 C22 C27 121.6(3) 
C8 C3 O2 121.4(2)   C27 C22 O7 121.4(2) 
C3 C4 C5 119.9(3)   C22 C23 C24 119.7(3) 
C6 C5 C4 120.0(3)   C23 C24 C25 120.1(3) 
C7 C6 C5 119.9(3)   C26 C25 C24 120.1(3) 
C6 C7 C8 121.3(3)   C25 C26 C27 120.8(3) 
C3 C8 C7 117.9(3)   C22 C27 C26 117.8(3) 
C3 C8 C9 122.9(2)   C22 C27 C28 123.4(2) 
C7 C8 C9 119.2(2)   C26 C27 C28 118.8(3) 
O3 C9 C8 115.8(2)   O8 C28 C27 115.5(2) 
N1 C9 O3 116.2(2)   N3 C28 O8 116.8(2) 
N1 C9 C8 128.0(3)   N3 C28 C27 127.7(3) 
O4 C10 N2 118.7(3)   O9 C29 N4 117.9(3) 
O4 C10 C11 124.8(3)   O9 C29 C30 124.7(3) 
N2 C10 C11 116.5(2)   N4 C29 C30 117.4(3) 
O3 C12 N2 100.95(19)   O8 C31 N4 101.0(2) 
O3 C12 C13 111.1(2)   O8 C31 C32 110.1(2) 
N2 C12 C13 114.0(2)   N4 C31 C32 114.6(2) 
C14 C13 C12 119.4(2)   C33 C32 C31 119.3(2) 
C14 C13 C18 119.0(3)   C37 C32 C31 120.8(2) 
C18 C13 C12 121.6(2)   C37 C32 C33 119.9(3) 
C13 C14 C15 121.3(3)   C34 C33 C32 120.1(3) 
C16 C15 C14 118.5(3)   C35 C34 C33 118.6(3) 
C15 C16 O5 124.7(3)   C34 C35 O10 119.8(3) 
C15 C16 C17 121.4(3)   C34 C35 C36 122.6(3) 
C17 C16 O5 114.0(3)   C36 C35 O10 117.6(3) 
C18 C17 C16 119.0(3)   C35 C36 C37 118.5(3) 
C17 C18 C13 120.8(3)   C36 C37 C32 120.4(3) 
F1 C19 F2 107.6(3)   F4 C38 F5 107.9(2) 
F1 C19 F3 108.2(3)   F4 C38 F6 108.4(2) 
F1 C19 O5 113.8(3)   F4 C38 O10 107.8(2) 
F3 C19 F2 107.6(3)   F5 C38 O10 112.5(2) 
F3 C19 O5 108.0(3)   F6 C38 F5 106.4(2) 
O5 C19 F2 111.5(3)   F6 C38 O10 113.6(3) 
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 Table 6 Torsion Angles for (3c). 
A B C D Angle/˚   A B C D Angle/˚ 

O2 C3 C4 C5 -174.9(2)   O7 C22 C23 C24 -177.8(2) 
O2 C3 C8 C7 175.1(2)   O7 C22 C27 C26 177.0(2) 
O2 C3 C8 C9 -3.2(4)   O7 C22 C27 C28 -4.3(4) 
O3 C12 C13 C14 143.8(2)   O8 C31 C32 C33 136.3(2) 
O3 C12 C13 C18 -37.7(3)   O8 C31 C32 C37 -44.8(3) 
O5 C16 C17 C18 178.0(3)   O10 C35 C36 C37 -177.8(2) 
N1 N2 C10 O4 -162.7(2)   N3 N4 C29 O9 -162.5(2) 
N1 N2 C10 C11 18.9(4)   N3 N4 C29 C30 18.3(4) 
N1 N2 C12 O3 -5.3(3)   N3 N4 C31 O8 -6.3(3) 
N1 N2 C12 C13 -124.5(2)   N3 N4 C31 C32 -124.5(2) 
N2 N1 C9 O3 1.2(3)   N4 N3 C28 O8 0.7(3) 
N2 N1 C9 C8 -178.4(3)   N4 N3 C28 C27 -177.1(3) 
N2 C12 C13 C14 -102.9(3)   N4 C31 C32 C33 -110.7(3) 
N2 C12 C13 C18 75.5(3)   N4 C31 C32 C37 68.2(3) 
C2 O2 C3 C4 -102.8(3)   C21 O7 C22 C23 -101.9(3) 
C2 O2 C3 C8 82.2(3)   C21 O7 C22 C27 80.9(3) 
C3 O2 C2 O1 0.9(4)   C22 O7 C21 O6 1.3(4) 
C3 O2 C2 C1 -179.4(2)   C22 O7 C21 C20 -178.9(2) 
C3 C4 C5 C6 -0.6(4)   C22 C23 C24 C25 0.3(4) 
C3 C8 C9 O3 175.1(2)   C22 C27 C28 O8 178.1(2) 
C3 C8 C9 N1 -5.2(4)   C22 C27 C28 N3 -4.0(4) 
C4 C3 C8 C7 0.3(4)   C23 C22 C27 C26 -0.2(4) 
C4 C3 C8 C9 -178.1(3)   C23 C22 C27 C28 178.5(3) 
C4 C5 C6 C7 0.8(4)   C23 C24 C25 C26 0.7(4) 
C5 C6 C7 C8 -0.5(4)   C24 C25 C26 C27 -1.5(4) 
C6 C7 C8 C3 -0.1(4)   C25 C26 C27 C22 1.2(4) 
C6 C7 C8 C9 178.3(2)   C25 C26 C27 C28 -177.6(3) 
C7 C8 C9 O3 -3.1(4)   C26 C27 C28 O8 -3.2(4) 
C7 C8 C9 N1 176.5(3)   C26 C27 C28 N3 174.7(3) 
C8 C3 C4 C5 0.1(4)   C27 C22 C23 C24 -0.5(4) 
C9 O3 C12 N2 5.7(3)   C28 O8 C31 N4 6.3(3) 
C9 O3 C12 C13 126.9(2)   C28 O8 C31 C32 127.8(2) 
C9 N1 N2 C10 155.9(2)   C28 N3 N4 C29 155.2(2) 
C9 N1 N2 C12 2.8(3)   C28 N3 N4 C31 3.7(3) 
C10 N2 C12 O3 -158.0(2)   C29 N4 C31 O8 -157.9(2) 
C10 N2 C12 C13 82.9(3)   C29 N4 C31 C32 83.9(3) 
C12 O3 C9 N1 -4.8(3)   C31 O8 C28 N3 -4.9(3) 
C12 O3 C9 C8 174.9(2)   C31 O8 C28 C27 173.2(2) 
C12 N2 C10 O4 -12.8(4)   C31 N4 C29 O9 -13.9(4) 
C12 N2 C10 C11 168.8(2)   C31 N4 C29 C30 166.9(2) 
C12 C13 C14 C15 177.3(3)   C31 C32 C33 C34 179.3(2)  
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Table 7 Hydrogen Atom Coordinates (Å×104) and Isotropic Displacement Parameters 
(Å2×103) for (3c). 

Atom x y z U(eq) 
H1A 6978 9751 2604 35 
H1B 7675 11750 2734 35 
H1C 7479 9572 2978 35 
H4 9703 10187 2329 23 
H5 10607 8212 2047 26 
H6 10230 4537 1739 25 
H7 8948 2902 1702 21 
H11A 5361 4690 2503 31 
H11B 5829 6701 2319 31 
H11C 6316 4924 2606 31 
H12 6824 -122 1880 19 
H14 5689 -1803 1523 24 
H15 4805 -2057 1009 30 
H17 5829 4190 702 30 
H18 6666 4509 1225 27 
H20A 681 10666 1037 38 
H20B 1043 12383 1353 38 
H20C 382 10283 1381 38 
H23 3378 10024 1762 25 
H24 4523 7518 1903 30 
H25 4668 3924 1588 29 
H26 3687 2886 1127 24 
H30A -643 5893 463 34 
H30B 65 7880 458 34 
H30C 37 6294 790 34 
H31 1533 659 549 22 
H33 1315 -1201 18 22 
H34 1602 -1610 -519 24 
H36 2926 4797 -377 26 
H37 2653 5174 161 25 
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Appendix C .2 :  X - ray  C rystallographic  D ata of   3h   

Table 1 :  Crystal data and structure refinement for ( 3h )   
Identification code    3h     
Empirical formula    C 20 H 18 N 2 O 6     
For mula weight    382.36    
Temperature/K    296(2)    
Crystal system    orthorhombic    
Space group    P2 1 2 1 2 1     
a/Å    9.011(12)    
b/Å    11.244(15)    
c/Å    18.96(2)    
α/°    90.00    
β/°    90.00    
γ/°    90.00    
Volume/Å 3     1921(4)    
Z    4    
ρ calc mg/mm 3     1.322    
m/mm - 1     0.099    
F (000)    800.0    
Crystal size/mm 3     0.38 × 0.34 × 0.09    
2Θ range for data collection    4.22 to 54°    
Index ranges    - 11  =  h  =  10,  - 14  =  k  =  14,  - 24  =  l  =  23    
Reflections collected    9491    
Independent reflections    4112[R(int) = 0.0395]    
Data/restraints/parame ters    4112/0/256    
Goodness - of - fit on F 2     0.946    
Final R indexes [I>=2σ (I)]    R 1   = 0.0453, wR 2   = 0.0952    
Final R indexes [all data]    R 1   = 0.1055, wR 2   = 0.1198    
Largest diff. peak/hole / e Å - 3     0.12/ - 0.14    

  

Table 2 Fractional Atomic Coordinates (×10 4 ) a nd Equivalent Isotropic Displacement  
Parameters (Å 2 ×10 3 ) for ( 3h ). U eq   is defined as 1/3 of of the trace of the orthogonalised  

U IJ   tensor.   
Atom   x   y   z   U(eq)   

O1   10816(3)   5136(2)   2501.1(12)   93.0(8)   
O2   10018(2)   6426.5(15)   1687.6(10)   64.5(5)   
O3   5918(2)   4666. 4(17)   2089.0(9)   66.5(6)   
O4   4666(3)   6897.1(18)   3692.6(11)   79.1(7)   
O5   4652(3)   1805.6(19)   4930.0(11)   79.8(7)   
O6   5925(3)   393(2)   4390.1(17)   110.2(10)   
N1   7398(3)   6157.8(19)   2433.6(12)   58.7(6)   
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N2 6162(3) 6129(2) 2882.9(12) 63.6(6) 
C1 11089(5) 7226(3) 2713.7(19) 95.9(12) 
C2 10651(3) 6145(3) 2315.4(17) 66.2(8) 
C3 9506(3) 5481(2) 1267.7(14) 55.6(7) 
C4 10363(4) 5148(3) 702.7(16) 70.0(9) 
C5 9879(4) 4264(3) 256.0(17) 78.9(10) 
C6 8534(4) 3729(3) 378.4(16) 72.4(9) 
C7 7658(3) 4064(2) 945.5(14) 61.7(8) 
C8 8128(3) 4962(2) 1400.5(13) 49.3(6) 
C9 7189(3) 5310(2) 1995.3(14) 51.4(7) 

C10 5163(3) 5142(3) 2701.3(14) 61.8(8) 
C11 5845(4) 6968(2) 3376.2(16) 63.7(8) 
C12 7019(4) 7890(3) 3498.0(17) 80.4(10) 
C13 5035(3) 4232(2) 3278.8(15) 57.3(7) 
C14 3681(3) 3782(3) 3478.6(15) 61.6(8) 
C15 3573(4) 2946(3) 4013.1(15) 64.0(8) 
C16 4825(4) 2575(2) 4345.3(15) 61.7(8) 
C17 6204(4) 2999(3) 4157.5(17) 76.0(9) 
C18 6300(4) 3827(3) 3616.2(16) 71.7(9) 
C19 5281(4) 727(3) 4900(2) 77.5(10) 
C20 5029(5) 32(3) 5558(2) 110.6(13) 

 

Table 3 Anisotropic Displacement Parameters (Å2×103) for (3h). The Anisotropic 
displacement factor exponent takes the form: -2π2[h2a*2U11+...+2hka×b×U12] 

Atom U11 U22 U33 U23 U13 U12 
O1 113(2) 68.3(15) 97.6(17) -0.8(13) -43.6(16) 14.5(13) 
O2 69.6(13) 56.8(12) 67.1(12) 2.7(9) -2.5(12) -7(1) 
O3 65.4(14) 75.9(13) 58.1(12) -11(1) 6.3(11) -13.1(11) 
O4 84.6(17) 78.6(15) 74.0(14) 3.7(11) 18.8(14) 21.0(12) 
O5 92.0(17) 70.8(15) 76.8(14) 2.8(11) 19.2(14) 13.0(13) 
O6 110(2) 80.6(17) 140(2) -17.2(17) 33(2) 13.8(15) 
N1 66.3(17) 49.7(13) 60.2(15) -2.3(12) 3.6(14) 0.4(11) 
N2 66.1(16) 56.5(14) 68.2(15) -10.6(12) 17.1(15) -3.1(12) 
C1 98(3) 76(2) 113(3) -26(2) -26(3) -14(2) 
C2 61(2) 65(2) 73(2) -1.7(16) -13.9(18) 1.4(15) 
C3 64(2) 50.9(16) 51.6(16) 2.4(13) 1.8(16) 1.0(14) 
C4 63(2) 81(2) 65.6(19) 6.2(17) 8.8(18) 0.3(17) 
C5 80(3) 94(3) 63(2) -9.6(18) 11(2) 14(2) 
C6 89(3) 74(2) 54.4(19) -10.8(15) -10(2) 8.9(19) 
C7 68(2) 62.0(19) 55.3(18) -1.2(14) -7.9(17) -0.2(15) 
C8 54.9(17) 48.1(15) 45.0(14) 4.0(12) -2.5(14) 2.9(13) 
C9 54.2(19) 46.4(16) 53.6(16) 3.6(13) -4.2(15) -1.1(13)  
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Table 4 Bond Lengths for (3h). 
Atom Atom Length/Å  Atom Atom Length/Å 

O1 C2 1.198(4)  C3 C8 1.395(4) 
O2 C2 1.357(4)  C4 C5 1.377(4) 
O2 C3 1.406(3)  C5 C6 1.372(5) 
O3 C9 1.367(4)  C6 C7 1.387(4) 
O3 C10 1.448(3)  C7 C8 1.394(4) 
O4 C11 1.223(4)  C8 C9 1.463(4) 
O5 C16 1.415(4)  C10 C13 1.503(4) 
O5 C19 1.340(4)  C11 C12 1.499(5) 
O6 C19 1.188(4)  C13 C14 1.374(4) 
N1 N2 1.403(3)  C13 C18 1.384(4) 
N1 C9 1.279(3)  C14 C15 1.386(4) 
N2 C10 1.470(4)  C15 C16 1.357(4) 
N2 C11 1.359(4)  C16 C17 1.378(5) 
C1 C2 1.484(4)  C17 C18 1.388(4) 
C3 C4 1.373(4)  C19 C20 1.490(5) 

 

Table 5 Bond Angles for (3h). 
Atom Atom Atom Angle/˚   Atom Atom Atom Angle/˚ 

C2 O2 C3 117.3(2)  N1 C9 O3 115.7(2) 
C9 O3 C10 107.6(2)  N1 C9 C8 128.0(3) 

C19 O5 C16 118.2(3)  O3 C10 N2 100.3(2) 
C9 N1 N2 105.1(2)  O3 C10 C13 111.7(2) 
N1 N2 C10 111.2(2)  N2 C10 C13 113.0(2) 
C11 N2 N1 124.7(3)  O4 C11 N2 118.4(3) 
C11 N2 C10 123.8(3)  O4 C11 C12 125.6(3) 
O1 C2 O2 122.1(3)  N2 C11 C12 116.0(3) 
O1 C2 C1 126.4(3)  C14 C13 C10 121.3(3) 
O2 C2 C1 111.6(3)  C14 C13 C18 118.8(3) 
C4 C3 O2 117.6(3)  C18 C13 C10 119.8(3) 
C4 C3 C8 121.8(3)  C13 C14 C15 120.9(3) 
C8 C3 O2 120.4(2)  C16 C15 C14 119.3(3) 
C3 C4 C5 119.9(3)  C15 C16 O5 117.4(3) 
C6 C5 C4 119.5(3)  C15 C16 C17 121.6(3) 
C5 C6 C7 121.0(3)  C17 C16 O5 120.9(3) 
C6 C7 C8 120.2(3)  C16 C17 C18 118.6(3) 
C3 C8 C9 122.8(2)  C13 C18 C17 120.7(3) 
C7 C8 C3 117.5(3)  O5 C19 C20 112.0(3) 
C7 C8 C9 119.7(3)  O6 C19 O5 121.9(3) 
O3 C9 C8 116.3(2)  O6 C19 C20 126.2(3) 
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 Table 6 Hydrogen Atom Coordinates (Å×104) and Isotropic Displacement 
Parameters (Å2×103) for (3h). 

Atom x y z U(eq) 
H1A 11620 6998 3131 144 
H1B 10217 7665 2844 144 
H1C 11714 7715 2424 144 
H4 11269 5519 622 84 
H5 10459 4031 -125 95 
H6 8206 3133 76 87 
H7 6753 3689 1023 74 
H10 4181 5444 2571 74 

H12A 6620 8521 3781 121 
H12B 7342 8204 3053 121 
H12C 7846 7535 3738 121 
H14 2826 4042 3252 74 
H15 2653 2642 4143 77 
H17 7053 2735 4388 91 
H18 7224 4112 3479 86 

H20A 4015 -229 5575 166 
H20B 5234 525 5960 166 
H20C 5675 -647 5563 166 
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Appendix C .3 :  X - ray crystallographic data of ( 4a )   

  

Table 1 :  Crystal data and structure refinement fo r ( 4 a )   
Identification code    FileName()    
Empirical formula    C 18 H 15 ClN 2 O 4     
Formula weight    358.77    
Temperature/K    100(2)    
Crystal system    triclinic    
Space group    P - 1    
a/Å    7.7019(3)    
b/Å    10.2692(4)    
c/Å    11.0947(4)    
α/°    101.965(2)    
β/°    98.272(2)    
γ/°    105.260(2)    
Volume/Å 3     809.66(5)    
Z    2    
ρ calc mg/mm 3     1.472    
m/mm - 1     0.263    
F(000)    372.0    
2Θ range for data collection    4.26 to 51°    
Index ranges    - 9  =  h  =  9,  - 12  =  k  =  12,  - 13  =  l  =  13    
Reflections collected     5061    
Independent reflections    2968[R(int) = 0.0157]    
Data/restraints/parameters    2968/0/228    
Goodness - of - fit on F 2     1.061    
Final R indexes [I>=2σ (I)]    R 1   = 0.0318, wR 2   = 0.0796    
Final R indexes [all data]    R 1   = 0.0352, wR 2   = 0.0821    
Largest diff.   peak/hole / e Å - 3     0.24/ - 0.24    

  

Table 2 Fractional Atomic Coordinates (×10 4 ) and Equivalent Isotropic Displacement  
Parameters (Å 2 ×10 3 ) for ( 4a ). U eq   is defined as 1/3 of of the trace of the orthogonalised  

U IJ   tensor.   
Atom   x   y   z   U(eq)   
Cl1   14779.4(5)   7152 .8(4)   8809.7(4)   25.63(13)   
O1   10988.7(14)   280.9(10)   7664(1)   15.9(2)   
O2   6827.7(16)   - 389.3(12)   4794.4(10)   24.3(3)   
O3   7698.9(16)   3247.3(11)   7347.4(10)   21.5(3)   
O4   7560.2(14)   320.1(11)   9687.4(10)   19.7(2)   
N1   7984.0(17)   1071.7(12)   6776.8(11)   14.1(3)   
N2   8453. 7(16)   1064.8(13)   8037.4(11)   13.6(3)   
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C1 9784(2) -1054.0(15) 7233.9(13) 14.8(3) 
C2 10285(2) -2142.3(16) 7599.6(14) 17.2(3) 
C3 9164(2) -3505.7(16) 7074.6(15) 20.0(3) 
C4 7565(2) -3786.1(16) 6182.3(15) 21.0(3) 
C5 7074(2) -2704.4(16) 5809.6(14) 19.3(3) 
C6 8162(2) -1326.0(15) 6344.4(13) 15.2(3) 
C7 7604(2) -208.7(15) 5870.4(14) 16.4(3) 
C8 7853(2) 2350.0(15) 6517.0(14) 16.3(3) 
C9 8026(2) 2515.7(17) 5227.9(15) 22.6(3) 

C10 7109(2) 556.1(14) 8679.1(13) 14.5(3) 
C11 5161(2) 375.6(16) 8081.0(14) 18.5(3) 
C12 10396(2) 1260.9(15) 8499.2(14) 14.6(3) 
C13 11556.3(19) 2713.3(15) 8550.4(14) 14.7(3) 
C14 11610(2) 3799.0(16) 9558.3(14) 19.4(3) 
C15 12584(2) 5163.9(16) 9643.7(15) 20.8(3) 
C16 13516(2) 5438.6(15) 8703.2(15) 18.3(3) 
C17 13495(2) 4377.6(16) 7698.9(15) 21.5(3) 
C18 12509(2) 3009.9(16) 7622.6(14) 18.5(3) 
 

Table 3 Anisotropic Displacement Parameters (Å2×103) for (4a). The Anisotropic 
displacement factor exponent takes the form: -2π2[h2a*2U11+...+2hka×b×U12] 

 
Atom U11 U22 U33 U23 U13 U12 
Cl1 24.3(2) 13.5(2) 36.0(2) 5.58(16) 4.68(17) 2.08(15) 
O1 14.6(5) 12.7(5) 20.2(5) 2.5(4) 5.5(4) 4.2(4) 
O2 33.7(7) 23.7(6) 14.6(6) 1.6(5) -0.9(5) 12.8(5) 
O3 29.6(6) 17.5(6) 20.5(6) 4.9(5) 10.3(5) 9.8(5) 
O4 18.5(6) 25.9(6) 15.6(5) 8.7(4) 4.4(4) 5.2(5) 
N1 16.7(6) 15.3(6) 11.3(6) 3.9(5) 3.1(5) 6.3(5) 
N2 12.8(6) 17.0(6) 11.3(6) 4.2(5) 2.7(5) 4.4(5) 
C1 15.0(7) 14.6(7) 14.9(7) 2.9(6) 6.6(6) 3.7(6) 
C2 18.5(7) 20.2(8) 15.6(7) 5.9(6) 5.6(6) 8.3(6) 
C3 26.2(8) 16.9(8) 21.1(8) 6.9(6) 9.6(7) 9.6(6) 
C4 21.9(8) 14.4(7) 24.1(8) 1.7(6) 7.1(7) 2.6(6) 
C5 17.7(8) 19.4(8) 18.4(8) 0.4(6) 3.5(6) 5.3(6) 
C6 16.9(7) 15.7(7) 14.5(7) 2.7(6) 6.4(6) 6.3(6) 
C7 15.9(7) 17.9(8) 15.1(8) 2.8(6) 4.8(6) 5.1(6) 
C8 14.5(7) 17.5(8) 18.5(8) 6.1(6) 4.1(6) 5.8(6) 
C9 32.7(9) 21.4(8) 19.9(8) 9.3(6) 9.7(7) 13.3(7) 
C10 17.5(7) 11.2(7) 14.3(7) 1.3(5) 4.9(6) 4.2(6) 
C11 14.8(7) 22.1(8) 18.8(8) 6.3(6) 4.1(6) 5.0(6) 
C12 14.1(7) 16.5(7) 13.5(7) 3.2(6) 3.3(6) 5.7(6) 
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C13 11.7(7) 15.7(7) 15.8(7) 3.5(6) 0.7(6) 4.1(6) 
C14 19.1(8) 22.2(8) 16.5(8) 3.0(6) 6.3(6) 5.3(6) 
C15 21.7(8) 17.5(8) 19.9(8) -1.1(6) 2.6(6) 5.9(6) 
C16 15.3(7) 13.4(7) 24.2(8) 3.9(6) 0.9(6) 3.3(6) 
C17 22.8(8) 20.8(8) 21.8(8) 6.3(6) 9.5(7) 4.9(7) 
C18 20.0(8) 17.0(8) 17.6(8) 1.7(6) 5.6(6) 5.5(6) 

  
Table 4 Bond Lengths for (4a). 

Atom Atom Length/Å  Atom Atom Length/Å 
Cl1 C16 1.7431(15)  C3 C4 1.387(2) 
O1 C1 1.3783(17)  C4 C5 1.383(2) 
O1 C12 1.4343(17)  C5 C6 1.394(2) 
O2 C7 1.2088(18)  C6 C7 1.491(2) 
O3 C8 1.2038(18)  C8 C9 1.495(2) 
O4 C10 1.2148(18)  C10 C11 1.497(2) 
N1 N2 1.3953(16)  C12 C13 1.508(2) 
N1 C7 1.4108(19)  C13 C14 1.393(2) 
N1 C8 1.4264(19)  C13 C18 1.386(2) 
N2 C10 1.3908(19)  C14 C15 1.381(2) 
N2 C12 1.4555(18)  C15 C16 1.384(2) 
C1 C2 1.390(2)  C16 C17 1.382(2) 
C1 C6 1.400(2)  C17 C18 1.388(2) 
C2 C3 1.388(2)     

 

 Table 5 Bond Angles for (4a). 
Atom Atom Atom Angle/˚ 

 
Atom Atom Atom Angle/˚ 

C1 O1 C12 115.85(11)  O3 C8 N1 119.07(13) 
N2 N1 C7 116.80(11)  O3 C8 C9 123.94(14) 
N2 N1 C8 117.53(11)  N1 C8 C9 116.90(13) 
C7 N1 C8 125.62(12)  O4 C10 N2 119.53(13) 
N1 N2 C12 114.89(11)  O4 C10 C11 123.86(13) 
C10 N2 N1 120.90(11)  N2 C10 C11 116.58(12) 
C10 N2 C12 122.25(12)  O1 C12 N2 109.27(11) 
O1 C1 C2 119.12(13)  O1 C12 C13 108.16(11) 
O1 C1 C6 120.12(13)  N2 C12 C13 111.18(12) 
C2 C1 C6 120.46(14)  C14 C13 C12 117.86(13) 
C3 C2 C1 119.47(14)  C18 C13 C12 122.82(13) 
C4 C3 C2 120.45(14)  C18 C13 C14 119.28(14) 
C5 C4 C3 120.10(14)  C15 C14 C13 121.19(14) 
C4 C5 C6 120.31(14)  C14 C15 C16 118.61(14) 
C1 C6 C7 122.79(13)  C15 C16 Cl1 119.14(12)  
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C5 C6 C1 119.18(14)  C17 C16 Cl1 119.58(12) 
C5 C6 C7 117.89(13)  C17 C16 C15 121.26(14) 
O2 C7 N1 121.75(14)  C16 C17 C18 119.59(14) 
O2 C7 C6 122.80(13)  C13 C18 C17 120.06(14) 
N1 C7 C6 115.41(12)      
 

 

Table 6 Hydrogen Atom Coordinates (Å×104) and Isotropic Displacement Parameters 
(Å2×103) for (4a). 

Atom x y z U(eq) 

H2 11386 -1954 8204 21 
H3 9494 -4252 7328 24 
H4 6805 -4722 5827 25 
H5 5991 -2902 5186 23 

H9A 6822 2092 4651 34 
H9B 8903 2053 4928 34 
H9C 8468 3511 5260 34 

H11A 4743 -424 7339 28 
H11B 5093 1222 7825 28 
H11C 4373 211 8687 28 
H12 10576 1100 9361 18 
H14 10966 3597 10199 23 
H15 12613 5899 10334 25 
H17 14151 4583 7065 26 
H18 12488 2277 6934 22 
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Appendix C .4 :  X - ray  C rystallographic  D ata of   4 d   

Table 1 :  Crystal data and structure refinement for ( 4d )   
Identification code    4d   
Empirical formula    C 19 H 18 N 2 O 4 S    
Formula weight    370.41    
Temperature/K    296(2)    
Crystal system    triclinic    
Space group    P - 1    
a/Å    7.9736(6)    
b/Å    10.3607(8)    
c/Å    11.3712(9)    
α/°    92.451(2)    
β/°    97.2450(10)    
γ/°  

 

  103.7230(10)    
Volume/Å 3     902.72(12)    
Z    2    
ρ calc mg/mm 3     1.363    
m/mm - 1     0.206    
F(000)    388.0    
Crystal size/mm 3     0.46 × 0.27 × 0.22    
2Θ range for data collection    4.06 to 50.48°    
Index ranges    - 9  =  h  =  9,  - 12  =  k  =  12,  - 13  =  l  =  13    
Reflections collected    4704    
Independent reflections    3184[R(int) = 0.0117]    
Data/restraints/parameters    3184/0/238    
Goodness - of - fit on F 2     1.01 8    
Final R indexes [I>=2σ (I)]    R 1   = 0.0373, wR 2   = 0.1040    
Final R indexes [all data]    R 1   = 0.0419, wR 2   = 0.1094    
Largest diff. peak/hole / e Å - 3     0.18/ - 0.28    

  
Table 2 Fractional Atomic Coordinates (×10 4 ) and Equivalent Isotropic Displacement  

Parameter s (Å 2 ×10 3 ) for ( 4d ). U eq   is defined as 1/3 of of the trace of the orthogonalised  
U IJ   tensor.   

Atom   x   y   z   U(eq)   
S1   755.1(7)   - 1348.0(5)   6494.5(5)   66.19(18)   
O1   8251(2)   5504.4(14)   10185.1(11)   71.2(4)   
O2   4368.9(14)   5178.8(11)   7566.1(10)   48.7(3)   
O3   7709.9(15)   4961.4(14)   5435.2(10)   59.0(3)   
O4   7575.0(19)   2243.5(12)   7940.7(12)   63.4(4)   
N1   7249.7(16)   4309.9(12)   8396.4(10)   38.3(3)   
N2   6849.4(15)   4474.8(12)   7191.1(10)   37.3(3)   
C1   7538(2)   5450.5(17)   9178.3(13)   45.8(4)   
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C2 6959(2) 6599.7(16) 8667.6(14) 44.7(4) 
C3 7926(3) 7881.7(18) 9053.5(18) 59.8(5) 
C4 7399(3) 8972.2(19) 8619(2) 70.2(6) 
C5 5899(3) 8795(2) 7830(2) 69.5(6) 
C6 4907(3) 7528.6(19) 7455.3(17) 57.6(5) 
C7 5440(2) 6437.9(16) 7871.0(14) 44.2(4) 
C8 5010.8(19) 4361.7(16) 6776.6(13) 41.9(3) 
C9 3924.0(19) 2956.8(16) 6722.9(13) 43.4(4) 
C10 3007(2) 2453.8(18) 7624.7(15) 51.4(4) 
C11 2087(2) 1135.0(19) 7532.8(16) 56.7(4) 
C12 2050(2) 291.9(17) 6542.0(15) 49.1(4) 
C13 2980(2) 799.8(19) 5644.5(16) 57.3(4) 
C14 3895(2) 2114.9(19) 5740.1(15) 55.9(4) 
C15 883(3) -2057(2) 5064(2) 72.3(6) 
C16 8126.4(19) 4824.0(15) 6477.6(12) 39.1(3) 
C17 9976(2) 5013.2(18) 7037.4(15) 50.0(4) 
C18 7397(2) 3008.1(16) 8701.6(14) 46.2(4) 
C19 7217(3) 2680(2) 9948.3(17) 69.3(6) 

 
 

Table 3 Anisotropic Displacement Parameters (Å2×103) for (4d).  
The Anisotropic displacement factor exponent takes the form: -

2π2[h2a*2U11+...+2hka×b×U12] 
 

Atom U11 U22 U33 U23 U13 U12 
S1 64.5(3) 54.0(3) 75.8(4) -1.4(2) 8.7(2) 7.8(2) 
O1 104.0(11) 78.9(9) 37.5(7) -6.7(6) -9.2(7) 47.7(8) 
O2 40.0(6) 54.3(7) 56.2(7) 2.5(5) 13.6(5) 17.1(5) 
O3 49.1(7) 96.3(10) 35.2(6) 14.2(6) 10.1(5) 21.0(6) 
O4 89.1(10) 45.4(7) 64.0(8) 4.9(6) 22.8(7) 26.5(6) 
N1 45.5(7) 45.0(7) 29.5(6) 5.7(5) 7.4(5) 19.4(5) 
N2 36.9(6) 48.3(7) 28.9(6) 4.7(5) 5.5(5) 14.2(5) 
C1 53.2(9) 53.6(9) 36.3(8) 1.0(7) 7.4(7) 23.7(7) 
C2 51.5(9) 47.6(9) 41.5(8) 2.3(7) 12.4(7) 21.9(7) 
C3 60.6(11) 55.2(10) 65.4(11) -8.2(8) 9.1(9) 20.1(8) 
C4 79.0(14) 44.9(10) 93.0(15) 2.3(9) 27.6(12) 20.1(9) 
C5 86.0(15) 53.5(11) 85.8(14) 22.8(10) 32.9(12) 36.3(11) 
C6 60.2(11) 66.8(12) 59.7(10) 17.5(9) 17.5(8) 35.8(9) 
C7 46.8(9) 47.6(9) 45.8(8) 7.7(7) 17.0(7) 20.2(7) 
C8 37.8(8) 54.5(9) 35.8(7) 5.1(6) 5.7(6) 15.5(7) 
C9 35.9(8) 55.5(9) 38.2(8) 1.5(7) 3.2(6) 11.5(7) 
C10 51.6(9) 59.1(10) 41.4(9) -4.0(7) 11.4(7) 8.2(8) 
C11 58.0(11) 60.7(11) 49.6(10) 3.2(8) 17.3(8) 5.9(8)  
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C12 41.9(8) 53.1(9) 52.3(9) 0.0(7) 1.5(7) 14.6(7) 
C13 57(1) 63.5(11) 49.9(10) -11.5(8) 9.3(8) 13.5(8) 
C14 53.6(10) 68.6(11) 44.3(9) -2.3(8) 15.3(8) 9.2(8) 
C15 72.2(13) 57.7(11) 81.3(14) -12.4(10) -6.2(11) 16.9(10) 
C16 41.9(8) 43.7(8) 33.5(7) 1.6(6) 8.2(6) 13.1(6) 
C17 39.1(8) 65.2(10) 45.5(9) 4.9(7) 7.3(7) 11.3(7) 
C18 48.1(9) 47.7(9) 47.8(9) 11.5(7) 11.5(7) 17.6(7) 
C19 92.8(15) 71.3(13) 57.2(11) 29.5(10) 23(1) 35.4(11) 

 

Table 4 Bond Lengths for (4d). 
Atom Atom Length/Å  Atom Atom Length/Å 

S1 C12 1.7610(18)  C2 C7 1.389(2) 
S1 C15 1.781(2)  C3 C4 1.385(3) 
O1 C1 1.205(2)  C4 C5 1.371(3) 
O2 C7 1.3818(19)  C5 C6 1.379(3) 
O2 C8 1.4287(18)  C6 C7 1.380(2) 
O3 C16 1.2137(18)  C8 C9 1.501(2) 
O4 C18 1.192(2)  C9 C10 1.383(2) 
N1 N2 1.3946(16)  C9 C14 1.382(2) 
N1 C1 1.403(2)  C10 C11 1.382(2) 
N1 C18 1.4348(19)  C11 C12 1.389(2) 
N2 C8 1.4576(19)  C12 C13 1.386(3) 
N2 C16 1.3729(19)  C13 C14 1.377(3) 
C1 C2 1.490(2)  C16 C17 1.495(2) 
C2 C3 1.389(2)  C18 C19 1.489(2) 

 

Table 5 Bond Angles for (4d). 

Atom Atom Atom Angle/˚  Atom Atom Atom Angle/˚ 
C12 S1 C15 104.03(10)  C6 C7 C2 120.78(16) 
C7 O2 C8 114.80(11)  O2 C8 N2 108.63(12) 
N2 N1 C1 116.45(12)  O2 C8 C9 108.88(12) 
N2 N1 C18 116.66(12)  N2 C8 C9 112.77(12) 
C1 N1 C18 126.84(12)  C10 C9 C8 123.27(14) 
N1 N2 C8 115.30(11)  C10 C9 C14 118.63(16) 
C16 N2 N1 121.68(12)  C14 C9 C8 118.06(14) 
C16 N2 C8 122.83(12)  C9 C10 C11 120.04(16) 
O1 C1 N1 121.96(14)  C10 C11 C12 121.31(16) 
O1 C1 C2 122.47(15)  C11 C12 S1 117.23(14) 
N1 C1 C2 115.54(13)  C13 C12 S1 124.37(14) 
C3 C2 C1 118.60(16)  C13 C12 C11 118.37(16)  
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C3 C2 C7 118.88(15)  C14 C13 C12 120.11(16) 
C7 C2 C1 122.42(15)  C13 C14 C9 121.53(16) 
C4 C3 C2 120.06(19)  O3 C16 N2 119.12(14) 
C5 C4 C3 120.28(19)  O3 C16 C17 123.35(14) 
C4 C5 C6 120.34(17)  N2 C16 C17 117.53(13) 
C5 C6 C7 119.62(18)  O4 C18 N1 118.67(14) 
O2 C7 C2 119.84(14)  O4 C18 C19 124.26(16) 

 

Table 6 Hydrogen Atom Coordinates (Å×104) and Isotropic Displacement Parameters 
(Å2×103) for (4d). 

Atom x y z U(eq) 
H3 8928 8008 9604 72 
H4 8065 9829 8864 84 
H5 5549 9532 7546 83 
H6 3885 7411 6926 69 
H8 4900 4687 5981 50 
H10 3010 3004 8294 62 
H11 1481 805 8147 68 
H13 2986 252 4976 69 
H14 4509 2444 5129 67 

H15A 506 -1522 4464 108 
H15B 147 -2944 4944 108 
H15C 2066 -2086 5012 108 
H17A 10720 5097 6429 75 
H17B 10085 4258 7475 75 
H17C 10312 5806 7567 75 
H19A 6964 1731 9989 104 
H19B 6284 3011 10204 104 
H19C 8285 3087 10456 104 
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Appendix C .5 :  X - ray  C rystallographic  D ata of   4e   
Table 1   Crystal data and structure refinement for ( 4e )   

Identifica tion code   4e   
Empirical formula   C 20 H 20 N 2 O 4   
Formula weight   352.38   
Temperature/K   296(2)   
Crystal system   triclinic   
Space group   P - 1   
a/Å   7.962(2)   
b/Å   10.595(3)   
c/Å   11.338(3)   
α/°   103.812(19)   
β/°   98.84(2)   
γ/°   101.12(2)   
Volume/Å 3   891.1(5)   
Z   2   
ρ calc mg/mm 3   1.313   
m/mm - 1   0.092   
F(000)   372.0   
Crystal size/mm 3   0.58 × 0.48 × 0.09   
2Θ range for data collection   3.78 to 54°   
Index ranges   - 10  =  h  =  9,  - 13  =  k  =  13,  - 14  =  l  =  14   
Refle ctions collected   6908   
Independent reflections   3795[R(int) = 0.0259]   
Data/restraints/parameters   3795/0/238   
Goodness - of - fit on F 2   1.060   
Final R indexes [I>=2σ (I)]   R 1   = 0.0513, wR 2   = 0.1606   
Final R indexes [all data]   R 1   = 0.0702, wR 2   = 0.1756   
Largest d iff. peak/hole / e Å - 3   0.30/ - 0.25   

    

Table 2 Fractional Atomic Coordinates (×10 4 ) and Equivalent Isotropic Displacement  
Parameters (Å 2 ×10 3 ) for ( 4e ). U eq   is defined as 1/3 of of the trace of the orthogonalised  

U IJ   tensor.   
Atom   x   y   z   U(eq)   

O1   8294(2)   10579 .0(15)   5216.6(11)   68.7(5)   
O2   4262.6(16)   10002.1(13)   2430.6(11)   48.6(3)   
O3   7500.0(18)   9531.2(17)   284.2(11)   64.0(4)   
O4   7523(2)   7084.1(14)   2627.7(13)   67.8(4)   
N1   7211.5(18)   9199.8(14)   3255.1(11)   39.3(4)   
N2   6743.1(17)   9223.4(14)   2025.7(11)   38.9(3)   
C1   7517 (2)   10419.3(19)   4169.1(15)   45.1(4)   
C2   6881(2)   11509.0(18)   3765.6(15)   45.3(4)   
C3   7797(3)   12808(2)   4336(2)   63.9(6)   
C4   7219(4)   13856(2)   4024(3)   81.1(7)   
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C5 5707(4) 13599(2) 3151(2) 74.2(7) 
C6 4747(3) 12319(2) 2591.8(19) 57.7(5) 
C7 5322(2) 11266.7(18) 2896.0(15) 44.5(4) 
C8 4879(2) 9068.9(18) 1571.3(14) 41.7(4) 
C9 3823(2) 7693.2(19) 1427.7(15) 43.4(4) 
C10 2923(3) 7366(2) 2297.1(17) 51.3(5) 
C11 2039(3) 6055(2) 2124(2) 61.6(5) 
C12 2021(3) 5044(2) 1097(2) 56.9(5) 
C13 2926(3) 5387(2) 227(2) 64.5(6) 
C14 3807(3) 6677(2) 385.3(18) 60.2(5) 
C15 1018(3) 3603(2) 863(3) 78.4(7) 
C16 173(5) 3294(3) 1859(4) 114.0(11) 
C17 7977(2) 9475.9(18) 1334.7(14) 41.9(4) 
C18 9846(2) 9649(2) 1918.9(18) 56.5(5) 
C19 7360(2) 7943.7(19) 3458.2(16) 47.3(4) 
C20 7204(4) 7785(2) 4714(2) 69.3(6) 

 

Table 3 Anisotropic Displacement Parameters (Å2×103) for (4e). The Anisotropic 
displacement factor exponent takes the form: -2π2[h2a*2U11+...+2hka×b×U12] 

Atom U11 U22 U33 U23 U13 U12 
O1 96.2(12) 72.7(10) 34.7(6) 4.2(6) -1.9(7) 40.0(9) 
O2 39.3(7) 48.1(8) 59.1(7) 11.1(6) 13.9(5) 14.1(6) 
O3 50.4(8) 106.0(12) 41.2(7) 30.0(7) 12.1(6) 17.8(8) 
O4 90.7(12) 53.2(9) 62.8(9) 8.5(7) 19.9(8) 31.1(8) 
N1 42.6(8) 48.2(9) 29.5(6) 9.9(6) 8.0(5) 16.8(7) 
N2 35.8(8) 51.8(9) 28.3(6) 9.9(6) 4.8(5) 11.5(6) 
C1 49.6(10) 52.9(11) 34.8(8) 9.4(7) 9.5(7) 20.2(9) 
C2 48.9(11) 45.8(11) 41.0(8) 7.7(7) 10.5(7) 15.2(8) 
C3 64.6(14) 51.1(13) 63.6(12) 1.1(10) -0.5(10) 14(1) 
C4 89.2(19) 46.3(13) 98.1(18) 10.7(12) 8.0(15) 14.1(13) 
C5 93.3(18) 52.6(14) 85.8(15) 26.4(12) 16.6(14) 31.7(13) 
C6 63.8(13) 58.4(13) 57.5(11) 20.0(9) 10.3(9) 26.8(11) 
C7 46.5(11) 47.0(11) 43.9(8) 12.7(8) 13.8(7) 16.6(9) 
C8 36.4(9) 53.4(11) 35.4(7) 11.5(7) 6.2(6) 13.1(8) 
C9 34.8(9) 54.2(11) 38.2(8) 7.7(7) 5.1(6) 11.9(8) 
C10 55.3(12) 51.9(11) 45.5(9) 9.3(8) 14.6(8) 12.6(9) 
C11 65.3(14) 59.9(13) 62.8(11) 21(1) 20.8(10) 11.9(11) 
C12 48.1(12) 49.9(12) 67.9(12) 10.4(10) -0.1(9) 17.9(10) 
C13 57.2(13) 59.4(14) 63.5(12) -8.8(10) 10(1) 16.9(11) 
C14 52.9(12) 69.0(15) 49.7(10) -0.8(9) 17.2(9) 9.6(11) 
C15 70.1(16) 52.8(14) 101.5(18) 16.2(13) -7.8(13) 16.3(12) 
C16 124(3) 73(2) 147(3) 50(2) 31(2) 1.6(18)  
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C17 39.3(9) 48(1) 36.5(8) 9.0(7) 8.9(7) 8.9(8) 
C18 37.3(10) 78.6(14) 53.8(10) 20.3(10) 10.2(8) 11.7(10) 
C19 47.5(11) 49.3(11) 47.3(9) 13.9(8) 9.1(8) 17.1(9) 
C20 93.7(17) 67.6(15) 59.9(12) 32.9(11) 20.2(11) 28.1(13) 
 

Table 4 Bond Lengths for (4e). 
Atom Atom Length/Å  Atom Atom Length/Å 

O1 C1 1.208(2)  C4 C5 1.372(4) 
O2 C7 1.369(2)  C5 C6 1.366(3) 
O2 C8 1.429(2)  C6 C7 1.380(3) 
O3 C17 1.2121(19)  C8 C9 1.493(3) 
O4 C19 1.186(2)  C9 C10 1.375(3) 
N1 N2 1.3940(17)  C9 C14 1.392(3) 
N1 C1 1.402(2)  C10 C11 1.384(3) 
N1 C19 1.427(2)  C11 C12 1.378(3) 
N2 C8 1.458(2)  C12 C13 1.383(3) 
N2 C17 1.373(2)  C12 C15 1.520(3) 
C1 C2 1.485(2)  C13 C14 1.367(3) 
C2 C3 1.373(3)  C15 C16 1.470(4) 
C2 C7 1.400(3)  C17 C18 1.491(2) 
C3 C4 1.380(3)  C19 C20 1.493(3) 

 

Table 5 Bond Angles for (4e). 
Atom Atom Atom Angle/˚  Atom Atom Atom Angle/˚ 

C7 O2 C8 116.36(14)  O2 C8 N2 108.91(13) 
N2 N1 C1 116.63(13)  O2 C8 C9 108.43(14) 
N2 N1 C19 116.91(13)  N2 C8 C9 112.59(13) 
C1 N1 C19 126.45(13)  C10 C9 C8 123.33(16) 
N1 N2 C8 115.15(12)  C10 C9 C14 118.23(19) 
C17 N2 N1 121.72(13)  C14 C9 C8 118.39(16) 
C17 N2 C8 122.95(12)  C9 C10 C11 119.92(18) 
O1 C1 N1 121.57(15)  C12 C11 C10 122.16(19) 
O1 C1 C2 122.17(17)  C11 C12 C13 117.3(2) 
N1 C1 C2 116.23(14)  C11 C12 C15 123.3(2) 
C3 C2 C1 118.39(17)  C13 C12 C15 119.3(2) 
C3 C2 C7 119.02(16)  C14 C13 C12 121.18(19) 
C7 C2 C1 122.41(17)  C13 C14 C9 121.17(19) 
C2 C3 C4 120.4(2)  C16 C15 C12 116.4(2) 
C5 C4 C3 119.8(2)  O3 C17 N2 118.96(15) 
C6 C5 C4 121.0(2)  O3 C17 C18 123.31(16) 
C5 C6 C7 119.5(2)  N2 C17 C18 117.73(14)  
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O2 C7 C6 118.95(17)  O4 C19 C20 124.21(18) 
C6 C7 C2 120.25(19)  N1 C19 C20 116.42(16) 

 
 
 

Table 6 Hydrogen Atom Coordinates (Å×104) and Isotropic Displacement Parameters 
(Å2×103) for (4e). 

Atom x y z U(eq) 
H3 8812 12982 4937 77 
H4 7852 14733 4404 97 
H5 5329 14308 2937 89 
H6 3714 12158 2011 69 
H8 4708 9264 765 50 
H10 2908 8026 3001 62 
H11 1436 5849 2721 74 
H13 2936 4727 -479 77 
H14 4405 6880 -214 72 

H15A 122 3373 111 94 
H15B 1819 3030 708 94 
H16A 1042 3502 2609 171 
H16B -402 2359 1623 171 
H16C -674 3817 1995 171 
H18A 10569 9817 1342 85 
H18B 9994 8850 2137 85 
H18C 10180 10393 2653 85 
H20A 6870 6851 4664 104 
H20B 6332 8219 5002 104 
H20C 8310 8185 5282 104 
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